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Abstract

What ethical concerns, if any, do LLM re-
searchers have? We introduce EthiCon, a
corpus of 1,580 ethical concern statements
extracted from scientific papers published in
the ACL Anthology. We extract ethical con-
cern keywords from the statements and show
promising results in automating the concern
identification process. Through a survey (N =
200), we compare the ethical concerns of the
corpus to the concerns listed by the general
public and professionals in the field. Finally,
we compare our retrieved ethical concerns with
existing taxonomies and guidelines pointing to
gaps and actionable insights.

1 Introduction

Researchers are often asked to subscribe to ethical
guidelines, e.g., the European Code of Conduct
for Research Integrity (ALLEA, 2017) – or the
ACM Code of Ethics1 for publishing their work
in the Association for Computational Linguistics
(ACL). In addition, authors are often encouraged
to write a so-called ethics statement, addressing the
broader implications of their work or any ethical
considerations. We ask: What ethical concerns are
raised in such statements, and how do they compare
with public perceptions? Is there a gap between
academic and public concerns?

As natural language processing technologies be-
come more prevalent, understanding the ethical
concerns raised by professionals will enable us to
compare them with public concerns, helping to
identify gaps and overlaps that can inform frame-
works and solutions to existing and emerging prob-
lems. For this reason, we create EthiCon, an anno-
tated corpus of ethics statements from the Proceed-
ings of the 60th and 61st Annual Meeting of the
Association for Computational Linguistics (Mure-
san et al., 2022; Rogers et al., 2023).

1See https://www.aclweb.org/portal/content/
acl-code-ethics for ACL’s guidelines.

Figure 1: Visualizing top 60 concerns in ACL ethics
statements, reflecting term frequencies.

Our aim is twofold: to map out the concerns of
the NLP community as they appear on the ethics
statements, and to trace gaps and overlaps between
NLP professionals and the general public. Our
results show that laypeople express different ethi-
cal concerns than professionals, focusing on socio-
economic and human-computer interaction issues,
along with miscellaneous concerns like existential
risks. This highlights the need for increased dia-
logue between researchers and the public to address
these varying perspectives and an updated taxon-
omy covering both existing and emerging issues.

Contributions. We provide a corpus of 1,580
ethics statements from the ACL Anthology. We
identify the main issues that NLP researchers flag
as ethically concerning in their work and show how
LLMs could automate this process. Through a sur-
vey, we compare how laypeople and NLP profes-
sionals perceive the ethical concerns surrounding
natural language processing. Lastly, we compare
the ethical concerns identified in ACL papers and
our survey to existing taxonomies of risks posed
by language models and ethical guidelines. In do-
ing so, we propose a structured approach to eth-
ical statements and provide resources to help re-
searchers identify and articulate ethical considera-
tions.
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Disclaimers

We honor the ethical code set out in the 
ACL Code of Ethics.

List of suggestions

People often… We do not recommend the 
use of automatic methods of sentiment 
analysis... Instead, it is often better to 

use… We refer to … for a comprehensive 
discussion of ethical…

List of actions taken

We use a freely available dataset 
under a Creative Commons license… 
The dataset created in this work will 

be made available only after filling and 
signing an agreement… The annotation 

for manual evaluations was done by 
human experts, who…Miscellaneous (other)

(combination of list of concerns and list of suggestions)

In this work… Here, we summarize three possible ethical impacts: i) PLMs with bias, ii) 
generated data with social stereotypes and iii) problematic data environments… Therefore, 
we encourage deploying some risk-free PLMs…. For reducing the aforementioned cases, 

we suggest recording generated sentences…

List of ethical concerns

Here, we summarize three possible 
ethical impacts: i) PLMs with bias, ii) 

generated data with social stereotypes 
and iii) problematic data environments…

Figure 2: Examples from the identified categories of ethical concern statements.

2 Previous work

Several researchers have surveyed ethical concerns
around NLP. Hovy and Spruit (2016) discuss the
sources of social implications of NLP research (ex-
clusion, over-generalization, exposure) and their
ethical importance, including in dual use scenarios.
Leidner and Plachouras (2017) provide examples
of ethical concerns and best practices when con-
fronted with ethical dilemmas. Dinan et al. (2021)
examined safety issues related to conversational AI,
focusing on offensive and inappropriate responses,
while also highlighting further challenges such as
bias, fairness, privacy leaks, environmental impact,
and trust. Birhane et al. (2021) examine ethical
values from 100 highly cited machine learning pa-
pers published at ICML and NeurIPS. The most
dominant values were performance and efficiency,
and only a small fraction addressed societal needs
or potential harms. There have also been exten-
sive reports from the industry or research institutes
discussing the impact and risks of language mod-
els (Solaiman et al., 2019; Weidinger et al., 2021;
Bommasani et al., 2021; Ma, 2023). Most similar
to our work, Benotti and Blackburn (2022) man-
ually classify 90 ethical concern statements from
ACL 2021 based on whether they mention ben-
efits (who benefits from the technology), harms
(who might be harmed if it works or fails), and
vulnerabilities (if harms disproportionately affect
marginalized groups). However, their focus is to
outline the purpose of the statements, not specific
ethical issues. A survey for 92 ethics-related NLP
works can be found in Vida et al. (2023) 2.

2The survey mentions other, less related datasets, focusing
on ethical dilemmas, stances, judgements (Lourie et al., 2021;
Pavan et al., 2020; Hendrycks et al., 2021), moral foundations
(Hopp et al., 2021), or moral stories (Emelin et al., 2021)

3 EthiCon

Dataset Creation and Annotation. To create
a dataset consisting of ETHIcal CONcern state-
ments, we scraped the ACL Anthology3 and ex-
tracted ethical statement paragraphs from scientific
publications. We used the URL links provided by
Rohatgi et al. (2023) and retrieved 4,691 articles
from 2023 and 3,357 articles from 2022. We ex-
tracted the ethical statement paragraphs by parsing
the HTML page with a regular expression pattern
to catch common variations of the paragraph ti-
tle, such as ’Ethic(s)’, or ’Ethical’ followed by
terms like ’Statement’, ’Consideration(s)’ or ’Con-
cern(s)’. We were able to extract 480 ethics state-
ments from the ACL 2022 anthology and 1,100
ethical statements from 2023. To develop the anno-
tation guidelines, we carefully reviewed 500 state-
ments to provide clear examples and detailed guid-
ance for the annotators. Through this process, we
identified recurring patterns, enabling us to cate-
gorize the statements into five classes: (1) general
disclaimers, (2) a list of ethical concerns, (3) a list
of actions taken to avoid ethical concerns, (4) a
list of suggestions or advice to avoid ethical con-
cerns, and (5) miscellaneous (other), i.e., various
combinations of the aforementioned classes. See
Figure 2 for examples. Two of the paper’s authors
served as annotators, identifying ethical concerns
and classifying each statement into one or more
predefined categories. See Appendix ?? for more
details on the annotation process and guidelines.

Dataset Validation. We used a third annotator
as validator and arbiter in cases of disagreement.
Overall, we reached a 0.77% Cohen’s κ inter-
annotator agreement which is considered substan-

3https://aclanthology.org/
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Figure 3: Distribution of categories of the 1,100 ethics
statements in the EthiCon dataset from ACL 2023.

tial (Cohen, 1960). As a final validation step, a dif-
ferent author of the paper conducted a data quality
check to ensure the annotations were free of errors
and typos and adhered to the annotation guidelines.
This process helped us mark 56 ambiguous ethical
statements, which were discussed before assigning
the final annotations.

Dataset Analysis. A total overview of the ethical
concerns identified in the statements is presented
in Figure 1. Many statements accompany the eth-
ical concerns with words such as ‘potential’ and
‘possible’ to suggest issues are contingent. Fig-
ure 3 shows that most ethical statements consist
of disclaimers. These usually state that the work
has no ethical concerns, that annotators were fairly
compensated, or that the authors follow the ACL
code of ethics.4 This is further supported by the
visualization of the most frequent ethical concerns
in Figure 4, which shows that over one-third of
the papers do not identify any ethical issues. This
comparison of the statements from the ACL 2022
and 2023 publications indicates that the most fre-
quent ethical concerns are bias, misuse, privacy,
misinformation, toxicity, and environmental im-
pact. Notably, misinformation concerns increased
in 2023 compared to 2022, possibly due to the
broader availability of language models.

4The percentages do not sum up to 100% because we also
include the categories under ‘Miscellaneous’ (i.e., combina-
tions of categories) in the calculation.

4 Automatic Ethical Concern
Identification

We present LLM experiments to check whether we
can automatically identify ethical concerns related
to NLP advancements from conference proceed-
ings and automate our monitoring of these ethical
issues in publications.

Models and evaluation. We used four state-
of-the-art open-source language models to iden-
tify ethical concerns from our EthiCon Dataset:
Gemma-7b-it, Meta-Llama-3-8B-Instruct, Qwen2-
7B-Instruct, and Mixtral-8x7B-Instruct-v02. We
tried different prompts for identifying ethical con-
cerns as an open-ended generation task. We give
the model an ethical statement paragraph and
prompt to provide a comma-separated list of words
or phrases of the ethical concerns it can identify.
We evaluated the model outputs with the original
annotations using F1 BERTScore. This metric was
introduced by Zhang* et al. (2020), and it uses
contextual embeddings to measure their similarity.
Please refer to Appendix C for further model set-up
details. 5

Model F1BERTscore

Gemma-7b-it 0.83 ± 0.06
Llama-3-8B-Inst 0.82 ± 0.04
Mixtral-8x7B-Inst 0.83 ± 0.03
Qwen2-7B-Inst 0.81 ± 0.03

Table 1: BERTscores averaged across 5 runs.

Results. Results in Table 1 show that models per-
form well, but there is still a place for improvement.
In most cases, the models correctly identify ethical
concerns, with their predictions aligning well with
human annotations. However, manual inspection
of the generated outputs revealed a tendency for
models to overgenerate concerns, often detecting
negative sentiment words or introducing synonyms
of ethical terms that were not explicitly present.
Another notable challenge is the models’ inabil-
ity to handle negation effectively, leading them to

5Let x = {x1,x2, . . . ,xm} be the embeddings for the
reference annotation and x̂ = {x̂1, x̂2, . . . , x̂n} be the em-
beddings for the candidate output. To measure the similarity
between two individual embeddings, BERTscore uses cosine
similarity. Precision (P) is computed as the average maximum
cosine similarity for each token in the candidate output x̂ to all
tokens in the reference annotation x. Recall (R) is computed
as the average maximum cosine similarity for each token in
the reference annotation x to all tokens in the candidate output
x̂. F1 Score (F1) is then calculated as the harmonic mean of
Precision and Recall.
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Figure 4: The five most frequent ethical concerns in the
statements from ACL 2022–3 anthologies.

assign ethical concerns even in disclaimers that
explicitly state none exist. Despite this overgen-
eration, we found no evidence of hallucinated or
entirely irrelevant outputs.

For example, in the following statement, hu-
man annotators unanimously agreed that there were
no ethical concerns. However, all models except
Gemma-7b-it incorrectly assigned concerns, high-
lighting the challenge of accurately capturing nega-
tion and implicit meaning.

We do not foresee any significant harm directly as a
result of this work. On the contrary, our work promotes
the protection of user privacy, which is significant, es-
pecially in this era that large amounts of personal data
are used by neural models.

The outputs of the models were: Gemma: [no ethi-
cal concerns], Llama: [protection of user privacy,
significant harm], Mistral: [protection of user pri-
vacy], Qwen2: [user privacy, personal data]. We
also present another example annotated with model
bias and counterfactual predictions.

[...] There have been works showing the potential bias
in pre-trained language models. Although with a low
possibility, especially after our finetuning, it is possible
for our model to make counterfactual, and biased pre-
dictions, which may cause ethical concerns. We suggest
carefully examining those potential issues [...] in any
real-world applications.

Most models correctly identified the ethical con-
cerns, but some extended them by introducing ad-
ditional elements: Gemma: [bias, counterfactual
predictions], Llama: [bias, counterfactual, biased
predictions], Mistral: [biased predictions, poten-
tial bias], Qwen2: [bias, potential issues, coun-
terfactual predictions, deployment in real-world
applications].

5 Human Survey: What ethical concerns
do people have?

We created a survey to gather insights on public
concerns regarding NLP technologies and compare
them with concerns among professionals in the
field.

Survey Design. The survey was designed after
five feedback rounds and pilot testing to ensure
clarity, relevance, and reliability. It was distributed
through various online platforms, social media, and
mailing lists to reach a diverse audience. In the
survey instructions, we included an initial consent
statement explaining the survey’s purpose and the
voluntary, confidential nature of participation. In
the first section, we added some basic demographic
questions and an introductory question asking par-
ticipants’ familiarity with NLP technologies. Then,
there was an open-ended question asking partici-
pants to provide any ethical concerns they might
have about NLP technologies. In the next section,
participants were asked to rate their level of worry
on a scale from 1 (Not worried at all) to 5 (Very
worried) across the most frequent categories in our
EthiCon dataset: bias, misuse, privacy, misinforma-
tion, privacy, toxicity, and environmental impact.
Lastly, we added a final open-ended question ask-
ing participants to add any further concerns they
would like to add that were not mentioned before.

Human Survey Analysis. We gathered 200 re-
sponses with most participants being between 20
and 40 years old. Based on the introductory ques-
tion, we grouped participants into regular users and
professionals (advanced users and professionals).
Figure 5 shows the two groups are equally con-
cerned about bias, fairness, and misinformation.
There is, however, a small disparity for privacy,
misuse, and toxicity issues which seem to concern
regular users more. NLP professionals rate en-
vironmental risks higher, possibly indicating that
the general public may not be fully aware of the
resources and energy consumed during computa-
tional tasks.

Based on the open-ended questions at the be-
ginning and the end of the survey, we collected
ethical concerns before and after the given cate-
gories were presented to the participants. In some
cases, participants not only provided words sepa-
rated by commas but also phrases or full sentences,
e.g.:
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Figure 5: Comparing concerns between professional
and regular users (1–5 Likert scale, with 1 ‘Not worried
at all’). The radar plot illustrates the average levels of
concern across the participants per category/question.

(a) Damage in the learning process.
(b) Will/ when will LLMs become “conscious” as

we know it, Will they deserve rights?
(c) How fast they are learning to sound human,

what if they become hostile towards humanity?
(d) In the future might we be unable to shut down

LLMs? Are things irreversible?
(e) Employer increasingly encouraging and requir-

ing me to use AI.

We tried to extract keywords more or less directly,
e.g., damage in learning, consciousness, and hos-
tility from a)-c). In cases such as (d) and (e), ex-
tracting keywords was more challenging; for those
answers, we provided keywords irreversibility and
forced AI use. Keywords were extracted to facil-
itate the visualization (i.e. loss of jobs → unem-
ployment). We provide further statistics and details
from our survey in the Appendix B.

6 ACL EthiCon vs. Human Survey

Comparing the human survey with the ACL ethi-
cal concern statements can highlight areas where
public apprehensions align with or diverge from
the priorities set by the research community. We
first start by comparing the EthiCon dataset to the
survey responses, and in the next section, we in-
clude a broader comparison with existing concern
taxonomies.

To compare the top 15 most important words
across the two data sources, we calculated the TF-
IDF6 scores for both the ACL EthiCon statements

6TF-IDF (Term Frequency-Inverse Document Frequency)
is a statistical measure that reflects the importance of a word
in a document. It is calculated as tfidf(t, d,D) = tf(t, d) ·
idf(t,D), where tf(t, d) is the relative frequency of term t
within document d (i.e., the number of times t appears in
d divided by the total number of terms in the document),

0.4 0.2 0.0 0.2 0.4 0.6 0.8
TF-IDF Score

bias
misuse
privacy

unemployment
misinformation

manipulation
deepfakes

human_replacement
inaccuracies

security
copyright

transparency
impersonation

fairness
environment Human Survey

ACL EthiCon

Figure 6: Comparing TF-IDF scores for the top 15 most
important words in the human survey responses and the
ACL statements. Positive values on the horizontal axis
correspond to terms from the ACL statements, while
negative values represent terms from the human survey.
To create the plot we removed the ‘no ethical concerns’
phrases.

and the human survey ethical concerns. Ethical
concerns derived from the EthiCon dataset are rep-
resented on the positive side of the axis, while
those from the survey responses are on the negative
side. Shared issues such as bias, misuse, privacy,
and misinformation are prominent on both sides.
However, emerging concerns—such as human re-
placement, impersonation, unemployment, and in-
authenticity—appear more frequently in the survey,
indicating a rising public awareness of these top-
ics. A manual inspection of the data showed that
many public ethical concerns from the survey are
unique, i.e., not previously noted in the Ethicon
dataset. On the other hand, professionals mostly
highlighted ethical concerns already listed in the
Ethicon dataset and presented in Figure 1.

Some of the unique ethical concerns highlighted
by the laypeople include concepts such as isolation,
over-dependence, AI content inflation, devaluation
of credentials, power-centralization, inauthenticity,
downplay. There were also some concerns about
our cognitive development and abilities such as
language-transformation, dumbing, loss of human
creativity, inability to innovate and lack of criti-
cal thinking. In many responses, people express
fear about losing control and supervision of the
models, worrying that they may have their own

and idf(t,D) is the logarithmically scaled inverse fraction
of documents containing the term t (calculated as the total
number of documents divided by the number of documents
containing t, and then taking the logarithm of this quotient).
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rights, become autonomous or conscious, thereby
undermining the human aspect of our lives.

7 Taxonomies

There have been a few researchers that have tried
to group concerns related to NLP into categories.
Some have approached this from the perspective
of risks, others from the perspective of harms or
social impact, but addressing similar concerns. We
summarize the categories in Table 2. A compari-
son highlights specific overlapping themes, such
as bias, privacy, fairness, and misuse but also dif-
ferences in how the concerns are framed and cat-
egorized. There is however a great variety in the
grouping of concerns suggesting the lack of a clear,
structured, and up-to-date overview of concerns
related to NLP. More recent discussions by Gabriel
et al. (2024) refer to AI value alignment, well-
being, safety, misuse, and overall societal impacts,
but we could not infer a clear grouping or taxon-
omy of concerns. Given the increasing integration
of NLP technologies in our lives, there is a pressing
need for collaborative efforts to develop a unified
framework that captures both existing and emerg-
ing issues.

Based on the taxonomy provided by Weidinger
et al. (2021) we grouped our extracted concern-
keywords from the EthiCon dataset and the human
survey in six risk areas. We selected this taxonomy,
as it covers most of our collected concerns, and
provides extensive descriptions for each risk area7.
The reason for comparing our identified concerns
with an established taxonomy is to discover any
overlooked issues in current discussions. We manu-
ally mapped each concern to one of the six defined
risk areas, resolving ambiguities where possible.
For concerns that could not be clearly assigned to
any of these risk areas, we categorized them under
‘Miscellaneous’.

We provide a summary of the risk areas and
partial concern-keyword groupings in Table 3.8

Some of the keywords may belong to more than
one risk area. For example, copyright can consti-
tute an information hazard by redistributing infor-
mation that harms the copyrights of a creator, but

7For further arguments as to why we chose this taxonomy
please refer to Appendix D.

8The Table does not contain all the keywords extracted
from our data. The ‘Miscellaneous’ category includes 55 con-
cerns: 18% from the ACL corpus, mostly because of unclear
harmfulness sources, and 1% shared between the survey and
ACL corpus, related to terms in Table 3. The remaining 81%
come from the survey.

Authors Categories
Leidner and
Plachouras (2017)

(1)Unethical NLP Applications,
(2)Privacy, (3)Fairness, (4)Bias
and Discrimination,
(5)Abstraction and
Compartmentalization,
(6)Complexity, (7)Unethical
Research Methods, and
(8)Automation

Bender et al. (2020) (1)Dual Use, (2)Bias, (3)Privacy
Dinan et al. (2021) (1)Offensive content,

(2)Inappropriate content,
(3)Sensitive content, (4)Bias and
Fairness, (5)Privacy Leaks,
(6)Environmental considerations,
(7)Trust and relationships

Bommasani et al.
(2021)

(1) Inequity and Fairness, (2)
Misuse, (3) Economic and
Environmental Effects, and (4)
Legal and Ethical considerations

Weidinger et al.
(2021)

(1) Discrimination, Exclusion,
and Toxicity, (2) Information
Hazards, (3) Misinformation
Harms, (4) Malicious Uses, (5)
Human-Computer Interaction
Harms, (6) Environmental and
Socioeconomic Harms

Ma (2023) (1)Predictability Issues,
(2)Privacy Issues,
(3)Responsibility and Decision
Making Issues, and (4)Bias
Issues

Table 2: Overview of categories proposed by previous
works for organizing the potential impacts, risks, con-
cerns associated with language models.

is also relevant or HCI harms, since it may lead
to the undermining of creative economies: LMs
may generate content that, while not directly vi-
olating copyright, capitalizes on artists’ ideas in
ways that would be time-consuming or costly for
humans to replicate, potentially undermining the
profitability of creative or innovative work (Wei-
dinger et al., 2021). The ‘Miscellaneous’ category
includes some concerns related to legislation, re-
sponsibility, and interpretability, which could be
linked to the ‘Responsibility and Decision-Making
Issues’ category as proposed by (Ma, 2023). We
also find some sort of existential concerns mostly
focusing on the potential loss of humanity, weak-
ening of human connection and interaction, and
the risk of AI dominance, autonomy, hostility to-
ward humans, or even the acquisition of rights or
consciousness.
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Figure 7: Comparing ethical concerns from ACL publi-
cations and the human survey grouped into the six risk
areas proposed by (Weidinger et al., 2021). Participants
in the survey are divided into: professionals(P) and non-
professionals(NP).

We visualize the distribution of risks, comparing
the ACL ethics statements to the concerns raised
by human survey participants in Figure 7. For con-
cerns related to discrimination, and malicious uses
there is a similar increasing trend in professionals
from the ACL publications and the survey. Survey
respondents appear to be more concerned about
HCI-related arms than the researchers’ ethics state-
ments. The socio-environmental concerns seem to
be high in both survey groups, but this is mostly be-
cause of unemployment and automation concerns.
Approximately 25% of non-professional users ex-
press concern about unemployment, whereas this
drops to around 0.1% among professional users.
Additionally, less than 0.006% (10 statements) in
the EthiCon dataset reference unemployment as a
concern. Lastly, concerns about information harm
are more prevalent among survey professionals
than reflected in the ACL statements, indicating
that their level of concern does not imply that their
work includes this issue.

8 From Ethical Guidelines to Actionable
Insights

To write an ethical statement, researchers can draw
inspiration from resources such as frequently asked
questions on ACL ethical consideration sections 9,
the ACM Code of Ethics, guidelines for NeurIPS
impact statements (Ashurst et al., 2020), and gov-
ernance overviews like the European Parliament’s

9https://2023.eacl.org/ethics/faq/

AI policy report10.

Based on the discussion by Ashurst et al. (2020),
we can map existing guidelines for impact state-
ments to our EthiCon categories. (1) Applications
(Actions Taken) refer to detailing steps researchers
have taken to align with ethical standards, such as
ensuring legal and ethical data collection, mitigat-
ing risks like bias and misuse, and promoting fair-
ness and transparency in datasets or models. These
actions include obtaining institutional review board
approval or implementing bias audits. (2) Impli-
cations (List of Concerns) focus on addressing
societal and downstream risks, such as privacy vio-
lations, misuse, and impacts on marginalized popu-
lations, encouraging a comprehensive exploration
of potential consequences. Finally, (3) Initiatives
(List of Suggestions) involve proposing actionable
steps to mitigate risks and maximize benefits, such
as robustness checks, fairness evaluations, or speci-
fying the intended use of applications or datasets.
Based on these existing guidelines, we believe that
ethical statements are most effective when they go
beyond disclaimers stating ’there are no ethical
concerns’, providing actionable insights and a clear
overview of the work’s impact.

When preparing submissions for a specific
venue, researchers should also review the corre-
sponding ethical guidelines, code of ethics, and
relevant FAQs. For ACL papers, ethical concerns
can be examined in the context of the ACM Code of
Ethics. For example, for new dataset papers, this in-
volves ensuring compliance with legal, privacy, and
intellectual property standards, detailing the data
collection process (e.g., institutional review board
approval, annotator compensation, demographic
representation), and addressing potential biases or
limitations that could impact vulnerable popula-
tions. For NLP applications, researchers should
analyze intended use, failure modes, misuse po-
tential, and the broader societal implications of
their technology. These practices map directly to
EthiCon’s list of actions taken and list of concerns
categories encouraging researchers to not only doc-
ument safeguards but also anticipate risks and align
their work with ethical principles.

10https://www.europarl.europa.eu/RegData/
etudes/STUD/2020/634452/EPRS_STU(2020)634452_
EN.pdf
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9 Discussion

We identified ethical concerns in ACL publications
and showed promising results in automating their
identification. The number of ethical statements in
2023 more than doubled compared to 2022, show-
ing similar recurring concerns. Automating this
identification process is useful for three main rea-
sons. First, it makes these statements easier to parse
and helps inform public discourse about LMs. Sec-
ond, it can facilitate policymakers to locate papers
that can inform them about underlying technical
considerations, both in terms of potential ethical
challenges and possible actions and suggestions
to address those. Third, it allows us to trace how
these concerns change over time and in response to
technical development.

Next, we compared public concerns about NLP
technologies from a human survey with the ACL
ethics statements. We mapped those concerns in
an existing taxonomy of harms posed by language
models (Weidinger et al., 2021). Our results show
that laypeople have different ethical concerns than
the ones typically flagged by professionals in the
field focusing more on socio-economic and human-
computer interaction harms. We also find concerns
that could be grouped under the category of Re-
sponsibility and Decision Making Issues suggested
by (Ma, 2023) and also some sort of existential con-
cerns. The latter could provide valuable insights
for sociologists, psychologists, and philosophers
by linking these concerns with deep-rooted fears
found in myth and religion.

Variability of ethical concerns based on one’s
position in the supply chain is expected. Different
stakeholders may have distinct perspectives on ethi-
cal issues in NLP. It is important, however, to make
these concerns broadly available to get a greater
understanding of professionals’ perceptions of their
work’s impact and its alignment with societal ef-
fects and public consideration. This information
will help AI ethicists identify and address chal-
lenges in NLP technology development and im-
plementation. It also suggests areas for further
research, dissemination and policy development
to bridge gaps between public sentiment and aca-
demic discourse.

10 Conclusion

We create a dataset of ethical concerns from ACL
statements to identify the issues that NLP re-
searchers flag as ethically concerning in their work.

We also conducted a human survey showing that
laypeople have different ethical concerns than the
ones typically flagged by professionals in the field.
Understanding the ethical concerns raised by re-
searchers and comparing these to the concerns
listed by laypeople will enable the community to
better respond to potential ethical challenges and
contribute to ongoing societal discussions. Lastly,
we believe it is possible to partially automate the
identification and analysis of ethical concerns, mak-
ing monitoring and longitudinal studies possible.

Limitations

We acknowledge that our study has several limi-
tations. First, the corpus of ethical concern state-
ments is limited to papers published in the ACL
Anthology, which may not represent all perspec-
tives within the NLP community. Moreover, since
we scraped the current publications to extract the
statements, there might be publications that have
a statement and we could not identify it. We also
do not extract additional statistics from the pub-
lications, such as the track, affiliation, and other
metadata. Second, the survey sample size may
not capture the full range of opinions across differ-
ent demographics. Even though we tried to share
the survey across many demographics, we did not
record their geographic origin. Another limitation
is the potential difference in technological knowl-
edge between survey participants and the research
work by the ACL community. This disparity could
affect the comparability of ethical concerns raised
by the two groups. We tried to mitigate this limi-
tation by including professionals in the survey and
providing detailed explanations for every NLP term
used. Additionally, the automated ethical annota-
tion processes explored in this study are still in the
early stages and require further validation to ensure
accuracy and reliability. Future work should aim to
address these limitations by expanding the dataset,
surveying, and improving automated ethical con-
cern identification.

Ethics Statement

Our study aims to enhance understanding of ethical
concerns in the NLP community and is intended to
benefit both researchers and the general public by
promoting ethical discussions in the field. We con-
ducted this research following ethical guidelines
to ensure fair and respectful treatment of all par-
ticipants. Annotators were volunteers and authors
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Risk area Definition Concerns - Keywords Survey Papers
Discrimination,
Hate Speech,
Exclusion

Social harms that arise from the
language model producing
discriminatory, toxic or
exclusionary speech

annotator_welfare, bias,
cultural_bias, discrimination,
echo_chamber, fairness,
hate_speech, misrepresentation,
incomplete_diversity,
offensive_content,
privileged_demographic,
underrepresentation,
unfavorable_responses,

(Field et al., 2021),
(Field et al., 2021),
(Sheng et al., 2021),
(Shahbazi et al.,
2023), (Gupta et al.,
2024), (Fabris et al.,
2024), (Hort et al.,
2024)

Information
Hazards

Harms that arise from the
language model leaking or
inferring true private or
safety-critical information

censorship, consent, copyright,
confidentiality, data_breach,
privacy, security,
sensitive_content, surveillance

Yao et al. (2024),
Kibriya et al.
(2024),
Dong et al. (2024)

Misinformation
Harms

Harms that arise from the
language model providing false,
misleading or poor quality
information

accuracy, ambiguity, deception,
disinformation, factual_failures,
fake_news, hallucinations,
inaccuracies, misinformation,
quality_issues,
nonfactual_information

Augenstein et al.
(2024),
Huang et al.
(2023),
(Ji et al., 2023)

Malicious Uses Harms that arise from humans
using the language model to
intentionally cause harm

abuse, AI_crimes,
autonomous_weaponry,
bad_actors, coercion, dual_use,
dishonesty, manipulation,
misleading_content, scams

(Ehni, 2008),
Brundage et al.
(2018),
Kaffee et al. (2023)

Human-Computer
Interaction Harms

Harms that arise from users
overly trusting the language
model, or treating it as
human-like

addiction, anthropomorphism,
brainwash, cognitive_impact,
cutting_corners, dehumanization,
dependence, dumbing,
language-transformation,
laziness, overtrust, overexposure,
overuse, reliability,
substitution_of_creativity,
untrustworthiness

(Lee et al., 2023),
(Song et al., 2023),
(Zhen et al., 2023),
(Kosch and Feger,
2024),
(Liu, 2024)

Environmental and
Socioeconomic
harms

Harms that arise from
environmental or downstream
economic impacts of the
language model

accessibility, copyright,
autonomy, carbon_footprint,
capitalism_prevalence,
carbon_emmisions,
computational_cost, devaluation,
environmental_impact,
financial_costs,
human_replacement,
resources_exploitation,
social_damage, unemployment

(Bannour et al.,
2021),
(Hershcovich et al.,
2022),
(Li et al., 2023),
(Nie et al., 2024),
(Chen et al., 2024)

Miscellaneous Harms that arise from the
EthiCon dataset and the Human
Survey but could not be grouped
into one of the aforementioned
risk areas

accountability, ai_autonomy,
ai_dominance, ai_supremacy,
AI_content_inflation,
consciousness,
dead_internet_theory,
deregulation,
devaluation_of_credentials,
difficult_to_understand,
harmfulness, responsibility,
transparency, no_supervision,
unexpected_responses

Table 3: Grouping the ethical concern keywords from the ACL anthology (red) and the human survey (blue) in the
risk taxonomy of (Weidinger et al., 2021) (black is common concerns). For every area, we also include a list of
recent surveys that offer additional insights on the topic.
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in the paper. No personal or sensitive data were
used. Participant consent was obtained for the sur-
vey. The data we used are publicly available and
do not contain any private or sensitive information.
ACL anthology corpus is released under the CC
BY-NC 4.0 license. There might be inherent biases
from the annotators, and participants but we tried to
provide clear guidelines, and rounds of discussions
to avoid them. In terms of resources, each run of
our experiments lasted no more than 20 minutes
(using one a40 GPU). This computation sums up
to less than 7 hours(4 models * 5 runs * 20 mins =
400 mins = 6 hours). We do not foresee any major
risks or ethical concerns.
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variations in terminology. It captures the text con-
tent within the ethics paragraph, ensuring it stops
matching when encountering subsequent sections
like acknowledgments, references, or limitations.
We validate the effectiveness of this extraction by
our annotators who manually inspect every state-
ment and verify whether this parsing was success-
ful. In total we collected 1,580 ethical statements;
1,100 from the ACL 2023 links and 480 from the
ACL 2022 links. Compared to the 90 statements
extracted by Benotti and Blackburn (2022) there is
a substantial increase in the number of researchers
who add an ethical statement to their work.
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Figure 8: Histogram of the length (number of Lines) of
ethical statements of the 1580 publications that include
such section in ACL 2023.

Annotation To create the annotation guidelines,
we manually inspected 500 ethics statements and
labeled them with ethical concern labels based on
their content (e.g. no concerns, data bias, privacy
issues, etc). To ensure consistency, we tried to use
the same words as the authors of the ethical state-
ment paragraphs. For example, statements such as

‘It is worth noting that the behavior of our down-
stream smaller models is subject to biases inherited
from the larger teacher LLM.’ were labeled with

‘model bias’. During this first manual inspection,
we also noticed that the statements can be divided
into five classes: (1) general disclaimers, (2) a list
of ethical concerns, (3) a list of actions taken to
avoid ethical concerns, (4) a list of suggestions or
advice to avoid ethical concerns, and (5) miscel-
laneous (other), i.e., various combinations of the
classes above. This categorization was later vali-
dated since it overlaps with some suggested classes
by previous work(Benotti and Blackburn, 2022).

See an example of each class in Figure 2.
For the annotation, we had two volunteer re-

searchers, one in NLP and one in Anthropology
both fluent in English and with a Western cul-
tural background. We also included a third an-
notator, NLP researcher, as a validator of the anno-
tations and arbiter in cases of disagreement. Over-
all we reached a 0.77% Cohen’s κ inter-annotator
agreement which is considered substantial (Cohen,
1960). We conducted 3 preparatory meetings to ex-
plain the goal of the project, the annotation guide-
lines, and some examples. The instructions were
to flag the statement with ethical concerns based
mostly on the authors’ choice of words. The dura-
tion of the process mentioned above was approxi-
mately 4 months. We did not use an annotation tool,
but simply provided the guidelines and a Google
sheet to each annotator with 5 columns: a link to the
paper, a statement paragraph, an empty column for
annotation where they would provide the comma-
separated list of concerns, an empty column for
grouping the statement into a purpose category,
and a column where they could provide further
comments. You can see the annotation guidelines
in Figure 13. Please note that apart from the guide-
lines we had several group discussions and pro-
vided live examples with suggested and potential
annotation through a Google Slides presentation.

Statistics. This annotation process resulted in ex-
tracting a list of 1317 ethical concern annotations
across 1580 statements. Removing the duplicates
and creating a set of these annotations results in 166
ethical concerns. Text metrics for ethics statements
show longer ethical statements in the ACL 2022 an-
thology compared to 2023, including higher word
counts, line counts, sentence lengths, and sentence
counts as shown in Table 4. We provide the average
length in lines of the 1580 ethical statements from
our dataset in Figure 8.

Text Metric ACL
2023

ACL
2022

Average Word Count 142.5 194.1
Average Line Count 16.9 22.7
Average Sentence Length (words) 23.6 24.5
Average Sentence Count 6 8.1

Table 4: Average text Metrics for Ethics Statements in
ACL 2023 and ACL 2022 anthologies
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B Survey Design

Our survey was designed after multiple rounds of
discussions and the goal was to collect public opin-
ions regarding ethical concerns in NLP. Our target
audience was both professionals and regular users
of NLP technologies. We first shared the survey
with a small group of 20 people to collect further
feedback, and after some rounds of revisions, we
shared it with a wider audience by sharing it on
social media platforms and mailing lists. Both
the survey and the survey answers can be avail-
able upon request and can be used for academic
purposes. Our survey starts with some general in-
structions and terminology explanation as shown
in Table 14.

We first, ask demographic questions about gen-
der and age and select their familiarity level with
NLP technologies (expert, advanced, regular user,
no user). The survey demographics in Figures 9
and 10 show that most participants are between
20-40 years old. We have a similar distribution
between male and female participants and a small
percentage of non-binary. We present participants’
comfort level in Figure 12. Our sample consists of
58.9% regular users and 41,1% of professionals.

Figure 9: Age demographics from the survey.

Figure 10: Gender demographics from the survey.

The second section of the survey asks partici-
pants to express their concerns regarding NLP tech-
nologies. We instruct them to write a list of things

that worry them (separated by a comma,) or say
none if they have no concerns.

Figure 11: Visualizing top 60 concerns from the human
survey, reflecting term frequencies

In the third question, we ask participants to rate
how worried they feel about the most frequent eth-
ical concerns extracted from our EthiCon dataset.
We also remind the definition of the NLP acronym
since it is encountered in all questions. We also
accompany each ethical concern with a short defi-
nition in parenthesis. For example, ‘How worried
are you about fairness issues (equitable treatment
and outcomes for all users)?’ or ‘How worried are
you about privacy issues (access or misuse of per-
sonal information)?’. Lastly, in the last section ask
the participants again if they have any further con-
cerns or comments they want to add and thank them
for their participation. The reason we included this
question was to allow the participants to add further
concerns they may have, after rating the previously
mentioned ethical concerns. The majority of partic-
ipants (135 out of 200) did not have anything new
to add to this last question. From the rest 65 of the
participants who answered, only 2 of them men-
tioned issues related to the ethical concern rating
section (one added environmental impact and the
other one added a misuse concern, People using it
to take advantage of other people).

Overall we got a variety of answers some of
them were lists of words, others were phrases or
sentences. for every answer, we manually extracted
keywords aiming to keep the original wording of
the participants. For n-gram words, we replaced
space with an underscore. In total, we collected
a list of 592 words-concerns, and removing the
duplicates, resulted in a set of 189 concerns. We
present a visualization of the 60 most common con-
cerns in Figure 11. Please note that some of the
smallest size concerns in the figure are only men-
tioned once. The most frequent ethical concerns are
privacy, unemployment, bias, human replacement,
misuse, and impersonation.
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Figure 12: Participants’ comfort level with Natural Lan-
guage Processing technologies.

C Experiment Details

We used four state-of-the-art open-source lan-
guage models to identify ethical concerns from
our EthiCon Dataset: Gemma-7b-it, Meta-Llama-
3-8B-Instruct, Qwen2-7B-Instruct, and Mixtral-
8x7B-Instruct-v02. All models are available on
Huggingface and we prompted them using the
vllm library (Kwon et al., 2023) and a jinja2 for-
mat chat templates from https://github.com/
jndiogo/LLM-chat-templates. We used 5 dif-
ferent prompt templates with different variations in
phrasing. We provide an example from the Meta-
Llama prompt in Table 5.

DEFAULT PROMPTING.

<|begin_of_text|><|start_header_id|>user<|end_header_id|>
Provide a list of words or phrases that characterize the ethical concerns

mentioned in the paragraph below. Only include words or phrases that
are directly related to the ethical concerns explicitly mentioned in
the paragraph. If there are no ethical concerns mentioned, just
return an empty list.

↪→
↪→
↪→
↪→

{{ text }}

Format your response according to the following JSON schema:
{{ schema }}
<|eot_id|><|start_header_id|>assistant<|end_header_id|>

Table 5: Instruction templates used for prompting our
models.

To evaluate the model performance we calcu-
lated BERTscore from the official GitHub reposi-
tory11. This metric was introduced by Zhang* et al.
(2020) and it uses contextual embeddings from
models like BERT and Roberta to represent the ref-

11https://github.com/Tiiiger/bert_score

erence and candidate text. It measures the similar-
ity between these embeddings using cosine similar-
ity. Precision and Recall are computed by matching
each token in the candidate sentence to the most
similar token in the reference sentence, and vice
versa. Our codebase and dataset are available at:
https://github.com/coastalcph/EthiCon.

We manually compared the predictions between
the annotated concerns and the generated predic-
tions. We observed that out of the 576 no ethical
statement paragraph statements from ACL 2023,
the generation models correctly identified the ab-
sence of ethical concerns on average in 83% of the
cases. They tend however to generate more ethi-
cal concerns than the ones being identified by the
annotators, keeping synonym terms like misrepre-
sentation, bias, fairness, unfair predictions, inaccu-
racies, and misinformation. We believe that this
behaviour can be prevented with further prompting
instructions.

D Taxonomies

We chose to group our extracted ethical concerns
based on the taxonomy provided by Weidinger et al.
(2021) for the following reasons: (1) They explic-
itly provide a unified taxonomy to structure the
landscape of potential ethics and social risks associ-
ated with language models. Most of the works men-
tioned in Table 2, did not intend to provide a tax-
onomy, but rather discuss issues in NLP. (2) They
cover a broad range of risks, grouping together con-
cerns such as the discriminatory or exclusionary
content group, the information harms (privacy leaks
and sensitive content) group, and and socioenviron-
mental impact group (similar only to (Bommasani
et al., 2021)). (3) They introduce a new category of
harms as a result of human-computer interaction,
which also covers a wide range of the concerns
from the survey responses (similar to the Trust and
Relationships category of Dinan et al. (2021)).

A more recent work, extending the discussion
by Weidinger et al. (2021) is Gabriel et al. (2024).
While they do not offer a clear taxonomy, they
provide a comprehensive discussion on AI value
alignment, well-being, safety, and misuse. This is
followed by an analysis of the relationship between
AI assistants and users, addressing topics such as
manipulation, persuasion, anthropomorphism, ap-
propriate relationships, trust, and privacy. Finally,
the paper explores the societal impacts, emphasiz-
ing cooperation, equity and access, misinformation,
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economic and environmental effects, and evalua-
tion practices.

Future research may expand an ethics taxonomy
to include some of the miscellaneous identified con-
cerns and apply additional approaches such as case
studies or interviews to gain better insights into
public concerns. For the next steps to build upon
this work, one could include refining the methods
used to evaluate language models and developing
mitigation tools fostering their responsible innova-
tion.
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Annotation Guidelines for Extracting Ethical Concerns

The purpose of this annotation task is to identify ethical concerns expressed in statements extracted
from scientific publications in the Association of Computational Linguistics (ACL) anthology.
The task requires reading each statement and tagging it with specific keywords or short phrases
that represent the ethical concerns raised. These keywords should be nouns or short phrases that
directly capture the core ethical issues. Please read the guidelines below to ensure consistency and
accuracy when annotating the data:
1. Read the Ethical Statement Carefully: Examine the statement to understand the ethical issues
it addresses. Focus on identifying ethical concerns related to research practices, methodologies, or
the implications of the work.
2. Identify Ethical Concerns

• Select Appropriate Keywords: Keywords should be nouns or noun phrases that directly reflect
the ethical concern(s). Example: If the author mentions there is a potential bias in the data,
please simply annotate with the keyword bias.

• A statement may refer to more than one ethical dimension (e.g., bias and misuse), and assign
multiple keywords separated by a comma.

• Do not use vague, general, or unrelated terms. Example: the keyword issues in NLP technolo-
gies is vague. Aim to identify what is the issue the authors highlight.

• If multiple concerns are present, you may assign more than one keyword. Example: For
a statement discussing ‘bias in data collection’ and ‘privacy concerns’, you can use two
keywords: bias and privacy.

• Do not repeat synonym words, only closely related terms as multiple keywords. For instance,
if they refer to the same concern (‘job loss’ and ‘unemployment’), use consistently one term
across statements. If the terms are closely related (‘computational resources’, and ‘carbon
footprint’) it is preferable to use the author’s phrase per statement.

• Make sure the keyword is related to an ethical issue, not a technical topic or research domain
unless that domain is directly tied to the ethical concern. - Valid: data privacy when the
concern involves the protection of user data. - Invalid: data collection since it refers only to
methodology without ethical implications.

• If the statement is ambiguous you can make a comment with an alternative annotation, and/or
flag it as ambiguous and bring it up for discussion. If the authors mention general ethical
concerns regarding NLP without specifying how they apply to their work, we still annotate
the ethical concerns.

3. Select from the drop-down menu a category that could describe the purpose of the
statement. Is it a list of concerns (concerns category)? Is it a list of actions the authors
took to avoid concerns? (actions) Is it a list of suggestions for ethical and responsible usage
(suggestions)? Is it just a disclaimer? (disclaimers). If the statement includes more than one
of the following, select the corresponding combination from the drop-down menu.

4. Check your annotations before submission: Re-read the annotations to ensure no
ethical concerns have been missed. Double-check that keywords are mistake-free and
correspond to the author’s ethical concern phrasing.

Figure 13: Annotation Guidelines
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Survey Instructions

ETHICAL CONCERNS ABOUT NLP AND GENAI

This survey is designed to understand public ethical concerns regarding advances in the field of
Natural Language Processing (NLP). NLP is a field of Artificial Intelligence focused on how
computers can understand, interpret, and generate human language. The part of NLP that focuses
on creating content, such as text, images, or music, is also called Generative AI(Gen AI).
Nowadays, there is growing usage of such technologies that can generate not only text and speech
but also images. There is a big community from research and industry settings working and improv-
ing those technologies, and their results are published in scientific conferences such as the Associa-
tion of Computational Linguistics (ACL). The proceedings of the conference are publicly available
and you can access all the published peer-reviewed works at: https://aclanthology.org/events/acl-
2023/
Your task for this survey is to:
(1) add any ethical concerns you might have about NLP/AI advances,
(2) determine how much you are worried about specific ethical concerns highlighted by NLP
researchers.
By proceeding with this survey, you consent to participate and acknowledge that you have read and
understood the above information. Your participation is entirely voluntary, and you may withdraw
at any time without any consequences. This survey is completely anonymous, we only need you to
answer some basic demographic questions.

Figure 14: Survey Instructions
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