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Abstract

Language model (LM) stores diverse fac-
tual knowledge in their parameters, which is
learned during self-supervised training on un-
labeled documents and is made extractable by
instruction-tuning. For knowledge-intensive
tasks, it is essential to memorize information in
a way that makes it extractable from LM’s pa-
rameters with diverse queries. However, LMs
suffer from a phenomenon called “perplexity
curse”’; despite minimizing document perplex-
ity during training, LMs struggle to extract in-
formation via a question prompt. In this paper,
we study the problem by fine-tuning LMs for
new data in a self-supervised way and find a
very intriguing fact that all studied LMs suf-
fer from positional bias in the training data,
i.e. they struggle to answer questions about
the information described in the middle or at
the end of the training document. Our study
indicates that this problem stems from the auto-
regressive training, i.e., predicting the next to-
ken given all previous tokens, thus adding reg-
ularization mitigates the issue. Our discoveries
supported by extensive analysis will be an im-
portant key to extracting knowledge from the
parameters of LMs. Our code and datasets will
be available at https://github.com/
omron-sinicx/WhereIsTheAnswer.

1 Introduction

Language model stores diverse factual knowledge
in their parameters, which is learned during self-
supervised training on a huge amount of documents
and is made extractable through question answer-
ing by instruction-tuning (Touvron et al., 2023a;
Workshop et al., 2022; Touvron et al., 2023b;
Penedo et al., 2023; Brown et al., 2020; Raffel
et al., 2020; Gao et al., 2020; Wei et al., 2022).
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Figure 1: We study how the positional bias in training
documents affects parametric knowledge extraction in
LM. LMs can easily memorize the documents, but they
struggle to extract the information through question-
answering as the position of the information gets further
from the beginning.

But, irrespective of the recent success of LMs,
the mechanism of how LMs store and access knowl-
edge in their parameters has not been fully uncov-
ered and remains an important research topic. Unla-
beled document data is considered to be the source
of knowledge while QA data teaches LMs how to
extract the knowledge from parameters of LMs.
It has been reported that training an LM on QA
data in addition to unlabeled document data signifi-
cantly enhances the knowledge extraction from the
parameters of LMs (Allen-Zhu and Li, 2023b).

In this work, we design a controlled setup in
a closed-book QA to study if LMs can extract
their internal knowledge learned from training doc-
uments. The study reveals a very intriguing fact
that all studied LMs suffer from positional bias in
the documents, i.e., they struggle to answer ques-
tions about the information described in the middle
or at the end of the training documents as shown
in Fig. 1. This finding is closely connected to the
phenomenon called “perplexity curse”; the amount
of elicited knowledge is limited even though the
perplexity of documents is minimized (Jiang et al.,
2024). Our finding differs from the reported “Lost
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in the middle” behavior (Liu et al., 2023), which
reports that LMs struggle to extract information
from the middle of the context passage given dur-
ing inference. Instead, we focus on how well LMs
can access information stored in their internal pa-
rameters, i.e., parametric knowledge.

We hypothesize that auto-regressive training
causes this issue. Since the model is trained to
predict the next token based on previous tokens,
it learns to prompt information from specific se-
quences of tokens to minimize perplexity. How-
ever, question prompts differ from these sequences.
As aresult, the model struggles to extract the infor-
mation via question prompts during testing. From
this insight, we explore diverse existing regular-
ization strategies to mitigate the issue, particularly,
denoising auto-regressive training, which randomly
replaces input tokens with different ones.

Our contributions are summarized as follows:

* We find that diverse open-source LLMs suffer
from positional bias in storing documents’ in-
formation in their parameters, i.e., they strug-
gle to extract information described in the mid-
dle or the end of the training document.

» To encourage further development to solve
the problem, we will publish a new synthetic
and real dataset. They contain QA pairs and
annotations to the position of the sentence to
which the question refers.

e Our analysis indicates that auto-regressive
training causes the issue and several regu-
larization techniques such as denoising auto-
regressive training can mitigate it.

* We further find that the positional bias can
hurt models’ performance even for questions
answerable with Yes/No.

2 Related Work

Factual knowledge memorization. Allen-Zhu
and Li (2023b) analyze if LM answers questions
based on exposure to exact/similar questions dur-
ing instruction-tuning, or if it extracts knowledge
learned in pre-training. They show that an LM
can recall information stored in its parameters even
without seeing the exact question during training,
indicating that how the LM embeds document infor-
mation in its parameters is a key factor. Editing the
parametric knowledge in LM is popular (Mitchell
et al., 2022a,b; Meng et al., 2022, 2023; Feigen-
baum et al., 2024; Wang et al., 2023). Their interest

is not in memorizing knowledge, but in editing ex-
isting knowledge into a new one.

Continual adaptation of LMs. Since we fine-tune
pre-trained LLMs in experiments, our work brings
a lot of insight into continually adapting LLMs to
a specific knowledge domain. Jang et al. (2022);
Hu et al. (2023) explore continually adapting a
small language model to a new domain. Gekhman
et al. (2024) report that LLMs struggle to acquire
new factual knowledge through fine-tuning. Our
work reveals the one factor causing the issue, i.e.,
positional bias caused by auto-regressive training.
Jiang et al. (2024) introduce pre-instruction-tuning,
a method that instruction-tunes model on questions
before training on documents. Due to the simplic-
ity, regularization techniques studied in our paper
should be easy to plug into such an approach. Khal-
ifa et al. (2024) tackle the same problem and pro-
pose to add the ID of documents to better extract
knowledge from training documents. Our work is
the first to discuss the issue of positional bias in
this line of work.

Retrieval augmented generation (RAG). RAG is
one way of augmenting memory in LMs (Lewis
et al., 2020; Guu et al., 2020; Hofstitter et al.,
2022), i.e., retrieving several documents and de-
riving answers based on them. Our findings about
knowledge extraction should also benefit the RAG
systems since base LMs that can answer diverse
questions can be effectively incorporated into RAG
that switches between predicting answers with or
without context (Asai et al., 2023).

Positional bias in LLM. It is widely known that
LM suffers from the so-called positional bias is-
sue (Liu et al., 2023; Ko et al., 2020; Ma et al.,
2021; Hofstitter et al., 2021; Glater and Santos,
2023). Notably, given a long context sentence in
the QA task, LM fails to utilize the context de-
scribed in the middle (Liu et al., 2023). To handle
the positional bias in the context-given QA task, re-
ordering the input context (Peysakhovich and Lerer,
2023; Jiang et al., 2023b) or advanced training
scheme (An et al., 2024) is proposed. These work
discuss the positional bias w.r.t. the contexts given
as a prompt during inference. In contrast, our inter-
est is in the positional bias existing in the training
documents and whether LM can smoothly access
the stored parametric knowledge. Zhu et al. (2024)
imply the positional bias in memorizing sentences
in training data. Critical differences from theirs
are that (i) we pose an issue about auto-regressive
training and (ii) extensively analyze it.
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Language modeling objectives. Several works
study the diverse denoising objectives and language
modeling (Wang et al., 2022; Tay et al., 2022b), but
lack the investigation into the positional bias. Our
findings suggest that the nature of auto-regressive
pre-training, i.e., a token is generated by seeing all
previous tokens, causes this positional bias. Also,
this is the first work that uncovers the effectiveness
of diverse regularization techniques to mitigate po-
sitional bias.

3 Dataset

We introduce two datasets to analyze the positional
bias issue. We focus on whether LM can answer
questions about factual knowledge learned from
training documents in a closed-QA setting. We
leave most details for the appendix due to the lim-
ited space. First, we generate the synthetic dataset
in a controlled manner. Second, we introduce a real
dataset collected from the articles of Wikipedia, fol-
lowing (Jiang et al., 2024), to study LLM’s ability
to memorize information in real documents. Our
QA data is annotated with the corresponding source
sentence from the documents, which enables us to
analyze the impact from the position of the infor-
mation. See Sec. B.1 for details.

3.1 SynthLang dataset

Documents. Inspired by (Allen-Zhu and Li,
2023b), we consider the task of predicting 5 lan-
guages spoken by each person. We first generate
the names of persons using ChatGPT, and choose
5 languages from 363 candidates, e.g., “Ahmed
Lopez’s 1st language is Fante. His/Her 2nd lan-
guage is Tausug. His/Her 3rd language is Hausa...”.
We compare the performance of answering lan-
guages in different positions, e.g., 1st vs. 5th lan-
guage. This design allows us to evaluate the pure
effect by positions of answers to extract factual
information from LLLM’s parameters.

Questions. We focus on evaluating the model’s
performance in retrieving spoken languages. Note
that we utilize the same question template, e.g.,
“What is Ahmed Lopez’s 1st language?”, for all
individuals during inference and training. We ran-
domly pick 500 persons for validation and testing
respectively, and use 2000 for training. We em-
ploy 10000 questions for training, and 500 for each
position are used in validation and testing.

3.2 Wiki2023+ dataset

Documents. We closely follow (Jiang et al., 2024)
to create the dataset, using Wikipedia 5911 arti-
cles classified under the “2023” category including
topics from films, manga, sports, etc'. We utilize
only the summary section of the articles, which in-
cludes diverse factual information, to accelerate the
training. The left of Fig. C describes an example.
Questions. Following (Jiang et al., 2024), we em-
ploy LLM? to generate the question-answer pairs
from the article. We feed each sentence individ-
ually to the LLM to identify the source of each
question. Consequently, our QA dataset contains
annotations specifying the sentence responsible for
generating each question, which eases the analy-
sis of positional bias for this dataset. Since some
generated QA pairs are inappropriate, e.g., some
answers hallucinate information not described in
the input article, or questions are irrelevant to the ar-
ticle, we filter QA samples to maintain the dataset’s
quality (See Sec.B.2 for details).

Data split. We employ the domain of film for
our evaluation and randomly choose 1785, 100,
and 500 documents, for training, validation, and
testing respectively. Then, we train models on all
2385 film documents and QA data from 1785 train-
ing documents, and validation and testing are per-
formed on each split’. This dataset includes 3526
articles from other genres for future investigation.

4 Experiments

Section 4.1 describes the preliminary and Sec. 4.2
explains the studied techniques. In Sec. 4.3, we
study the positional bias problem by controlling
the position of the answer sentence in documents.
In Sec. 4.4, we focus on evaluating the model’s
performance on Wiki2023+ to gain insight into
how the studied recipes affect performance in a
general QA setting.
We summarize the observations as follows:

* All models, including up-to-date LL.Ms, fine-
tuned with a vanilla auto-regressive objective
struggle to answer questions about sentences
in the middle or end.

* The models memorize documents by relying
much on previous sequences of tokens, which

!The dataset is available at https://huggingface.
co/datasets/omron-sinicx/wiki2023_plus

*We utilize GPT-3.5 turbo.

3The numbers of QA pairs are 5493, 315, 1590 for training,
validation, and testing respectively.
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Figure 2: Visualization of studied four training methods. From left to right, (1) AR: standard auto-regressive
training, (2) D-AR: denoising auto-regressive training randomly replaces input tokens with random ones while
keeping the prediction target, (3) Shuffle: sentence shuffling shuffles input sentences, (4) Attn Drop: attention
dropout randomly drops the attention in the self-attention module.

prevent the models from recalling information
by question queries.

* The position of the information affects the per-
formance even for the questions answerable
with Yes or No.

* A regularization technique, denoising auto-
regressive training, significantly improves the
performance of all studied models for the in-
formation located in diverse positions.

* A larger model seems to be more robust to
the positional bias, and a family of Mistral
seems to be more robust to the bias than that
of Llama.

4.1 Preliminary

Pre-trained LLM. For our study, we fine-tune
instruction-tuned LL.Ms. Unless otherwise speci-
fied, we employ the open-sourced Llama-2 7B Chat
model (Touvron et al., 2023b). We also employ
Llama-3.1 (Dubey et al., 2024), Mistral-7B (Jiang
et al., 2023a) and Zephyr-7B (Tunstall et al., 2023).
See Sec. C for more details.

Optimization. We employ Adam, set the initial
learning rate as le-5 with a linear decay scheduling,
and train models for 3000 steps in Wiki12023+.
Following (Allen-Zhu and Li, 2023b), we employ
mixed sampling from QA and document data. Each
mini-batch has 256 samples in total and randomly
samples QA and document data.

Objectives. As mentioned above, two types of
data, i.e., QA and document data, are fed to models
during training. For the QA data, we compute
the average negative log-likelihood loss only on
tokens in the answer, a, given question tokens,
q, —ﬁ > i log P(a|q,a~y). For the document
data, we prompt the document, d, using its title,

t, and compute the standard next-token prediction
loss by averaging over all tokens in the document,
—1a 2r log P(dy|t, dy).

Evaluation metric. Since most questions are sim-
ple and answers are short, we use exact-match
(EM) as our main metric (Kwiatkowski et al.,
2019), which measures whether the model’s out-
put matches the ground-truth answer exactly after
normalization. To consider the longer answer and
question, we also employ F-1 as done in (Rajpurkar
et al., 2018). In Sec. 4.4, to benchmark the perfor-
mance on Wiki2023+, we propose to compute
the metric considering the location of the answers
within documents. Specifically, we group the test
QA pairs according to the position of the sentence
generating the QA. Considering the number of QA
pairs in each group, we group all positions of more
than five into a sixth group, having six groups in
total. Evaluation in each position reveals the ro-
bustness to the answer position.

4.2 Analyzed Training Recipes

We hypothesize that excessive reliance on the pre-
vious tokens make LMs vulnerable to positional
bias and two factors are involved; (i) each factual
knowledge is described by a single format, and (ii)
vanilla auto-regressive training predicts the next to-
ken given all previous tokens. Suppose a sequence
of two tokens or chunks of tokens, A — B, mean-
ing A causes B. The auto-regressive model learns
to prompt B given fixed A, ensuring that B is ex-
tractable given the specific tokens A. But, at test
time, different expressions for A are often used
to extract information from B. Then, diversifying
the expressions should generalize the connection
among A and B, easing the information extraction
from diverse prompts. To address the issue, simpler
techniques are more desirable considering LM’s
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training cost, and we study three regularization
methods, in addition to the standard auto-regressive
training (AR), as shown in Fig. 2. Note that we do
not claim the novelty of these techniques, instead,
we highlight these techniques have not been studied
from the aspect of parametric knowledge extrac-
tion. We discuss the connection to generalizable
machine learning in Sec. E.

Denoising auto-regressive training (D-AR). A
natural option is to diversify the textual representa-
tions of a document, but such an approach requires
a model good at translating documents into differ-
ent expressions. As a simple and easy-to-plug-in
method, we study replacing some input tokens with
random ones, which can perturb A to prompt B
during training. Specifically, the training data gen-
erator chooses 2% of the token positions randomly
and replaces the input token with a random one
while the prediction loss is computed with orig-
inal labels. The modified objective is written as
—ﬁ > i log P(dyt, d_1,), where d_j, indicates
the corrupted tokens. We think the reconstruction
of the corrupted tokens does not contribute to the
performance gain. More importantly, adding the
noise into the input sequence enhances the model
to predict the next token with diverse conditions,
encouraging robust information extraction during
testing (See Sec. D). In the framework of masked
language modeling, BERT (Devlin et al., 2018) re-
places some proportions of tones with random ones.
We analyze the technique for auto-regressive train-
ing to improve parametric knowledge extraction.
Shuffling sentences (Shuffle). We study another
simple remedy, proposed by (Ko et al., 2020; Zhu
et al., 2024), which shuffles the order of sentences
in a document. If the model sees a different order
of documents every time during training, the model
will not rely on previous sentences to predict the
next token. But, this remedy has two potential
risks: (i) shuffling sentences can destroy the context
from the previous sentence and (ii) this does not
mitigate the spurious correlation within a single
sentence. (i) can be critical if consecutive sentences
describe a single fact, e.g., an explanation about
some procedures, though sentences in our datasets
are often independent. We leave the investigation
on more advanced datasets for future work.
Attention dropout (Attn Drop). We further study
the regularization by dropout (Hinton et al., 2012).
To mitigate the dependency on the previous tokens,
we apply attention dropout, i.e., randomly dropping
the attention mask, which should force the model to

- Llama-2 7B
Wiki2023+

Llama-3.18B  —#— Zephyr7B  —%k— Mistral 7B

SynthLang

100

EM Accuracy

EM Accuracy
=

1 3 5 1 2 3 4
Position of sentence with the answer (k) Position of sentence with the answer

Figure 3: Accuracy in different positions of the informa-
tion in training documents. Left: Wiki2023+. Right:
SynthLang. All models are trained with AR.

reduce the excessive reliance on previous tokens*.

4.3 Empirical Study on the Positional Bias

We first study the effect of position in documents
with both synthetic and real datasets. For the
real dataset, we modulate the position of the an-
swer sentence, inspired by (Liu et al., 2023). Sup-
pose we have a document consisting of n sen-
tences, D = [s1, 9, ...5,], Where s; indicates a
sentence. We evaluate the accuracy of answering
a question about s; by training a model on a set
of documents, D¥, which swaps s1 with si. e.g.,
D? = [s3, 59, 51...5,]. Note that we perform this
modulation on all articles in the dataset and tune
models on them. This assesses the model’s abil-
ity to memorize and recall information from s; in
different positions.

—-@- D-AR

Attn Drop AR

= Shuffle

EM Accuracy

Ist 2nd 3rd 4th Sth
Position of sentence with the answer (k)

Figure 4: EM accuracy on Wiki2023+. The position
of the sentence corresponding to the answer varies from
the 1st to the Sth.

AR models significantly suffer from positional
bias. In Fig. 3, we illustrate the results w.zt. the po-
sition of the answer on Wiki2023+ and Synth-
Lang with vanilla AR training. In both datasets,

*This technique is used in pre-training some LMs though
Llama-2 does not use it.
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Figure 5: AR vs. D-AR in different models trained on Wiki2023+. Llama-2 70B, Llama-3.1 8B, Mistral 7B, and
Zephyr 7B are shown from left to right. D-AR significantly improves performance over AR for all models. Llama-2
70B model with D-AR greatly mitigates the effect from the answer position.
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(a) Perplexity: Llama-2-7B. (b) Perplexity: Llama-2-7B, 13B, 70B (c) Longer training.

Figure 6: Left: Analysis of perplexity conducted on models in Fig. 4. We compute the perplexity for the first
sentence in the original document (s in Sec.4.3). The perplexity increases by putting the sentence latter for all
models. AR model shows the highest perplexity. Middle: Perplexity comparison by model size. The smaller model
relies more on the previous sentences to memorize a sentence. Right: Longer training benefits the performance

improvements near the beginning of documents. Both analyses are conducted on Wiki2023+.

all models’ performances drop after the first sen-
tence. Mistral and Zephyr outperform Llama mod-
els by a large margin. These results demonstrate
that (i) many LMs suffer from the positional bias in
the training documents, and (ii) a family of Llama
model might be vulnerable to the bias.

Regularization leads to significant improve-
ments. Fig. 4 shows the results of Llama-2-7B
model on Wiki2023+. Attn Drop improves the
performance over AR but still suffers from the
performance drop by the answer position. D-AR
shows higher performance in most positions, and
the decrease by the position is limited compared to
the AR and Attn Drop. Applying the regularization
improves performance even in the first position for
Wiki2023+, which is probably because of the ef-
fect from the answer position within a sentence. 1f
the answer is at the end of a long sentence, retriev-
ing the information during inference can be hard
because of the positional effect. In summary, this
result indicates that the LM struggles to recall in-
formation from the middle or end of a training doc-
ument while the studied regularization techniques

mitigate the issue in diverse positions.

D-AR is effective for all models. Given the ef-
fectiveness of D-AR, Fig. 5 studies the effective-
ness of D-AR for other models, i.e., Llama-2-70B,
Llama-3.1 8B, Zephyr-7B, and Mistral-7B model,
showing that D-AR significantly improves the per-
formance for all models. The result of Llama-2-
70B indicates that the large AR model still signifi-
cantly degrades the performance in the middle and
end. But, for the D-AR model, the performance de-
crease by the answer position is less than 2%. Also,
the performance degradation of Zephyr-7B D-AR
model (Tunstall et al., 2023) is approximately 5%,
and the model shows high performance in all po-
sitions. A key to mitigating the positional bias
might be using a strong model with a proper reg-
ularization method. These results are consistent
with results on SynthLang in Fig. F.

Perplexity analysis: AR models rely a lot on pre-
vious tokens to memorize facts. We, then, use
perplexity to study why the AR model struggles to
retrieve information beyond the first sentence. First,
the perplexities measured on D* of Wiki2023+
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Figure 7: Entropy of attention in AR and D-AR. For
each position of the token (X-axis), we compute the
entropy of the attention, indicating that D-AR sharpens
attention.

are almost 1.00 for all models, which indicates that
the AR model memorizes the sentences almost per-
fectly given previous tokens. Next, we measure
the perplexity of the first sentence in the original
document, s1, for models trained with D*, i.e.,
models in Fig. 4. Thus, we assess if the model
can reconstruct s; without using the context from
the previous sentences. We qualitatively confirm
that s; often describes single factual information
such as the release date of a film or list of direc-
tors, thus such reconstruction can be done without
previous sentences. As shown in Fig. 6a, perplex-
ity increases as putting the s; latter for all models.
This trend is the most notable for the AR model,
implying that the AR model relies much on the
previous sentences to remember each token. There-
fore, appropriate information cannot be retrieved
given the query sentence. The downward perplexity
trend is similar to the trend in QA in Fig. 4. Figure
6b analyzes the perplexity by model size, showing
that larger models show smaller perplexity as re-
flected by QA performance. We do not aim to study
whether perplexity can be a good measurement for
models’ behavior as done in (Xia et al., 2023; Tay
et al., 2022a), but this analysis implies that the per-
plexity measured on training document (ID¥) does
not reflect the knowledge extraction performance
on diverse positions.

Longer document is harder to retrieve. We ex-
amine the impact of document length by increasing
the number of spoken languages from 5 to 20, as
illustrated in Fig. G. Longer documents are more
difficult to memorize and amplify the effect of po-
sitional bias.

Longer training does not solve the positional
bias. In Fig. 6¢, we double the number of training
iterations. For the AR model, increasing the train-

®— D-AR AR e Random

Llama-2 7B Mistral 7B

70

Z 60

1 2 3 4 5 1 2 3 5
Position of sentence with the answer (k) Position of sentence with the answer (k)

Figure 8: Results on Yes/No question-answering with
Llama-2 7B (left) and Zephyr (Right) showing that po-
sitional bias affects the performance.

ing iterations improves the performance in the first
position. Still, the improvement is limited in others,
while the D-AR model improves in all positions.
This indicates two facts: (i) increasing training iter-
ations does not necessarily lead to the extractable
knowledge memorization, and (ii) regularization is
important to benefit from longer training. In addi-
tion, the improvement in the first position indicates
that the decrease in the latter position is not caused
by seeing samples too many times. By contrast,
the AR model shows remarkable improvements by
longer training for Zephyr as in Fig. 1. This sup-
ports that Zephyr is robust to the positional bias in
training documents. Studying the factors causing
the difference is an interesting problem, and we
leave it for our future work.

D-AR sharpens attention. We compute the en-
tropy of the attention probability in each head and
layer and take the average for the four positions of
the token in the training document in Fig. 7. The
AR model shows larger entropy, meaning that it
relies on more tokens to reduce the perplexity as
shown in the previous paragraph. The effectiveness
of sparse feature selection is discussed in Sec. E.

Positional bias affects the performance on
Yes/No questions. We analyze the performance
of questions that require a Yes/No response for the
knowledge in the training documents. We then pre-
pare Yes/No questions e.g., “Q. Ahmed Lopez’s 1st
language is Fante. Is it correct? Answer with yes
or no. A. yes.” and train models for documents and
these QA pairs. The results in Fig. 8 indicate two
new findings: (i) the accuracy degrades in the latter
positions and (ii) D-AR mitigates the degrade, but
the effectiveness is less evident than in previous
experiments. Note that the performance is close to
random in the last position and not very high even
in the first (See that Llama-2’s highest accuracy is
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<— start

end—

Training | by JF1, EMy/Fl, EMs/Fls EM,/Fl, EMs/Fl; EMg/Flg | &
AR | 409/540 63/205 8.1/298 11.7/357 11.6/37.8 10.7/364 | 149/35.7
Shuffie | 51.6/65.7 14.7/432 1567435 20.6/468 24.0/50.8 19.8/46.4 | 24.4/49.4
Attn Drop | 58.6/71.1 10.2/29.8 14.0/36.6 17.0/38.6 132/42.8 13.3/39.7 | 21.0/43.1
D-AR | 60.1/73.7 269/53.1 23.4/52.9 26.0/517 24.8/52.2 21.3/482 | 30.4/55.3

Table 1: EM and F1 score for each position of the answer in unmodulated Wiki2023+. The “EM x” columns
indicate exact matching accuracy at the X-th position, where smaller values of X correspond to positions closer to the
beginning of the document and larger values correspond to positions closer to the end. Similarly, the “F1 x”” columns
represent the F1 score at the respective positions. Compared to the auto-regressive model (AR), all techniques
improve the knowledge extraction performance in all positions.

. <— start: end—
Model | Size | Method | g\ gy " BN, /FI, EMs/Fls EMy/Fl, EMs/Fls EMg/Flg | V&
g | AR 4097540 63/205 8.1/298 117/357 116/378 107/364 | 1497357
D-AR | 60.1/737 269/53.1 23.4/529 26.0/51.7 24.8/522 21.3/48.2 | 30.4/553
Uama | 135 | AR | 5817693 87/283 1887402 2027423 1167392 1477393 2207431
D-AR | 67.6/84.1 34.4/64.4 32.8/64.0 30.5/58.6 30.2/59.0 22.8/52.2 | 36.4/63.7
0B | AR [653/789 2727489 2447462 2787509 225/509 228/481 |31.7/540
D-AR | 70.8/858 48.8/68.9 43.8/70.7 39.5/64.8 38.0/66.7 36.0/60.7 | 46.2/69.6
Llamasl | gp | AR | 4447557 1087246 1567359 1847405 1787468 1737411 |20.7/408
D-AR | 55.6/68.6 29.0/53.1 27.6/59.4 30.9/60.1 30.2/58.0 27.4/552 |33.4/59.0
Zephyr | 78 | AR | G4B/T97 186/457 259/523 3227540 217/525 2237488 (3097555
D-AR | 73.6/88.0 46.7/703 42.9/71.9 39.4/669 36.4/66.5 31.4/57.6 | 45.1/70.2
Miseal | 7B | AR [ 67.6/818 2137468 27.2/539 2837525 225/538 2397477 | 31.8/56.1
D-AR | 74.1/869 44.0/70.7 40.3/70.0 39.5/66.5 38.8/67.8 30.5/59.9 | 44.5/70.3

Table 2: Comparison by models in Unmodulated Wiki2023+. Zephyr’s and Mistral’s performances are comparable

to that of the Llama-70B model.

75%.) though the accuracy in knowledge retrieval
is almost 100% in Fig. 3, implying the difficulty of
this task as reported by (Allen-Zhu and Li, 2023c).

4.4 Analysis on Unmodulated Wiki2023+

We aim to evaluate the performance of models on
the unmodulated documents and compute accuracy
for all QA pairs, unlike Sec. 4.3 computing the
accuracy only for the first sentence, s;. Note that
the performance in this evaluation can depend not
only on the position of the information but also on
its content. For example, the first sentence often
describes general properties of the film whereas
the last sentence can be specific details. However,
evaluation in this setting will give more insight into
whether positional bias exists in memorizing and
answering information from real documents.

Effectiveness of diverse regularizations. Table 1
details the results on Wiki2023+. The perfor-
mance of AR significantly drops after the first sen-
tence. D-AR significantly enhances performance
over the AR model. Positional bias alone cannot ex-
plain the low performance in the second to sixth po-
sitions. We hypothesize that the content described
in the latter sentences can be harder to answer; the

first sentence often explains the simple fact, e.g.,
who made the film or when it was made, while the
latter sentences can contain more complex facts.
All regularization techniques outperform the AR
model in all positions.

Analysis of diverse models. Table 2 studies di-
verse models, where D-AR significantly boosts
performance in all cases. A comparison among
Llama-2 indicates that larger models outperform
in all positions, yet they still significantly degrade
the performance in the middle and end. While
the advantage of Llama-3.1 8B over Llama-2 is
insignificant, Zephyr and Mistral outperform the
Llama family by a large margin without increasing
parameter size.

Combination with text augmentation. Allen-Zhu
and Li (2023a) conclude that text augmentation by
LM is imperative to improve the performance of
parametric knowledge extraction. Table E shows
that combining such an LM-based text augmen-
tation and D-AR boosts the performance, yet the
effectiveness of D-AR is more evident than the
LM-based augmentation.

Comparison with Open-book QA. We report the
performance where the corresponding document
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of Wiki12023+ is provided with Llama-2 7B as
a context. This setting assumes the RAG with a
perfect retrieval model. Since its answer format
differs a lot from Wiki2023+, applying EM or
F1 evaluation metric is unfair. Then, we utilize
ChatGPT for automatic evaluation, finding that the
accuracy of the open-book setting is 90.6% while
that of the best model in Table 2 is 50.8 %. This
indicates that the RAG outperforms this continued
training if it has an accurate retrieval model.

Discussion about RAG. We do not think the results
in the previous paragraph diminish the value of our
work. RAG can augment the memory of LMs while
frequent access to external documents can cause
high latency in a system. In fact, some RAG ap-
proaches choose to answer questions without using
retrieving documents (Asai et al., 2023). In this
sense, an LM performant on knowledge-intensive
tasks should reduce the necessity of retrieval aug-
mentation, achieving a more efficient LM agent.
Therefore, improvements in LM’s memorization
ability should also benefit the RAG system.

Discussion about the limitation of D-AR. Our ex-
periments do not indicate the weaknesses of D-AR.
However, we think D-AR can have several limita-
tions. For instance, when applied to pre-training a
language model, D-AR might cause under-fitting
since the model cannot see the clean sequence. In
our experimental setup, we employ a pre-trained
one, and the model has seen documents more than
50 times in many cases, which should prevent the
under-fitting issue. However, even in pre-training
a language model, applying D-AR at the last few
epochs might improve the knowledge extraction
from the pre-training corpus, which has not been
studied in previous work.

5 Conclusion

In this work, we investigate the issue of “perplexity
curse” in the continued training of LLM. Then, we
find a very intriguing fact that LLMs struggle to
extract information beyond the first sentence. Our
study indicates that auto-regressive training forces
the model to memorize contents relying on many
irrelevant tokens, and simple and easy techniques
such as denoising auto-regressive training mitigate
the issue. Our published code and dataset should
encourage more researchers to investigate the issue.

6 Limitations

We focus on fine-tuning LMs to study the problem
of positional bias and do not provide results on
training models from scratch. This is due to the
difficulty of performing a well-controlled study in
large-scale pre-training corpora. But, our study
should be very insightful in both the continued and
full-scratch training of LMs.
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A Broader Impact

The general negative societal impacts of LM will
be applied to our work. Since our work focuses
on the internal knowledge extraction of LM, our
observation can inspire LMs with better internal
knowledge memory. Such models might leak pri-
vate information more easily if such information is
included in training data. But, we think the issue
is not specific to our work, but a general problem
in LM. To mitigate such issues, it is important to
limit the use of private information to train LM.

B Details of dataset
B.1 Additional Details

Dataset ‘ Documents ‘ QA pairs
SynthID 3000 30000
Wiki2023+ 5911 10924
Film (Wiki2023+) 2385 7398

Table A: Number of documents and QA pairs of used
datasets.

Stats of dataset. Table A summarizes the number
of documents and QA pairs per dataset. Fig. A illus-
trates the number of tokens per document, question,
and answer sentence. Most learned documents are
short, and questions and answers are generally con-
cise. Fig. B illustrates the distribution of the num-
ber of sentences per document. The distribution
is skewed as expected from the number of tokens
(Fig. A).

Investigation on the data leak.  Though
Wiki2023+ is collected from the articles pub-
lished in 2023, there is a potential data leak to
LLama-2 models. We feed the collected questions
into LLama-2 7B model and measure the accuracy
by asking Chat-GPT as described in Sec. C, obtain-
ing an accuracy of 1.1%. Note that the accuracy
of Zephyr is 7.7%. As indicated by (Jiang et al.,
2024), we conclude that the data leak to the these
models is not significant.

Examples of documents. Left of Fig. C shows the
example of Wiki2023+. For Fig. C, we highlight
the tokens used as prompts to generate document
contents or answers.

Question distributions. The right of Fig. C il-
lustrates the histogram of the answer position in
documents for the film test split, revealing that the
distribution of the answer position is skewed to-
wards the beginning of the documents. This skew-

ness arises from the presence of the first sentence in
all documents, while some lack a second or subse-
quent one. Therefore, even if humans annotate the
QA pairs for the entire document, not in a sentence-
by-sentence way, this skewness can be present.

B.2 Procedure to create QA pairs

Fig. D illustrates the overview of the QA dataset
creation for Wiki2023+.

Sentence extraction. First, we extract sentences
from the documents. We find that splitting sen-
tences using Chat-GPT works better than rule-
based splitting or using the NLTK tool. Since the
LLM can hallucinate some sentences, we compute
the similarity between the documents before and
after sentence extraction and filter documents if the
similarity is smaller than a threshold.

QA generation. We feed the sentence Chat-GPT
and instruct the model to generate QA pairs. For
the prompt sentence, we follow (Jiang et al., 2024).
The generated question needs to satisfy the follow-
ing conditions; (i) it asks about the subject of the
sentence, (ii) the answer can be inferred from the
input sentence, and (iii) the answer cannot be the
name of the subject. We find that the generated
QA pairs include many samples that do not satisfy
these conditions, approximately 20-30% violate the
conditions.

Annotate a small number of samples. Consid-
ering the noise in the QA pairs, we need to pick
valid QA pairs. Since annotating all QA pairs takes
tremendous cost, we choose to annotate a small
proportion of samples and consider filtering the
dataset by a classifier to judge the quality of the
QA. Then, we randomly pick 500 samples from
the QA pool and annotate the quality of QA data,
i.e., valid or invalid under the conditions described
above.

Filtering with a classifier. We train a sentence
BERT-based (Devlin et al., 2018) classifier by the
500 annotated samples. The input consists of the
triplet of question, answer, and input sentence. Us-
ing this classifier, we pick QA samples with the top
60% validity score. For the quality assessment, we
further annotate 500 samples and confirm that 95%
of QA pairs satisfy the three conditions. Stats of
samples that pass the filtering process are described
in Table A.

SynthLang for Yes/No questions. Given a sen-
tence such as “Ahmed Lopez’s 1st language is
Fante.”, we simply convert it into a question an-
swerable with Yes/No, e.g., “Ahmed Lopez’s 1st
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Figure A: Histograms of the number of tokens in a document, question, and answer (from left to right).
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Figure B: Histogram of the number of sentences per
document (Wiki2023+).

language is Fante. Is it correct? Answer with yes
or no.”. We create a question whose answer is No
by randomly choosing another language. Thus,
we create two questions from one original one, re-
sulting in 20000 questions for training, 1000 for
validation and testing respectively.

License for the dataset. We will publish datasets
for non-commercial use.

Discussion about the safety of the dataset.
Our synthetic dataset contains no personal or of-
fensive content due to its generation procedure.
Wiki2023+ also should not contain such content
since we collect the data from Wikipedia’s specific
categories.

C Experimental Details

Pre-trained Models. Table B details the URL
of pre-trained models we employ in experiments.
Note that all these models are instruction-tuned
ones.

Hyper-parameters. In D-AR, the ratio to replace
a token with a random one is set as 0.2 in all ex-
periments. For Attn Drop, we set the dropout ratio
as 0.5 in the experiments on 0.2 on Wiki2023+.
Considering the amount of the data, we train mod-
els for 1800 iterations for SynthLang.

Evaluation with ChatGPT. Fig. E illustrates the
prompt given to ChatGPT to evaluate the accu-
racy of the predicted answer given question and
ground-truth. We utilize the percentage of Correct
instances as accuracy.

Implementation. We implement our codebase re-
lying on huggingface models (Wolf et al., 2019)
and utilize ZeRO3 in DeepSpeed (Rasley et al.,
2020) for computational efficiency. During train-
ing, we set the number of training tokens to 512.
Inference. We set the temperature as 0.6, top-k as
50, and repetition penalty as 1.2 in huggingface’s
text generation function.

Computation. We employ a server with 8 A100
GPUs with either 40G or 80G memories. Our train-
ing code on LLama-2 7B occupies approximately
18G for each GPU. The training on 3000 iterations
takes approximately 8 hours.

Statistical Significance. Due to the limit of time
and resources, all results except for Fig. 4, Fig. 5
are obtained by a single run. Fig. 4 and Fig. 5
show the results averaged over three runs and their
standard deviation, where we think the deviations
are small enough.

D Additional Experiments

Results of placing sentences in the first position.
Table C shows the results ablated in Sec.4.3. We
place 3rd or 5th sentence at the beginning and eval-
uate the performance to answer about the sentence.
This result indicates the importance of the position
to recall the information by question-answering.
These results conclude that vanilla AR models can
significantly suffer from positional bias.

AR vs. D-AR in SynthLang. Fig. F shows the
comparison between AR and D-AR in Synth-
Lang. These results confirm that D-AR is effective
in mitigating the positional bias issue.

Training with longer documents. We vary the
length of SynthLang dataset and observe the per-
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Document (The Tenant (2023 film))

<s> The Tenant (2023 film)) : The Tenant is Hindi-English
coming-of-age drama film written and directed by Sushrut Jain.

It stars Shamita Shetty and Rudhraksh Jaiswal. It is produced by
Mad Coolie Productions. It was released on 10 February 2023.

It received mix reviews from the critics who praised the performances

Position of the answer in documents

25.0%

20.0%

15.0%

but criticised the screenplay. </s>

QA Data

10.0%

film)? </INST> Sushrut Jain. </s>

<s><INST> Who is the writer and director of The Tenant (2023

5.0%

screenplay </s>

<s><INST> What were the critics' opinions on The Tenant (2023
film)? </INST> Mixed reviews, praised performances, criticized

0.0%
0 2 4 6 8 10 12 14

Answer position in documents

start end

Figure C: Left: Example of a document and QA pairs generated from the document. "<INST>" and "</INST>"
are the tags used for LLama-2 Chat model. Right: The distribution of the position of answers in this dataset. The

distribution is skewed towards the first sentence.
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Sentence, Question, Answer pairs
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Figure D: Procedure to create QA data for Wiki2023+.

formance of trained D-AR models. Specifically, we
add more sentences in spoken languages, i.e., 10
and 20, to increase the document’s length. Fig. G
shows that the effect of the positional bias increases
by the training documents’ length using Zephyr.
The significant performance degradation by using
20 sentences can be attributed to two issues: (i) an
increase in the amount of information to be memo-
rized and (ii) increased positional bias.

Which is important, denoising or adding noise?
The denoising auto-regressive model shows remark-
able improvements over a vanilla model in our ex-
periments. In the D-AR model, some input to-
kens are replaced with random ones, and the model
learns to predict the next correct tokens. We study
if the improvement comes from denoising the noise-

added tokens or predicting next-tokens given ran-
domly perturbed observations. Specifically, we
turn off computing loss on the positions where the
tokens are replaced with random ones, thereby ab-
lating the denoising role. We evaluate it in the
setting of Table 1 and get an average of 29.3 / 54.8
(EM / F1). Compared to the vanilla D-AR model’s
performance (30.4 / 55.3), we see a small decrease,
yet still surpassing the AR model by a large mar-
gin. We conclude that the performance gain comes
largely from adding noise to the training tokens.

The effect of balanced sampling for QA is lim-
ited. As shown in Fig. C, the distribution of the
answer position in QA data is highly skewed. A
potential remedy to the imbalanced data is apply-
ing balanced sampling as done in long-tailed class
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Prompt used for evaluation

Q: {question}
GT: {GT}

AI answer: {Answer from a model}

Answer only number. Answer:

I will give you a pair of question and a ground-truth answer, and AI
generated answer. Decide if the answer is correct or not.

Choose from 1. Correct, 2. Partially Correct, 3. Not correct.

Figure E: Example of a prompt used for evaluation.

Model URL

Llama-2 meta—-llama/Llama—-2-7b—-chat—-hf
Llama-3.1 meta—-llama/Meta-Llama—-3.1-8B-Instruct
Zephyr-7B HuggingFaceH4/zephyr—-7b-beta

Mistral-7B | https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.3

Table B: URLSs of pre-trained models used for experiments

Target Index (k) ‘ D'/ DF

3 27.2/38.6
5 22.4/37.2

Table C: Training a model on D*, which puts target
sentences (ss or ss) at the beginning, improves QA
performance for the targets over training on the original
document, D'. k is the position of the sentence in D!,
The Mistral AR model and Wiki2023+ are used.

Figure F: Comparison between AR and D-AR in
SynthLang. The effectiveness of D-AR is evident
in latter positions.

recognition(Kang et al., 2019; Zhou et al., 2020).
Then, according to the number of samples in Fig. C,
we re-sample the QA samples in tail positions, re-
sulting in averaged EM and F1 are 15.6 and 36.1
respectively (14.9 and 35.7 in the vanilla model).
In summary, simply balancing QA samples by their
positional distribution does not significantly im-
prove the performance.

Experiments on SynthID dataset. Inspired by
(Allen-Zhu and Li, 2023b), we consider the task
of predicting 10 identification numbers for each
person. We first generate the names of persons
using ChatGPT, and assign 10 IDs that are ran-
domly synthesized by alphabetical and numerical

100wy, —e— SynthLang 5

SynthLang 10
90 —»— SynthLang 20

80

EM Accuracy

70

60

1 4 7 10 13 16 19
Position of sentence with the answer

Figure G: Analysis of the length of the training docu-
ments using SynthLang. We apply D-AR training,
vary the length of the training documents, and find that
longer documents increase the effect of the positional
bias.

characters with a length of 10 for each person,
e.g., “Please describe the IDs of Gabriel dos Reis.
IDO: CYUaO1t3c6. IDI1: c81Ldn6Wx8. ID2:
XCI1IZwmb9Q, ....”. Then, we compare the per-
formance of answering IDs in different positions.
This design allows us to evaluate the pure effect
by positions of answers in memorizing factual in-
formation since all IDs have the same length of
characters generated by the same process and the
only difference in the IDs embedded in the docu-
ment is their position. The question dataset is built
as done in SynthLang. As in Fig. H, all models
suffer from the positional bias as expected.

Longer training with Zephyr. Fig. I illustrates the
results of doubling training iterations for Zephyr
in Wik12023+. Unlike the results on Llama-2 6c,
the AR model benefits from the longer training
even for the answer placed after the first sentence.
This result indicates that Zephyr is better at mem-
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meta-llama/Llama-2-7b-chat-hf
meta-llama/Meta-Llama-3.1-8B-Instruct
HuggingFaceH4/zephyr-7b-beta
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.3

@ Lama-2-7B Llama-3.1-8B  -$§ Zephyr-7B-b  —Jk— Mistral-7B-v0.3
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Position of sentence with the answer

Figure H: Results of the SynthID on four models.
Llama models show a significant downward trend by
the position of the answer while Mistral and Zephyr
show a mild downward trend.
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Figure 1. Longer
Wiki2023+.

training with Zephyr using

orizing information in an extractable manner than
Llama-2. Studying where the difference comes
from, e.g., the architecture or training data, is an
interesting problem and our future work. We also
experiment with SynthID in Fig. J. Interestingly,
the model significantly degrades performance after
the first sentence. This means that longer training
can cause performance drop after the first sentence
even for the robust model.

Sensitivity to hyper-parameter. Fig. K describes
the sensitivity to the ratio to replace input tokens
with random ones in D-AR. Each plot shows the
results of EM averaged over locations. Consid-
ering the performance of the AR model, adding
small noise into the input sequences significantly
improves the performance.

Does D-AR on QA data improve performance?
In Table D, we examine the effectiveness of D-AR
on the QA dataset. Specifically, we apply the ran-

-9 Zephyr

Zephyr Long

100 1

85

80 1

EM Accuracy

75

704 e

65

60

0 2 4 6 8
Position of sentence with the answer
Figure J: Longer training with Zephyr using SynthID.

The performance significantly drops after the first sen-
tence.

30
28

26

24

20

18

16

0.10 0.15 0.20 0.25 0.30 0.35 0.40
Random Token Rate

Figure K: Ratio to add noise to input tokens in D-AR.
EM (y-axis) and the position of the answer in the docu-
ment (x-axis) in Wiki2023+.

dom token replacement to both QA and document
data. However, we see significant decreases in the
performance.

Diversifying document data. (Allen-Zhu and Li,
2023b) demonstrate that diversifying the represen-
tations of each document can enhance the knowl-
edge extraction ability. Diversifying the representa-
tions can encourage the model to elicit knowledge
with different but the same meanings of queries,
which should mitigate the positional bias. But, di-
versifying real-world documents’ representations
is not a trivial operation, and necessitates an ac-
curate paragraph-to-paragraph translation model.
To study the effectiveness, we utilize Chat-GPT
to rephrase the documents of Wiki2023+ in four
ways using a prompt to diversify the order of sen-
tences and train the model combined with the orig-
inal documents. According to Table E, we have
two observations: (i) the augmentation improves
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<— start

end—

Denoising EM,/Fl, EM,/Fl, EMs/Fls EM,/Fl, EMs/Fl; EMg/Flg | V&
Document | 60.1/73.7 26.9/53.1 23.4/52.9 26.0/51.7 24.8/52.2 21.3/482 | 30.4/55.3
Document + QA | 52.6/66.0 20.7/43.0 159/432 21.9/488 194/512 157/457 | 24.4/49.7

Table D: D-AR on QA data does not improve performance. We see significant degrade by applying D-AR objective

to QA data.
<— start end—
Method | Augment | p\r ey EM, /Fl, EMs/Fls EM,/Fl, EMs/Fl; EMg/Flg | V&
AR 4097540 63/205 81/298 11.7/357 11.6/37.8 10.7/364 | 1497357
v 58.1/70.7 123/29.6 15.6/37.6 16.6/40.8 155/42.1 13.2/41.6 | 21.9/43.7
DAR 60.1/73.7 2697/53.1 2347529 260/51.7 248/522 21.3/482 | 3047553
v 65.8/78.8 37.4/642 37.0/653 359/62.5 28.7/61.0 21.8/53.9 | 37.8/64.3

Table E: Effectiveness of adding paragraphs translated by ChatGPT in Wiki2023+. Adding translated documents
improves performance, but the effectiveness on EMg is limited.

performance overall and is complementary to D-
AR, and (ii) it significantly improves performance
on the answers described near the beginning, but
the effectiveness is limited on those near the end.
For (ii), we qualitatively find that paragraphs gener-
ated by Chat-GPT do not change the sentence order
much despite using prompts to diversity the order,
which explains why improvements at the end are
limited.

Combining different regularization improves
performance. Given Table 1 and Fig. 4, D-AR is
the most effective technique to mitigate positional
bias. Then, we investigate the combination with
D-AR and other regularization techniques in Ta-
ble F. Combining Shuffle and D-AR (second row)
significantly improves F1, indicating the improve-
ment in answering longer sequences. Also, Shuffle
enhances the performance gain in the last three
groups. Attn Drop tends to improve in the first
three positions (third row). On average, combining
all techniques (last row) produces a notable gain in
both EM and F1. From these results, we conclude
that the studied techniques can complement each
other.

E Theoretical Insight into why
regularization helps.

We give insight into why regularization approaches
can mitigate positional bias from the perspective
of spurious feature mitigation. Note that our goal
is not to draw a clear theoretical connection with
our work, but we hope the discussion below will
be useful to understand our results better.

Connection with generalizable machine learn-
ing. When training an LM on the training docu-

ments in an auto-regressive way, the task can be
regarded as predicting the index of the next token,
dy,, given conditioning tokens, ¢, and previous to-
kens, d. Thus, the model utilizes features given
by d- and t to solve the classification task. But,
the problem is that all of the features are not rele-
vant to predict the index of dj. For example, there
are three types of features: (i) features co-occur
with the target and are responsible for prompting it,
(i1) features often co-occur with the target, yet are
not relevant to it, and (iii) random features. In the
context of generalizable machine learning, (i), (ii),
and (iii) are called invariant, spurious, and random
features respectively (Arjovsky et al., 2019; Zhou
et al., 2022), and their goal is to find an approach to
learning a classifier that utilizes invariant features
only for a generalizable model. Our task is anal-
ogous to theirs because LMs that avoid learning
to use spurious or random features should easily
prompt the target token given a question prompt.
Sparse feature selection can achieve generaliza-
tion. Theorem 1 in Zhou et al. (2022) proves that,
in the regression problem, an overparameterized
model can easily attend to spurious features to
achieve smaller loss, and adding the sparsity to
the feature selection can mitigate it as long as the
number of the data samples is large compared to the
number of spurious and random features. This is
consistent with our results; attention dropout masks
the selection of some tokens during training, and
D-AR achieves more sparse attention, similar to
sparse feature selection, as shown in Fig. 7, thus
improving performance.
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<— start: end—
EM; /Fl; EM,/Fl, EM3/Fl3 EMy4/Fly EM;/Fl; EMg/Flg
60.1/73.7 269/53.1 234/529 260/51.7 248/522 21.3/482 |30.4/553

Shuffle Attn Drop Avg.

v 59.9/76.8 19.5/60.7 263/61.0 32.77/62.6 32.6/650 24.4/575 |325/639
v 68.3/81.9 32.1/593 292/60.5 27.4/537 233/550 224/51.4 |33.8/60.3
v v 65.8/81.8 249/66.5 295/649 37.7/67.9 33.3/67.1 24.5/59.6 | 36.0/68.0

Table F: Combining regularization techniques with denoising auto-regressive training (D-AR) in Wiki2023+.
These methods complement each other, and combining them boosts performance.
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