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Abstract

Autonomous agents powered by large language
models (LLMs) have attracted significant re-
search interest. However, the open-source
community faces many challenges in develop-
ing specialized models for agent tasks, driven
by the scarcity of high-quality agent datasets
and the absence of standard protocols in this
area. We introduce xLAM, a series of large
action models designed for AI agent tasks.
The xLAM series includes five models with
both dense and mixture-of-expert architectures,
ranging from 1B to 8x22B parameters, trained
using a scalable, flexible pipeline that unifies,
augments, and synthesizes diverse datasets to
enhance AI agents’ generalizability and per-
formance across varied environments. Our
experimental results demonstrate that xLAM
consistently delivers exceptional performance
across multiple agent ability benchmarks, no-
tably securing the 1st position on the Berkeley
Function-Calling Leaderboard, outperforming
GPT-4, Claude-3, and many other models in
terms of tool use. By releasing the xLAM se-
ries, we aim to advance the performance of
open-source LLMs for autonomous AI agents,
potentially accelerating progress and democra-
tizing access to high-performance models for
agent tasks.

1 Introduction

The field of autonomous agents has witnessed sig-
nificant advancements in recent years, with large
language models (LLMs) playing a crucial role in
enhancing agent capabilities across diverse tasks.
Researchers have made substantial progress in de-
veloping sophisticated frameworks (Hong et al.,
2023; Team, 2023; Wu et al., 2023; Xie et al., 2023)
and specialized environments (Deng et al., 2023;
Yao et al., 2022; Zhou et al., 2023) to enhance agent
capabilities, such as tool use (Qin et al., 2024) and
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web browsing (Zhou et al., 2023). Concurrently,
comprehensive benchmarks like AgentBench (Liu
et al., 2023a), ToolBench (Qin et al., 2024), and
AgentBoard (Ma et al., 2024) have been established
to rigorously assess agent performance in reason-
ing, planning, and multi-turn interactions.

While proprietary LLMs developed by indus-
try leaders have demonstrated competitive perfor-
mance in various agent tasks (Anthropic, 2024;
OpenAI, 2023; Reid et al., 2024; Touvron et al.,
2023), the open-source community faces limited
choices for specialized models in this domain. This
scarcity stems from several challenges in adapt-
ing open-source LLMs to agent tasks, primarily
due to the lack of comprehensive, high-quality
datasets and the heterogeneity of existing data for-
mats. These factors complicate the unification of
diverse datasets and obstruct the learning of trans-
ferable knowledge across different agent tasks.

Recently, the agent research community has in-
tensified efforts in open-source agent data process-
ing and model training (Qin et al., 2024; Chen et al.,
2023; Xu et al., 2023; Patil et al., 2023; Zeng et al.,
2023; Yin et al., 2023; Zhang et al., 2024). How-
ever, these works still face challenges in managing
complex environments and generalizing to new sce-
narios, primarily due to limitations in the collected
agent data. A major obstacle is the homogeneity of
content and format in existing datasets, resulting
in models that lack diversity across various tasks
and struggle to adapt to new or slightly different
data structures in practical applications. While pre-
vious efforts have attempted to design pipelines
for unifying data, they typically cover only a few
scenarios or lack flexibility in their unified formats.
For instance, Lumos (Yin et al., 2023) primarily ad-
dresses question answering, web agents, and math-
ematical tasks involving planning and grounding;
while AgentOhana (Zhang et al., 2024), despite en-
compassing a more diverse range of environments,
lacks an extendable unified format to accommodate
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new environments.
Moreover, open-source datasets often suffer

from quality issues, such as incorrect agent out-
puts, hallucinated actions, and repeated interaction
turns within trajectories (Zhang et al., 2024; Chen
et al., 2024). The lack of detailed analysis and un-
derstanding of agent data further complicates these
challenges, hindering the development of robust
and versatile open-source agent models. Address-
ing them is crucial for advancing the field of open-
source agent models and bridging the performance
gap with proprietary LLMs in agent tasks.

In this work, we introduce and open-source
xLAM, a series of powerful models with varying
sizes. This diverse set is tailored for a variety of
applications, with smaller models (1B and 7B) opti-
mized for on-device deployment, while larger mod-
els (8x7B and 8x22B) are designed to tackle more
challenging tasks. Alongside the model release, we
offer several insights and lessons learned from our
experience in agent model training:

• Data Processing: We highlight the importance
of data unification and augmentation in enhanc-
ing dataset diversity and mitigating overfitting.
Our developed data preprocess and augmentation
pipeline significantly improves the generalizabil-
ity of agent models across diverse environments.

• Data Synthesis: We showcase the impact of
scalable, high-quality data synthesis on agent
model performance. Our synthetic dataset en-
abled xLAM models to achieve 4 of the top
20 positions on the Berkeley Function Calling
Leaderboard, including securing the top-1 spot,
with smaller models achieving performance com-
parable to much larger counterparts, showing
great potential in this direction.

We evaluate the xLAM series on public agent
benchmarks, demonstrating exceptional perfor-
mance across various agent tasks. By open-
sourcing these models, we aim to advance open-
source agent models and provide valuable insights
into data processing and synthesis techniques, ad-
dressing key challenges in developing competitive
alternatives to proprietary models.

2 Related Work

2.1 LLM Agents

Recent advancements in LLMs have significantly
enhanced their utility in various agent tasks. Sev-

eral innovative prompt techniques have been de-
veloped to improve performance, including Chain
of Thought (Wei et al., 2022), ReACT (Yao et al.,
2023), and Reflection (Shinn et al., 2023). Ad-
ditionally, considerable efforts have been made
to fine-tune open-sourced agent models for bet-
ter capabilities (Qin et al., 2024; Chen et al., 2023;
Patil et al., 2023; Zeng et al., 2023; Zhang et al.,
2024). These include enhancements in data col-
lection and processing to facilitate effective agent
learning (Zeng et al., 2023; Li et al., 2023; Tang
et al., 2023; Yin et al., 2023; Zhang et al., 2024;
Chen et al., 2024), covering a range from simple
question answering to more complex scenarios like
web interactions, tool operations, reasoning, and
planning. However, many of these agent frame-
works still depend on proprietary models as their
core engine to achieve optimal performance, re-
vealing a substantial gap in the availability of high-
quality open-source models for these tasks.

2.2 Agent Benchmarks
A variety of benchmarks have been established
to assess the abilities of LLM agents across di-
verse scenarios (Yao et al., 2022; Qin et al., 2024;
Liu et al., 2023a; Ma et al., 2024; Huang et al.,
2023; Liu et al., 2023b; Wang et al., 2023; Liu
et al., 2024a; Du et al., 2024; Wang et al., 2024;
Yan et al., 2024). Notably, AgentBench (Liu
et al., 2023a), Mint-Bench (Wang et al., 2023), and
AgentBoard (Ma et al., 2024) encompass environ-
ments ranging from code generation and games
to web interactions and reasoning tasks. Tool-
Bench (Qin et al., 2024) specifically evaluates
multi-turn reasoning and tool-usage abilities, while
the Berkeley Function-Calling Leaderboard (Yan
et al., 2024) broadly assesses models’ capabilities
in function calling across various contexts.

3 Data Processing Pipeline

In this section, we discuss the data pipeline for
training xLAM, including data unification, aug-
mentation, quality verification, general instruction
data synthesis, and preference data generation.

3.1 Data Unification
Existing agent datasets are collected from di-
verse environments and designed in various for-
mats, introducing noise and complicating data
augmentation and verification. Models like
NexusRaven (Srinivasan et al., 2023), Gorilla-
Openfunctions (Cheng-Jie Ji et al., 2024), and
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Figure 1: Overview of the data processing, training and evaluation of xLAM. We take the diagnostic feedback from the model
evaluation results to iteratively improve the data quality.

AgentOhana (Zhang et al., 2024) have demon-
strated superior performance in function-calling,
suggesting that a well-defined, universal format
could significantly enhance model performance.
By standardizing the format of existing data, we
can reduce noise and facilitate easier data augmen-
tation and quality verification, leading to a more
efficient and robust framework for model training
and evaluation. Furthermore, a standardized format
ensures consistency, simplifies model training, and
enhances the model’s ability to generalize across
various benchmarks.

Function-calling formats form the basis for how
models understand and execute tasks, motivating
us to design our unified data format in a function-
calling style. As illustrated in Figure 3, the unified
format consists of several modules: task instruc-
tion, available tools, format instruction, few-shot
examples, query, and steps. Specifically, the avail-
able tools define the agent’s action space, and the
format instruction specifies the output format the
agent should follow when generating a response.
In each step, the agent’s output, the environment’s
feedback/execution results, and the user’s follow-
up input are organized into a dictionary. It’s quite
common for there to be purely conversational inter-
actions between users and agents that don’t trigger
any APIs or receive corresponding observations.
In these instances, the related entry values would
simply remain empty.

This unified format is compatible with various
environments and tasks, making our data process-

ing pipeline adaptable to different datasets and
scalable to large amounts of data. Moreover, the
modularized design allows for fine-grained data
augmentation and quality verification, which are
essential in improving agent data quality. For ex-
ample, by unifying all the available tools and tool
calls, we can easily inspect for hallucination and
function-call errors, and apply various augmenta-
tion techniques.

3.2 Data Augmentation

Our data augmentation strategy focuses on improv-
ing the diversity of the data. It involves apply-
ing various transformations to the existing dataset,
thereby generating new, synthetic data samples.
The data unification step significantly simplifies
the application of various augmentation techniques.
A standardized data format ensures consistency and
ease of implementation, allowing for more efficient
augmentation processes. Specifically, the augmen-
tation techniques we adopted can be categorized
as prompt format augmentation and instruction-
following augmentation.

Prompt Format Augmentation: Prompt format
augmentation focuses on creating various prompt
formats based on the structured, unified data for-
mat. The format augmentation can be further di-
vided into two categories: 1) Order Shuffling. In
the unified format, the available tools are provided
in a list, and each tool contains the name, descrip-
tion, and parameters. To avoid model overfitting to
the specific order of the tools, we randomly shuf-
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fle the tool list. Furthermore, we also shuffle the
order of the name, description, parameters, and
within the parameters to present the information
in different ways. We do the same thing within
the tool_calls in each step. Additionally, we also
shuffle the order of different sections of the input,
including task instruction, tools, format instruc-
tion, few-shot examples etc. 2) Concatenation To-
kens. Each training data point is a pair of input and
output sequences. To convert the structured uni-
fied format to the training prompt, we use special
tokens to concatenate different sections into one
sequence. We create several different special to-
ken styles, including "[START/END OF QUERY]",
"<query></query>", and plain text.

Instruction-Following Augmentation: It fo-
cuses on adding diversity to the instructions in or-
der to improve the model’s instruction-following
capability. It involves rephrasing existing instruc-
tions and adding new instructions, without intro-
ducing inaccuracy and inconsistency. Therefore,
verification of the new instructions is a crucial step
for this type of augmentation. We employ two
methods for instruction-following augmentation: 1)
Task Instruction Rephrasing. We rephrase the task
instructions using powerful LLMs to accommo-
date various input styles from users. To ensure the
rephrased instructions still align with the original
version, we verify them by prompting the LLMs
with the rephrased instructions and check if the
LLMs can still follow them and generate correct
function calls. 2) Format Instruction-Following.
In our unified format, the output format is a JSON
string with thought and tool_calls. To avoid the
model overfitting on JSON format and to enable
the model to follow various output formats upon
different format instructions, we prepare 15 differ-
ent output formats along with their corresponding
format instructions and format converters. The for-
mats include JSON, XML, YAML, plain text, etc.

3.3 Data Quality Verification
To further understand the data quality and to thor-
oughly investigate the sources of errors in the evalu-
ation, we conduct a detailed analysis of the unified
dataset. We identify a list of errors in the data using
both rule-based and LLM-as-a-judge approaches.

Undefined Function Call: In function-calling,
a list of available functions is provided, and the
model should generate a function_call using one
of the given functions. However, we found that in
many cases, the predicted function_call is not from

the given list. We match the predicted function
with the given functions by comparing the function
names and the list of parameter names. When the
function_call name does not match any given func-
tions, we refer to it as Undefined Functions Invoked.
When the function name matches but the argument
list contains undefined arguments, we refer to it as
Undefined Arguments Passed. We also take into
consideration optional parameters.

Incorrect Argument Type: Other than the error
types mentioned above, we also observe that some-
times the model generates the correct argument’s
value, but in the wrong types. For example, when
a parameter expects a [val1, val2, val3], the
generated arguments is "[val1, val2, val3]",
which is a string version of the list. When executing
the function call, errors will occur due to incorrect
data type. We identify trajectories containing the
incorrect argument type error by comparing the pa-
rameter type in the available tools and the actual
argument type. We also found that most argument
type errors can be fixed by converting the argu-
ments to the correct parameter types.

Argument Hallucination: Upon examining the
unified dataset from public sources, we discovered
that tool calls frequently include argument values
not present in the user query or prior steps. This
issue arises because much of this data is gener-
ated by LLMs, which are prone to hallucination, a
common problem in LLM-generated content. We
identified two types of hallucination: 1) the gen-
erated tool names or argument names do not ap-
pear in the provided tool and argument list; and
2) the argument values do not align with the user
query or observations from previous steps. The first
type of hallucination is straightforward to address
by searching the generated tool call and argument
names and matching them with the provided tool
list, as they are all structured in JSON, making
this process efficient. However, detecting the sec-
ond type, where argument values are misaligned,
is more challenging, as simple string matching is
ineffective for complex queries and tasks. To tackle
this, we use LLMs as judges to perform step-wise
argument hallucination detection, detecting if there
is a mismatch between the arguments and the in-
tended query or prior observations.

Low-Quality Reasoning and Planning: We
observe many data trajectories where the rea-
soning and planning steps are of low quality,
which is a common issue in the outputs of many
LLMs. To address this, we first filter out low-
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quality data using rule-based methods informed by
heuristics, then prompt models like Mixtral-8x22b-
Instruct-v0.1 (Jiang et al., 2024) and DeepSeek-
V2 (DeepSeek-AI, 2024) to evaluate both the over-
all trajectory and individual thought steps on the
selected data. A portion of these rating results is
then sampled and verified by humans. We also at-
tempted to iterate on this process using specifically
fine-tuned models.

3.4 Data Synthesis
Based on our findings in Sec. 3.3, we observe that
most of these publicly available datasets have sev-
eral limitations. First, these datasets are often static,
synthesized by weak models, limited in scope, and,
more importantly, not verified by execution. Sec-
ond, these datasets mainly focus on a single type of
function-calling category, i.e., outputting a single
function call based on the provided tools. However,
real-world scenarios might consist of many other
types of use cases, such as the parallel function-
calling scenario (Yan et al., 2024), where the user
query contains multiple requests and the model
should respond with concurrent function calls in
parallel within a single response.

To address these two issues, we utilize a sys-
tematic data synthesis framework called APIGen
(Liu et al., 2024b), to generate 50k verifiable data
points based on a collection of 3,673 executable
APIs. The key idea is a multi-stage verification
process to ensure the accuracy and quality of the
generated data. This process includes format veri-
fication, semantic verification and quality control
as we developed in Sec. 3.3, along with execution
verification. Together, these steps collectively help
to identify and filter out low-quality data points,
such as those with hallucination issues or inaccu-
rate argument parameter values.

3.5 Data Mixture
For supervised fine-tuning (SFT), our dataset com-
bines training samples from three main sources:
cleaned and augmented agent datasets, a synthetic
function-calling dataset, and general instruction-
tuning datasets. These sources are used to train the
general xLAM models.

Specifically, to enhance the general instruc-
tion capability of xLAM, we integrate di-
verse instruction-tuning datasets from DialogStu-
dio (Zhang et al., 2023) and Data Prove-
nance (Longpre et al., 2023, 2024). This instruction
data comprises 20% to 30% of our training set. To

enhance the function-calling capability of xLAM-
7b-fc-r and xLAM-1b-fc-r, we employ a targeted
training approach, with 50% of their training data
drawn from our high-quality synthetic function-
calling dataset. The remaining 50% of the data is
sampled from other tasks within our training set.

For Direct Preference Optimization
(DPO) (Rafailov et al., 2023), we prompt
less powerful models to generate and rate re-
sponses for selected data from each source, then
sample a subset for human verification. After
adjustments to models and prompts, we classify
the selected responses as rejected samples.

4 Model Training

4.1 Modeling

We use a supervised fine-tuning (SFT) approach,
further aligning model checkpoints with the DPO
method, and leverage the robustness of our flexi-
ble data pipeline. Our training code is based on
the HuggingFace Transformers and Accelerate li-
braries(Wolf et al., 2020; Gugger et al., 2022), as
well as PyTorch FSDP(Zhao et al., 2023a).

The fine-tuning of general xLAM models is con-
ducted on Nvidia H100 GPUs. For SFT, we use a
full fine-tuning framework that employs the fully
sharded data parallel algorithm (Zhao et al., 2023b).
In the case of xLAM-8x22b-r, we integrate LoRA
(Hu et al., 2021; Dettmers et al., 2023) to better pre-
serve the model’s original capacities and prevent
catastrophic forgetting (Liu et al., 2023c). LoRA
is also used for DPO alignment across all xLAM
models. We utilize a total batch size of 128 and a
learning rate that ranges from 5×10−6, to 5×10−5.
Additionally, we use a cosine learning rate sched-
uler with 100 warm-up steps to optimize perfor-
mance. Training times range from 6 to 40 hours.

4.2 xLAM Model Series

We introduce a series of agent models tailored for
different use cases. Our flagship model series,
xLAM, is built upon the Mixtral Instruct (Jiang
et al., 2024) models and aims to achieve balanced
performance across a diverse range of agent tasks,
from complex multi-turn interactions to function-
calling applications.

In addition to general xLAM models, we develop
two specialized models for function-calling use
cases, xLAM-7b-fc-r and xLAM-1b-fc-r, based on
DeepSeek-Coder-7B-instruct-v1.5 and DeepSeek-
Coder-1.3B-instruct, respectively (Guo et al.,

11587



2024). The smaller model sizes offer increased
accessibility, allowing users to easily host them on
a single GPU to address various function-calling
tasks, ranging from simple user queries to parallel
concurrent requests.

By offering a suite of models with varying sizes
and specializations, the xLAM series caters to a
wide range of user needs and computational re-
sources, making powerful agent capabilities more
accessible and adaptable to real-world applications.

5 Experiments

5.1 Benchmarks

After considering the stability of environments and
research budget limitations, we evaluate the per-
formance of models across four rigorous bench-
marks: Webshop (Yao et al., 2022), ToolQuery
(Ma et al., 2024), ToolBench (Qin et al., 2024), and
the Berkeley Function-Calling Benchmark (BFCL)
(Yan et al., 2024). Each benchmark is designed to
assess different aspects of model capabilities under
a variety of settings and constraints.
Webshop is an interactive web environment de-
signed to mimic online shopping experiences, test-
ing an agent’s ability to navigate and assist in e-
commerce tasks. Webshop comprising approxi-
mately 250 test cases.
ToolQuery evaluates an agent’s skills in using tools
to retrieve and process information across domains.
ToolQuery features 60 test cases across three dis-
tinct settings: Weather, Movie, and Academia. We
use the testing configurations of AgentBoard (Ma
et al., 2024) with Success Rate and Progress Rate
for both Webshop and ToolQuery.

We also evaluate on ToolQuery-Unified, which
is essentially ToolQuery but requires an agent to
ingest the task instruction and tools following the
augmented prompt format described in §3.2 and
likewise solve the task following the unified format.
The purpose of testing agents in this setting is to
assess their reasoning and tool-use abilities when
evaluated on structured formats (Tam et al., 2024).
ToolBench is developed for real-time evaluation of
multi-turn reasoning and interactive capabilities via
RapidAPI, includes around 1,000 test cases. It asks
GPT-4 to evaluate Pass Rate of agent responses in
both in-domain and out-of-domain settings, includ-
ing unseen instructions with familiar tools, unseen
tools within previously known categories, and en-
tirely new categories of unseen tools. Due to space
limit, we put testing results into Appendix A.2.

Berkeley Function-Calling Benchmark offers
an extensive evaluation of an agent’s ability to
reason and execute function calls across various
programming languages and application domains.
With 2,000 test cases, it tests complex scenarios
such as parallel and multiple function calls in lan-
guages including Java, JavaScript, and Python. The
evaluation metrics include: Abstract Syntax Tree
(AST) accuracy for non-executable test queries, ex-
ecutable accuracy by running the APIs to get the
results, and relevance detection score which mea-
sures the agent’s ability to distinguish non-relevant
queries and provided tools. Since BFCL updates
frequently, we used their stable V2 version, which
has a cutoff date of September 19, 2024.

5.2 Experimental Results

5.2.1 Webshop and ToolQuery

Webshop. Table 1 presents detailed comparisons
of state-of-the-art language and agent models in the
Webshop and ToolQuery environments, illustrating
the robust and strong performance of the xLAM
models. In the Webshop environment, xLAM-7b-
r not only achieves the highest Success Rate at
0.414, surpassing other general LLMs like GPT-4-
0125-preview, GPT-4o-2024-0523, and Claude2,
but also outperforms specialized agent models such
as AgentOhana-8x7b and Lemur-70b. This shows
xLAM’s superior ability to navigate and execute
tasks effectively in the web interactions.

ToolQuery. In the more complex and unseen
ToolQuery environment, xLAM-8x7b-r and xLAM-
8x22b-r also demonstrate high performance as
shown in Table 1, ranking second with a Suc-
cess Rate of 0.683. This shows a significant
improvement over the baseline performance of
Mixtral-8x7b-inst and Mixtral-8x22b-inst, which
are 0.167 and 0.400, respectively. Notably, all three
xLAM models surpass the Mixtral-8x22B-Instruct
model. Despite Mixtral-8x22B-Instruct having a
large number of parameters and specialized tun-
ing for advanced functionalities such as function
calling, reasoning, and complex tool usage, it falls
short of the xLAM models’ performance. Further-
more, same as other general LLMs, it lacks trans-
parency regarding the data collection, unification
processes, and other critical details, contrasting
with the open source purposes provided for xLAM.
These results show the efficacy of our proposed
data unification and synthetic data pipeline.

ToolQuery-Unified. When the system prompt
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LLM Webshop ToolQuery

Success Rate Progress Rate Success Rate Progress Rate

xLAM-7b-r 0.414 0.767 0.550 0.674
xLAM-8x7b-r 0.410 0.763 0.683 0.745
xLAM-8x22b-r 0.390 0.763 0.683 0.758

GPT-4-0125-preview 0.375 0.760 0.750 0.803
GPT-4o-2024-0523 0.323 0.694 0.633 0.801
AgentOhana-8x7b (Zhang et al., 2024) 0.331 0.737 0.533 0.766
Claude2 0.378 0.746 0.483 0.735
Mixtral-8x22b-inst (Jiang et al., 2024) 0.383 0.739 0.400 0.740
DeepSeek-67b-chat (Bi et al., 2024) 0.319 0.727 0.400 0.714
GPT-3.5-Turbo-0125 0.323 0.749 0.367 0.545
Llama3-70b-inst (AI@Meta, 2024) 0.299 0.746 0.367 0.526
Lemur-70b-chat-v1 (Xu et al., 2023) 0.116 0.718 0.283 0.720
Mixtral-8x7b-inst (Jiang et al., 2024) 0.222 0.766 0.167 0.654
CodeLlama-34b-inst (Roziere et al., 2023) 0.235 0.717 0.133 0.600
Llama2-70b-chat (Touvron et al., 2023) 0.131 0.536 0.000 0.483

Table 1: Testing results on Webshop and ToolQuery. Bold and Underline results denote the best result and the second best
result for Success Rate, respectively.

Success Rate Academia Movie Weather

xLAM-7b-r 0.466 (0.550) 0.45 0.25 0.35
xLAM-8x7b-r 0.533 (0.683) 0.45 0.40 0.45
xLAM-8x22b-r 0.733 (0.683) 0.75 0.40 0.60

GPT-4-0125-preview 0.566 (0.750) 0.65 0.35 0.25
GPT-4o-2024-05-13 0.366 (0.633) 0.45 0.20 0.25

Table 2: Testing results on ToolQuery-Unified. Bold and
Underline results denote the best result and the second best re-
sult for Success Rate, respectively. Values in brackets indicate
corresponding performance on ToolQuery.

from ToolQuery is presented to the model in the
unified format shown in Fig. 4, and the model is
required to follow the provided format instructions
to generate a structured output, we observe that
xLAM’s performances are more consistent com-
pared to GPT models, as shown in Table 2. While
GPT-4o’s performance significantly degrades by
42% compared to ToolQuery, our best xLAM
8x22b model maintains comparable performance.
This can be attributed to xLAM being trained on
trajectories that adhere to the unified format, en-
abling it to perform consistently during inference.
Concurrent research (Tam et al., 2024) observed a
similar decline in performance on reasoning tasks
when LLMs are constrained to produce output in
specific formats. Deeper analysis indicated that the
degradation is more than just due to incorrectly for-
matted output in a specific format, but rather due to
a drop in the reasoning ability of the model itself.

5.2.2 Berkeley Function-Calling Benchmark
Table 3 presents the experimental results on the
BFCL v2 benchmark (cutoff date 09/19/2024),
which shows the exceptional performance of our
xLAM model series in function-calling tasks. No-

tably, xLAM models secure four out of the top
twenty positions, demonstrating the effectiveness
of our data pipeline and training methodology
across various model sizes.

Our flagship model, xLAM-8x22b-r, achieves
the highest overall accuracy of 87.31%, surpassing
all other models in the benchmark. This result
validates the effectiveness of our data processing
and model training pipeline in improving models’
function-calling ability. Following closely, xLAM-
8x7b-r ranks 6th, outperforming most prominent
models including GPT-4o-mini and Claude-3.

The performance of our models demonstrates
clear scaling with model size, a trend exemplified
by xLAM-7b-r, which ranks 14th with an accuracy
of 80.33%. This model outperforms several larger
and more resource-intensive alternatives, including
multiple GPT-4 and GPT-4o versions. Remark-
ably, our smallest model, xLAM-1b-fc-r, achieves
a 32nd place ranking with an accuracy of 75.43%,
surpassing much larger models like Claude-3-Opus
(FC) and GPT-3.5-Turbo. This performance un-
derscores the power of our data synthesis frame-
work in producing high-quality, diverse datasets
that enhance function-calling effectiveness even
for smaller language models.

It is also worth noting that the BFCL v2 bench-
mark (Yan et al., 2024) includes a live dataset re-
leased after our model training date. These fresh
data are collected from real-world user queries that
were entirely unseen by our models. Nevertheless,
our models exhibit strong generalization capabil-
ities in handling these real-world use cases. The
consistently strong performance across our model
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Rank
Overall

Accuracy
Model

Abstract Syntax Tree (AST) Evaluation Evaluation by Executing APIs
Relevance
Detection

Simple Multiple Parallel
Parallel
Multiple

Simple Multiple Parallel
Parallel
Multiple

Irrelevance Relevance

1 87.31 xLAM-8x22b-r (FC) 72.79 86.37 87.13 84.75 98.57 94.00 92.00 85.00 74.96 97.56
2 85.79 GPT-4-0125-Preview (Prompt) 78.82 88.44 91.00 83.75 99.00 96.00 82.00 80.00 61.35 97.56
3 85.00 GPT-4-1106-Preview (Prompt) 78.75 89.12 94.12 83.25 99.00 96.00 82.00 72.50 64.98 90.24
4 84.74 GPT-4-0613 (Prompt) 78.76 85.46 91.75 82.67 98.29 96.00 86.00 70.00 75.57 82.93
5 83.89 GPT-4-turbo-20240409 (Prompt) 80.47 88.81 88.12 84.25 99.00 96.00 80.00 77.50 61.82 82.93
6 83.38 xLAM-8x7b-r (FC) 73.12 86.09 71.00 82.50 92.57 96.00 90.00 77.50 72.35 92.68
7 83.35 GPT-4o-mini-20240718 (Prompt) 75.88 81.64 85.12 79.42 98.29 94.00 82.00 77.50 79.20 80.49
8 83.13 GPT-4o-2024-05-13 (Prompt) 76.18 86.01 92.12 81.00 98.00 94.00 76.00 72.50 77.44 78.05
9 82.55 Functionary-Medium-v3.1 (FC) 74.34 87.59 81.62 80.67 98.29 94.00 90.00 75.00 73.23 70.73

10 81.78 GPT-4-1106-Preview (FC) 69.32 84.19 86.38 71.92 95.43 94.00 86.00 75.00 72.70 82.93
11 81.59 Llama3-70B-Instruct (Prompt) 72.87 85.91 84.00 77.83 94.14 94.00 84.00 80.00 50.47 92.68
12 80.88 Claude-3-Opus (Prompt) 76.65 87.47 78.38 75.17 98.57 94.00 82.00 75.00 56.15 85.37
13 80.87 GPT-4-0125-Preview (FC) 68.76 84.95 80.38 74.00 84.21 94.00 88.00 75.00 74.03 85.37
14 80.33 xLAM-7b-r (FC) 69.85 84.00 63.00 79.17 75.71 94.00 92.00 80.00 72.88 92.68
15 80.23 Nemotron-340b-inst (Prompt) 68.51 80.38 78.62 79.17 86.00 90.00 80.00 77.50 84.10 78.05
16 80.21 Functionary-Small-v3.1 (FC) 72.70 83.31 85.62 72.92 87.79 90.00 86.00 70.00 68.36 85.37
17 80.18 xLAM-7b-fc-r (FC) 70.52 78.22 73.88 68.50 95.21 90.00 88.00 77.50 79.54 80.49
18 79.66 mistral-large-2407 (FC Any) 81.01 87.42 90.50 83.50 98.29 92.00 86.00 77.50 0.34 100.00
19 79.55 GPT-4o-2024-05-13 (FC) 70.40 82.33 89.00 76.08 88.93 84.00 88.00 72.50 73.50 70.73
32 75.43 xLAM-1b-fc-r (FC) 64.63 72.33 64.50 61.42 80.21 92.00 86.00 75.00 60.65 97.56
33 75.41 GPT-3.5-Turbo (FC) 69.79 83.58 71.88 68.83 95.14 88.00 86.00 57.50 35.83 97.56
34 74.97 Mistral-Nemo-2407 (FC Auto) 64.57 79.99 80.25 74.00 91.36 86.00 86.00 62.50 59.14 65.85

Table 3: Performance comparison on BFCL-v2 leaderboard (cutoff date 09/19/2024). The rank is based on the overall accuracy,
which is a weighted average of different evaluation categories. “FC" stands for function-calling mode in contrast to using a
customized “prompt" to extract the function calls. The complete table can be found in the Appendix Table 5.

Figure 2: Ablation study for data augmentation and data
quality verification (cleaning).

series, ranging from 8x22 billion to 1 billion pa-
rameters, demonstrates the scalability and versa-
tility of our approach. This scalability is particu-
larly noteworthy, as it enables strong results from
compact models suitable for resource-constrained
environments to large-scale models for more de-
manding applications. Furthermore, the ability of
our smaller models to compete with much larger al-
ternatives suggests significant potential for efficient
deployment in various real-world scenarios.

5.3 Ablation Study

We conducted an ablation study on the 7B mod-
els to measure the impact of various steps in our
data pipeline. Three datasets were prepared for
this analysis: raw data, augmented data, and aug-
mented + cleaned data. The raw data represents
the dataset before data unification, while the other

two datasets are post-unification. Figure 2 presents
the evaluation results of models trained on these
three datasets. The metrics used for this evalua-
tion are G1_instruction from ToolBench and suc-
cess_rate from both Webshop and ToolQuery. The
results indicate that augmented data consistently
outperforms raw data across all metrics, with im-
provements of 2.3% on ToolBench, 5.8% on Web-
shop, and 18.3% on ToolQuery. Furthermore, the
addition of data cleaning leads to a substantial per-
formance increase on ToolQuery, with a further
improvement of 23.4%. The results highlight the
effectiveness of data augmentation and cleaning
processes in the data pipeline.

6 Conclusion

This paper introduces xLAM series, a set of large
action models for autonomous AI agents. Our mod-
els, ranging from 1B to 8x22B parameters, were
trained with a scalable and flexible data pipeline
that unifies, augments, and synthesizes diverse
datasets. Evaluations show that xLAM models
consistently perform exceptionally across various
benchmarks. The insights we learned from training
these models highlight the importance of rigorous
data processing and the potential of data synthe-
sis in developing capable AI agents. By releasing
the xLAM series, we aim to democratize access to
high-performance models for agent tasks, thereby
accelerating progress in the field.

11590



7 Limitations

Our data synthesis pipeline relies on large LLMs
such as DeepSeek-V2 and Mixtral-8x22b-Inst.
This dependence may result in extended data gener-
ation times when utilizing less powerful GPUs. Fu-
ture work will focus on developing more efficient
pipelines capable of operating effectively with both
smaller and larger LLMs.

Additionally, due to the instability of some
benchmarks and environments, along with the
heavy reliance on API calls from commercial mod-
els such as OpenAI GPT-4, and constrained by
limited research budgets, we face challenges in
evaluating our models across even more bench-
marks. Consequently, this may result in perfor-
mance discrepancies on certain benchmarks. Mov-
ing forward, we aim to enhance our contributions
to the research community by addressing instabil-
ity and better maintaining and unifying existing
benchmarks and environments.
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A Appendix

A.1 Benchmarks

After considering the stability of environments and
research budget limitations, we evaluate the perfor-
mance of models across four rigorous benchmarks:
Webshop (Yao et al., 2022), ToolQuery (Ma et al.,
2024), ToolBench (Qin et al., 2024), and the Berke-
ley Function-Calling Benchmark (Yan et al., 2024).
Each benchmark is designed to assess different
aspects of model capabilities under a variety of
settings and constraints.
Webshop is an interactive web environment de-
signed to mimic online shopping experiences, test-
ing an agent’s ability to navigate and assist in e-
commerce tasks. Webshop comprising approxi-
mately 250 test cases.
ToolQuery evaluates an agent’s skills in using tools
to retrieve and process information across domains.
ToolQuery features 60 test cases across three dis-
tinct settings: Weather, Movie, and Academia.

We use the testing configurations from Agent-
Board (Ma et al., 2024) for both Webshop and
ToolQuery. These configurations assess overall
performance using the Success Rate and evaluate
progressive performance across interactive turns
with the Progress Rate, with Success Rate being
the more critic metric.

We additionally evaluate on ToolQuery-Unified,
which is essentially ToolQuery but requires an
agent to ingest the task instruction and tools follow-
ing the augmented prompt format described in §3.2
and likewise solve the task following the unified
format. The purpose of testing agents in this setting
is to assess their reasoning and tool-use abilities
when evaluated on structured formats (Tam et al.,
2024).
ToolBench is developed for real-time evaluation
of multi-turn reasoning and interactive capabilities
via RapidAPI, and includes around 1,000 test cases.
It uses Pass Rate as the metric, where the trajectory
and final response are sent to GPT-4-0125-preview
to determine whether the agent’s final response suc-
cessfully addresses the given user query. The eval-
uations cover both in-domain and out-of-domain
settings, including unseen instructions with famil-
iar tools, unseen tools within previously known
categories, and entirely new categories of unseen
tools.
Berkeley Function-Calling Leaderboard Bench-
mark (Yan et al., 2024) provides a comprehensive
evaluation framework for assessing an agent’s ca-

pability to reason about and execute function calls
across a variety of programming languages and
application domains. The benchmark comprises
over 2,200 test cases, challenging models with com-
plex scenarios such as parallel and multiple func-
tion calls in languages like Java, JavaScript, and
Python. The evaluation metrics include Abstract
Syntax Tree (AST) accuracy for non-executable
test queries, executable accuracy by running APIs
to obtain results, and a relevance detection score
that measures the agent’s ability to distinguish non-
relevant queries and provided tools.
Importantly, our evaluation utilizes the most stable
BFCL v2 version, as of the cutoff date 09/19/2024.
The v2 version introduces live function calls and
real-world scenarios contributed by users, address-
ing issues such as data contamination, bias, and
fairness by leveraging user-provided data. This
updated dataset better reflects real-world distribu-
tions, characterized by a higher demand for se-
lecting among multiple functions and a reduced
demand for parallel function calls. For instance,
our analysis indicates that in the v2 benchmark, the
average number of available functions has doubled,
while the average number of function calls has been
halved compared to the non-live v1 data. It is im-
portant to note that all our models were trained
prior to the release of the BFCL v2 live data.

A.2 ToolBench
Table 4 presents the results on ToolBench, where
xLAM models demonstrate impressive perfor-
mance. They surpass both TooLlama-V2 and GPT-
3.5-Turbo-0125 across all test settings. Moreover,
xLAM models outperform AgentOhana-8x7b in
scenarios involving unseen instructions and unseen
tools, while achieving performance comparable to
GPT-4-0125-preview in the unseen tools setting.
These results show xLAM models’ robust capa-
bilities in multi-turn reasoning and complex tool
usage, effectively handling both in-domain and out-
of-domain tasks.

A.3 Berkeley Function-Calling Leaderboard
Benchmark

Table 5 is an extended version of Table 3. It provide
a comprehensive table with the results of various
models.
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{
"unique_trajectory_id": "id",
"task_instruction": "...",
"few_shot_examples": [],
"query": "The task or the question that the user provides.",
"tools": [

{
"name": "api_name1",
"description": "description of this api",
"parameters": {

"param1": {
"type": "string",
"description": "",

},
}

},
],
"steps": [

{
"thought": "thinking and/or planning process",
"tool_calls": [

{
"name": "api_name1",
"arguments": {

"argument1": "xxx.",
"argument2": "xxx"

}
}

],
"step_id": 1,
"next_observation": "observations or feedbacks from the environment/APIs after execution

function."
"user_input": "User follow up input at this turn if any."

},
],

}

Figure 3: Unified function calling data format.

Unseen Insts & Same Set Unseen Tools & Seen Cat Unseen Tools & Unseen Cat

xLAM-7b-r 0.5308 0.5300 0.5850
xLAM-8x7b-r 0.5308 0.5450 0.5700

AgentOhana-8x7b (Zhang et al., 2024) 0.5077 0.5200 0.5650
GPT-4-0125-preview 0.5462 0.5050 0.5450
GPT-3.5-Turbo-0125 0.5000 0.4900 0.5150
TooLlama-V2 (Qin et al., 2024) 0.4385 0.4350 0.4300

Table 4: Pass Rate on ToolBench on three distinct scenarios. Bold and Underline results denote the best result and the second
best result for each setting, respectively. The results for xLAM-8x22b-r are unavailable due to the ToolBench server being down
during the evaluation phase in September 2024 and additional GPU budget limit for further testing.
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Prompt:
[BEGIN OF TASK INSTRUCTION]
Based on the previous context and API request history, generate an API
request or a response as an AI assistant.
[END OF TASK INSTRUCTION]

[BEGIN OF AVAILABLE TOOLS]
[

{
"name": "get_fire_info",
"description": "Query the latest wildfire information",
"parameters": {

"location": {
"type": "string",
"description": "Location of the wildfire.",
"required": true,

},
"radius": {

"type": "number",
"description": "The radius (in miles) around the location.",
"required": false,

}
},

},...
]
[END OF AVAILABLE TOOLS]

[BEGIN OF FORMAT INSTRUCTION]
Your output should be in the JSON format, which specifies a list of
function calls. The example format is as follows. Please make sure the
parameter type is correct. If no function call is needed, please make

tool_calls an empty list "[]".
"""
{"thought": "the thought process, or an empty string", "tool_calls":
[{"name": "api_name1", "arguments": {"argument1": "value1", "argument2":
"value2"}}]}
"""
[END OF FORMAT INSTRUCTION]

[BEGIN OF QUERY]
Can you give me the latest information on the wildfires occurring in California?
[END OF QUERY]

[BEGIN OF HISTORY STEPS]
[

{
"thought": "Sure, what is the radius (in miles) around the
location of the wildfire?",
"tool_calls": [],
"step_id": 1,
"next_observation": "",
"user_input": "User: Let me think... 50 miles."

},
]
[END OF HISTORY STEPS]

Output:
{"thought": "", "tool_calls": [{"name": "get_fire_info",
"arguments": {"location": "California", "radius": 50}}]}

Figure 4: Example prompt and output for function-calling using xLAM.
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Rank
Overall

Accuracy
Model

Abstract Syntax Tree (AST) Evaluation Evaluation by Executing APIs
Relevance
Detection

Simple Multiple Parallel
Parallel
Multiple

Simple Multiple Parallel
Parallel
Multiple

Irrelevance Relevance

1 87.31 xLAM-8x22b-r (FC) 72.79 86.37 87.13 84.75 98.57 94.00 92.00 85.00 74.96 97.56
2 85.79 GPT-4-0125-Preview (Prompt) 78.82 88.44 91.00 83.75 99.00 96.00 82.00 80.00 61.35 97.56
3 85.00 GPT-4-1106-Preview (Prompt) 78.75 89.12 94.12 83.25 99.00 96.00 82.00 72.50 64.98 90.24
4 84.74 GPT-4-0613 (Prompt) 78.76 85.46 91.75 82.67 98.29 96.00 86.00 70.00 75.57 82.93
5 83.89 GPT-4-turbo-20240409 (Prompt) 80.47 88.81 88.12 84.25 99.00 96.00 80.00 77.50 61.82 82.93
6 83.38 xLAM-8x7b-r (FC) 73.12 86.09 71.00 82.50 92.57 96.00 90.00 77.50 72.35 92.68
7 83.35 GPT-4o-mini-20240718 (Prompt) 75.88 81.64 85.12 79.42 98.29 94.00 82.00 77.50 79.20 80.49
8 83.13 GPT-4o-2024-05-13 (Prompt) 76.18 86.01 92.12 81.00 98.00 94.00 76.00 72.50 77.44 78.05
9 82.55 Functionary-Medium-v3.1 (FC) 74.34 87.59 81.62 80.67 98.29 94.00 90.00 75.00 73.23 70.73

10 81.78 GPT-4-1106-Preview (FC) 69.32 84.19 86.38 71.92 95.43 94.00 86.00 75.00 72.70 82.93
11 81.59 Llama3-70B-Instruct (Prompt) 72.87 85.91 84.00 77.83 94.14 94.00 84.00 80.00 50.47 92.68
12 80.88 Claude-3-Opus (Prompt) 76.65 87.47 78.38 75.17 98.57 94.00 82.00 75.00 56.15 85.37
13 80.87 GPT-4-0125-Preview (FC) 68.76 84.95 80.38 74.00 84.21 94.00 88.00 75.00 74.03 85.37
14 80.33 xLAM-7b-r (FC) 69.85 84.00 63.00 79.17 75.71 94.00 92.00 80.00 72.88 92.68
15 80.23 Nemotron-340b-inst (Prompt) 68.51 80.38 78.62 79.17 86.00 90.00 80.00 77.50 84.10 78.05
16 80.21 Functionary-Small-v3.1 (FC) 72.70 83.31 85.62 72.92 87.79 90.00 86.00 70.00 68.36 85.37
17 80.18 xLAM-7b-fc-r (FC) 70.52 78.22 73.88 68.50 95.21 90.00 88.00 77.50 79.54 80.49
18 79.66 mistral-large-2407 (FC Any) 81.01 87.42 90.50 83.50 98.29 92.00 86.00 77.50 0.34 100.00
19 79.55 GPT-4o-2024-05-13 (FC) 70.40 82.33 89.00 76.08 88.93 84.00 88.00 72.50 73.50 70.73
20 79.25 GPT-4o-mini-2024-07-18 (FC) 67.83 80.16 85.38 77.17 83.21 92.00 82.00 70.00 71.83 82.93
21 79.14 Open-Mixtral-8x22b (Prompt) 73.47 76.14 79.12 73.67 91.86 96.00 84.00 75.00 71.42 70.73
22 79.10 Gorilla-OpenFunctions-v2 (FC) 70.81 79.47 75.75 66.67 95.86 96.00 78.00 70.00 73.13 85.37
23 79.09 GPT-4-turbo-2024-04-09 (FC) 64.21 82.72 82.50 75.75 88.71 88.00 86.00 72.50 79.79 70.73
24 78.96 Functionary-Small-v3.2 (FC) 69.50 81.50 80.12 73.50 90.64 88.00 86.00 67.50 72.32 80.49
25 78.87 GPT-4o-2024-08-06 (FC) 70.71 80.97 83.25 75.58 85.36 90.00 84.00 72.50 82.91 63.41
26 78.78 mistral-large-2407 (FC Auto) 68.28 86.44 90.25 83.50 76.86 92.00 86.00 77.50 48.93 78.05
27 77.92 Claude-3-Sonnet (Prompt) 71.80 85.26 82.75 73.92 96.14 90.00 84.00 77.50 30.01 87.80
28 77.45 FireFunction-v2 (FC) 74.11 81.49 73.62 67.58 94.43 88.00 82.00 72.50 52.94 87.80
29 76.63 Granite-20b (FC) 65.27 73.05 60.75 67.83 85.36 90.00 84.00 72.50 72.43 95.12
30 76.31 Mistral-Nemo-2407 (Prompt) 72.89 81.37 81.50 73.75 92.50 94.00 86.00 80.00 13.25 87.80
31 76.29 Claude-3.5-Sonnet (Prompt) 76.98 80.27 72.62 65.33 98.50 92.00 70.00 72.50 83.46 51.22
32 75.43 xLAM-1b-fc-r (FC) 64.63 72.33 64.50 61.42 80.21 92.00 86.00 75.00 60.65 97.56
33 75.41 GPT-3.5-Turbo (FC) 69.79 83.58 71.88 68.83 95.14 88.00 86.00 57.50 35.83 97.56
34 74.97 Mistral-Nemo-2407 (FC Auto) 64.57 79.99 80.25 74.00 91.36 86.00 86.00 62.50 59.14 65.85
35 74.78 Hermes-2-Pro-Llama3-70B (FC) 66.29 73.49 70.25 78.33 80.64 88.00 84.00 72.50 53.80 80.49
36 74.75 Gemini-1.5-Pro-0514 (FC) 56.15 78.89 82.38 65.50 75.71 88.00 84.00 75.00 83.31 58.54
37 74.57 Claude-2.1 (Prompt) 68.21 78.08 74.12 66.17 94.64 88.00 64.00 62.50 74.36 75.61
38 74.56 Gemini-1.5-Pro-0409 (FC) 55.08 79.43 83.12 64.75 76.00 88.00 80.00 72.50 83.27 63.41
39 74.12 GPT-4o-2024-08-06 (Prompt) 65.76 76.86 72.12 71.67 70.57 88.00 78.00 75.00 89.56 53.66
40 74.11 Command-R-Plus (Prompt) 68.14 78.13 77.50 62.17 91.29 86.00 78.00 55.00 69.31 75.61
41 73.12 Mistral-Nemo-2407 (FC Any) 67.98 82.46 77.38 76.08 92.07 86.00 86.00 62.50 0.72 100.00
42 72.19 Mistral-Medium-2312 (Prompt) 63.77 80.22 69.12 59.25 93.43 88.00 70.00 57.50 84.54 56.10
43 72.04 Command-R-Plus (FC) (Original) 64.25 72.45 66.25 62.33 89.14 86.00 82.00 52.50 52.75 92.68
44 70.75 Gemini-1.5-Flash-0514 (FC) 65.80 83.26 63.87 63.50 57.93 86.00 74.00 75.00 74.69 63.41
45 69.55 DBRX-Instruct (Prompt) 69.97 80.35 66.88 51.50 90.50 86.00 60.00 62.50 44.86 82.93
46 68.88 Claude-3.5-Sonnet (FC) 73.95 82.09 65.38 62.75 95.36 86.00 44.00 40.00 75.91 63.41
47 66.19 GPT-3.5-Turbo (Prompting) 59.01 67.74 65.25 48.58 44.50 86.00 78.00 55.00 69.97 87.80
48 66.18 Hermes-2-Pro-Llama3-8B (FC) 62.32 74.96 61.62 57.83 68.71 90.00 80.00 57.50 55.16 53.66
49 65.44 Hermes-2-Pro-Mistral-7B (FC) 60.98 71.49 60.38 50.42 60.50 90.00 84.00 62.50 38.55 75.61
50 64.83 Hermes-2-Theta-Llama3-8B (FC) 58.53 67.82 59.62 58.33 69.14 88.00 78.00 55.00 62.66 51.22
51 62.70 Llama3-8B-Instruct (Prompt) 58.53 70.26 53.50 53.25 84.50 88.00 68.00 50.00 22.88 78.05
52 61.89 Claude-3-Opus (FC) 69.41 79.95 39.38 27.92 84.64 86.00 52.00 30.00 76.40 73.17
53 60.82 Open-Mixtral-8x7b (Prompt) 61.49 70.70 47.12 36.83 71.86 74.00 56.00 52.50 71.84 65.85
54 60.34 Claude-3-Haiku (Prompt) 74.64 84.49 51.88 45.17 89.43 94.00 32.00 27.50 18.90 85.37
55 58.89 Open-Mixtral-8x22b (FC Any) 73.23 85.42 10.75 63.08 92.57 92.00 24.00 47.50 0.34 100.00

Table 5: Performance comparison on BFCL-v2 leaderboard (cutoff date 09/19/2024). The rank is based on the overall accuracy,
which is a weighted average of different evaluation categories. “FC" stands for function-calling mode in contrast to using a
customized “prompt" to extract the function calls. See (Yan et al., 2024) for details.
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