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Abstract

The field of sign language translation (SLT)
is still in its infancy, as evidenced by the low
translation quality, even when using deep learn-
ing approaches. Probably because of this, many
common approaches in other machine learning
fields have not been explored in sign language.
Here, we focus on continual learning for mul-
tilingual SLT. We experiment with three con-
tinual learning methods and compare them to
four more naive baseline and fine-tuning ap-
proaches. We work with four sign languages
(ASL, BSL, CSL and DGS) and three spo-
ken languages (Chinese, English and German).
Our results show that incremental fine-tuning
is the best performing approach both in terms
of translation quality and transfer capabilities,
and that continual learning approaches are not
yet fully competitive given the current SOTA
in SLT.

1 Introduction

Continual Learning, Incremental Learning and
Life-long Learning are equivalent terms for ma-
chine learning approaches that learn sequentially
or from dynamic data, where a sequence can be ei-
ther a succession of tasks, datasets, languages, etc
(Li and Hoiem, 2018; Ke and Liu, 2022; Gogoulou
et al., 2023; Wang et al., 2024; Shi et al., 2024).
Data in real-world applications is rarely static;
it typically arrives as a continuous stream, with
only a fraction available at the beginning. This
dynamic flow necessitates that deployed systems
adapt incrementally to new information over time.
Continual learning is critical for such scenarios, as
it allows models to integrate new data—such as
additional sign languages—without requiring com-
plete retraining or redeployment. One of the main
challenges in continual learning is catastrophic for-
getting (Goodfellow et al., 2013; Kirkpatrick et al.,
2016a; Lee et al., 2017), and tackling this issue is
central to continual learning research. Researchers

work on methods to enable models to adapt to a se-
quence of tasks while retaining previously acquired
knowledge (Chen and Liu, 2017; van de Ven et al.,
2022; Shi et al., 2024). While the phenomenon of
catastrophic forgetting and its mitigation has been
extensively studied in the field of continual learn-
ing, these investigations have primarily focused on
traditional natural language processing (NLP) tasks
and/or multilingual NLP contexts, and never before
on sign language.

Wang et al. (2024) define a taxonomy for con-
tinual learning approaches based on their location
within the machine learning pipeline, e.g., when
feeding the data, at the architecture level, during
optimization, etc. Their five classes correspond to
approaches based on replay (saving, recovering or
mimicking old data), regularization (either weight,
feature or function regularization adding terms that
take into account the old model), optimization (gra-
dient modification or projection, meta-learning,
etc.), representation (self-supervision, (continual)
pre-training, adaptation of a fixed backbone) and
architecture (including task-specific or adaptive
parameters). In our work and for comparison pur-
poses, we consider an example from each of the
replay, regularization, and architecture classes.

Sign language translation (SLT) is a hard
problem. It involves translating from an input
video to text or speech with traditionally small
amounts of parallel data such as the Phoenix2014T
dataset (Forster et al., 2014) with 7096 video—text
pairs for German sign language, and the CSL-Daily
dataset (Zhou et al., 2021) with 18400 for Chinese
sign language. These numbers are very far from
the millions of parallel sentences used to train text-
to-text transformer models for machine translation.

State-of-the-art SLT systems (Chen et al.,
2022b) have traditionally relied on intermediate
(manual) annotations called glosses and this has
been limiting the size of the training data for a
long time. Recently, the field has been significantly
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advanced by the emergence of large, non-curated
datasets (without glosses), such as BOBSL (Al-
banie et al., 2021) and YouTube-SL-25 (Tanzer and
Zhang, 2024) both with more than 1 million video—
text pairs, the first for British sign language and the
second one for a combination of more than 25 sign
languages. This new data, especially that coming
from YouTube, is motivating sign language transla-
tion systems with a strong focus on pre-training.
To the best of our knowledge, we are the first to
examine the effects of continual learning in mul-
tilingual sign language translation. This work is
developed on the eve of forthcoming (and hope-
fully open) large multilingual sign language trans-
lation models, which, similar to machine transla-
tion, will enable fine-tuning and life-long learn-
ing. We present a gloss-free multilingual trans-
former model for sign language translation, pre-
trained on Chinese Sign Language (CSL) to Chi-
nese, German Sign Language (DGS) to German,
and American Sign Language (ASL) to English us-
ing the Phoenix2014T, CSL-Daily, and How2Sign
datasets. To evaluate its performance, we con-
duct experiments on three languages from the
Spreadthesign-Ten (SP-10) dataset (Yin et al.,
2022)—Chinese Sign Language, German Sign Lan-
guage, and British Sign Language (BSL)—in a se-
quential learning setup, comparing continual and
non-continual fine-tuning approaches.!

2 Related Work

Continual Learning Approaches. As explained
in the introduction, multiple approaches exist in
the literature to address the task. Relevant to our
work, and based on the taxonomy of Wang et al.
(2024), are regularization-based, replay-based, and
architecture-based approaches. Regularization-
based methods stabilize model parameters by
adding regularization terms. These methods are
simple to implement but require access to the previ-
ous model for reference, and can focus on weight or
function regularization (Wang et al., 2024). Weight
regularization adjusts parameters based on the im-
portance of the old model, often using the Fisher
information matrix (FIM), as in Elastic Weight Con-
solidation (EWC) (Kirkpatrick et al., 2016b) and
its variants like Memory Aware Synapses (MAS)
(Aljundi et al., 2018). Function regularization pre-
serves the outputs of the previous model through

'Our code is publicly available at https://github.
com/shakibyzn/Multilingual-SLT-CL

knowledge distillation, with the old model as the
teacher and the current model as the student. Tech-
niques like LWF (Li and Hoiem, 2016), LwM (Dhar
et al., 2018), iCaRL (Rebuffi et al., 2016), EEIL
(Castro et al., 2018), and LUCIR (Hou et al., 2019)
use either new or old training samples for distilla-
tion loss. Replay-based methods have proven to
be the most effective among the three main con-
tinual learning (CL) approaches—regularization-
based, replay-based, and architecture-based—as
demonstrated by van de Ven and Tolias (2019).
Replay-based methods retain a small set of old
training samples in a memory buffer, which are
later used for training alongside the current data.
Some methods, like reservoir sampling (Chaudhry
et al., 2019), ring buffer (Lopez-Paz and Ranzato,
2017), and mean-of-feature (Rebulffi et al., 2016),
employ fixed strategies for sampling from memory.
More sophisticated techniques focus on optimiza-
tion, such as GSS (Aljundi et al., 2019), which
maximizes sample diversity, and GEM (Lopez-Paz
and Ranzato, 2017) and A-GEM (Chaudhry et al.,
2018), which create individual constraints during
training. Architecture-based methods, which fo-
cus on task-specific parameters, have gained re-
newed attention with the rise of parameter-efficient
fine-tuning (PEFT). Early approaches, like pro-
gressive networks (Rusu et al., 2016), created a
new neural network for each task, connected to
previous ones via lateral links. Recent advance-
ments include CoLoR (Wistuba et al., 2024), which
trains task-specific LORA modules, MoRAL (Yang
et al., 2024), which combines mixture-of-experts
with LoRA for life-long learning, and the approach
by Ermis et al. (2024), which extends pre-trained
Transformers with adapters.

Continual Learning in Multilinguality and Ma-
chine Translation. Garcia et al. (2021) introduce
a method for integrating new languages into multi-
lingual translation models by a simple update of the
vocabulary, allowing quick adaptation to languages
with different scripts while maintaining minimal
performance loss on existing language pairs. Co-
ria et al. (2022) analyzes cross-lingual transfer in
continual learning for sequence labeling using mul-
tilingual BERT, finding that despite some forget-
ting, forward transfer is retained, with most past
language knowledge stored in the word representa-
tion encoder rather than the task-specific classifier.
Related to this, Winata et al. (2023) examines catas-
trophic forgetting in a multilingual setting with up
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to 51 languages. They introduce an effective learn-
ing rate scheduling method that reduces forgetting
and performs well across various continual learning
techniques. Similarly, Huang et al. (2023a) devel-
ops a two-stage approach to enhance pre-trained
multilingual neural machine translation (MNMT)
models, employing contrastive learning for adapt-
ing to new data and collaborative distillation for
consolidating knowledge. They also introduce a
knowledge transfer method that integrates exter-
nal model insights into existing MNMT models
and a dual importance-based model division tech-
nique that focuses on parameters crucial for in-
cremental tasks, thus improving performance on
new languages while preserving the quality of ex-
isting translations (Huang et al., 2023b; Liu et al.,
2023). Two studies diverge from traditional contin-
ual learning between language pairs by focusing on
multi-hop continual learning or evaluating contin-
ual learning under language shift, which simulates
sequential learning of a single task across a stream
of input from different languages. M’hamdi et al.
(2023) analyzes various approaches for continually
fine-tuning a pre-trained multilingual BERT model
to adapt to emerging data from different languages.
Recently, Gogoulou et al. (2023) examines the ad-
vantages and disadvantages of updating a language
model when new data comes from new languages.

Sign Language Translation. Camgoz et al.
(2018) is the first to approach sign language trans-
lation as a text generation task using deep learning,
where input features coming from raw images are
feed into a recurrent neural network. Their best
model adds an intermediate gloss layer between the
video features and the output text which adds gloss
supervision to the final loss. With the creation of
large datasets without gloss annotations, gloss-free
models are getting close to the state of the art (Li
et al., 2020b; Zhao et al., 2022; Yin et al., 2023; Lin
et al., 2023). Zhou et al. (2023) leverages masked
self-supervised learning with vision-language su-
pervision by pre-training with CLIP (Radford et al.,
2021). Chen et al. (2022a,b) also use pre-training
for the action recognition and text generation sub-
tasks and achieve the current state-of-the-art for the
Phoenix2014T dataset. Hamidullah et al. (2024)
pre-trains the textual part and Rust et al. (2024) the
visual part to achieve the current state-of-the-art for
the How2Sign dataset. Few works consider multi-
linguality (Yin et al., 2022; Hamidullah et al., 2024;
Zhang et al., 2024). Recently, Zhang et al. (2024)

DCSL/Zh DASL/en DD(iS/de DRSL/ru
MLSLT MLSLT MLSLT |— MLSLT
t=0 t=1 t=2 t=T

Figure 1: The multilingual sign language translation
model (MLSLT) is incrementally fine-tuned with data
from T different language pairs.

extend prior SLT pretraining efforts by scaling data,
model size, and translation directions, leveraging
noisy multilingual SLT data, parallel text corpora,
and augmented video captions to enhance cross-
lingual and cross-modal transfer for open-domain
SLT. Yin et al. (2022) present a transformer-based
multilingual system with a dynamic routing mech-
anism that controls the ratio among languages. We
train this system for our experiments as explained
in Section 4.4.

Video Feature Extraction. The most common
method to represent an original sign language video
is frame-level feature extraction using 2D CNNs
or 3D CNNs. Camgoz et al. (Camgoz et al., 2018,
2020) use 2D CNN s to extract features from frames.
Other commonly used features are those coming
from inflated 3D Convnets (I3D), developed for
action recognition (Carreira and Zisserman, 2017).
Similarly, Chen et al. (2022a) uses S3D (Xie et al.,
2018) features for transfer learning in the SLT
domain. Recent studies highlight important find-
ings in the transferability of sign language features
across different languages using transfer learning
techniques. For example, Kindiroglu et al. (2024)
demonstrate that transfer learning with domain-
specific attention and normalization techniques sig-
nificantly improves performance when transferring
knowledge between isolated sign language datasets.
Tongi (2021) find substantial accuracy improve-
ments when applying transfer learning from ASL
to DG S using an inflated 3D deep convolutional
neural network.

3 Continual Learning in Multilingual
Sign Language Translation

In this section, we formally define continual learn-
ing for multilingual SLT and introduce the models
that will be evaluated in subsequent sections.

3.1 Problem Definition

Continual Learning aims to tackle the ongoing chal-
lenges posed by sequentially arriving tasks. Each
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en/de/ zh en de zh en/de/zh en/de/zh en/de/zh
CSL — zh
DGS — de
BSL — en
z
DGS — de
BSL — en BSL — en
BSL DGS CSL DGS — de = H
—en | —de | —zh CSL — zh | BSL — en | | BSL — en |
MultiBase ‘ MultiBase ] ‘ MultiBase [ MultiBase [ MultiBase J
(a) MultiBase (b) Bilingual FT (c) Multilingual FT (d) Naive FT (e) Incremental FT

Figure 2: Schematic representation of the non-continual fine-tuning architectures discussed in Section 3.2. Notice
that there is only one language configuration for (a), (b) and (c), but 6 different language sequences for (d) and (e).
All fine-tunings are performed using the SP-10 dataset. Notice further that (b) results in three distinct systems, each
fine-tuned on only one of the three selected SP-10 languages.

task (language pair in our case) T3 = {x;,yi}, t =
1, ..., T includes specific input—output pairs and a
dataset size n;. The goal is for the model to adapt
to each new task T; as it arrives, while also retain-
ing its performance across all previously learned
tasks. Notice that when a new task arrives, the
data from the previous tasks might not be available
to the system anymore. We utilize the setup from
prior multilingual studies (Gogoulou et al., 2023;
M’hamdi et al., 2023) and explore continual fine-
tuning (CFT) of sign language translation models
in which a pre-trained multilingual sign language
translation model is incrementally fine-tuned using
a sequential data stream D = D1, Dy, ..., D,. In
this scenario depicted in Figure 1, each D; con-
tains data from a distinct language pair, such as
CSL — zh for Chinese, DGS — de for German,
etc. We conduct a series of experiments by varying
the sequence in which the language pairs are intro-
duced. Specifically, we experiment with datasets
for three language pairs: Chinese C'SL — zh,
German DGS — de, and English from the United
Kingdom BSL — en, resulting in six different
language pair sequences.

3.2 (Continual) Fine-tuning Methods and
Architectures

As done in previous works (M’ hamdi et al., 2023;
Winata et al., 2023) and before implementing truly

continual learning strategies, we define simple ref-
erence models based on fine-tuning a base multi-
lingual model described later in Section 4.4. This
base model is the first baseline where no adaptation
to the new datasets is performed:

Multilingual baseline (MultiBase). MultiBase
refers to the inference results of the pre-trained mul-
tilingual model on the downstream SP-10 dataset.

The next two methods below use all the new
data available for the desired language pair with
or without combining it with the other pairs but
without any notion of sequentiality:

Bilingual fine-tuning (Bilingual FT). This
method fine-tunes the base model with the new
bilingual SLT datasets independently for each lan-
guage pair, resulting in three distinct bilingual mod-
els corresponding to the three language pairs.

Multilingual fine-tuning (Multilingual FT).
This approach involves fine-tuning the base model
using the new data from the three language pairs
combined.

The next two methods below fine-tune the base
model sequentially without using a specific contin-
ual learning approach:

Naive fine-tuning (Naive FT). This strategy in-
volves sequentially fine-tuning the base model on
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each new task or language pair in the given se-
quence. At each step, the model is updated with
the data from the current task while entirely disre-
garding previously learned tasks. This approach
does not incorporate any mechanisms to preserve
knowledge from earlier tasks, making it prone to
catastrophic forgetting. Note again that for three
language pairs, six sequences are possible and have
been explored.

Incremental joint fine-tuning (Incremental FT).
This approach involves fine-tuning the model by
progressively incorporating the dataset for each
previously learned language pair as a new language
pair is introduced. Note that for three language
pairs, six block sequences are possible and have
been explored.

Figure 2 summarizes the multilingual baseline
and four fine-tuning architectures in a schematic
way. Finally, the last three methods in our study are
representative of three different continual learning
approaches:

Replay: Experience Replay (ER). ER
(Chaudhry et al., 2019) allocates a small, equal
memory budget for storing examples from
previously encountered languages. These stored
examples are revisited and incorporated into train-
ing while learning new tasks. This approach helps
the model retain knowledge from earlier tasks
by ensuring that previously learned information
is reinforced during training on new data. In
this approach, the loss is computed by jointly
optimizing performance on the current task and
retained examples from previous tasks. This
ensures the model learns new information while
maintaining knowledge from earlier tasks.

Regularization: Elastic Weight Consolidation
(EWC). EWC (Kirkpatrick et al., 2016b) intro-
duces a regularization term that penalizes signif-
icant changes in parameters identified as impor-
tant for previous tasks. By leveraging information
about the parameters’ relevance, estimated using
the Fisher Information Matrix, this method helps
the model retain knowledge from earlier tasks.

Architecture: MAD-X adapters (Adapters)
This model adds language-specific MAD-X
adapters (Pfeiffer et al., 2020) in each Transformer
encoder layer. During training, we fine-tune both
the adapter modules and the pre-trained multilin-
gual model. For inference, we use the pre-trained

MultiBase model along with the adapter modules
fine-tuned for each language pair, applied in se-
quence based on the order of the languages.

4 Experimental Setting

In this section, we describe the data and pre-
processing we use for training and testing the above
approaches, the evaluation metrics and methodol-
ogy, and describe the base model on top of which
all the experiments are performed.

4.1 Datasets

We train a gloss-free base multilingual SLT model
(MultiBase) using three commonly used datasets
from Chinese, German, and American sign lan-
guages.

How2Sign. A comprehensive American Sign
Language (AS L) dataset designed for multimodal
tasks (Duarte et al., 2021). It offers high-quality
RGB and depth video recordings of signers in vari-
ous scenarios, with detailed transcriptions and ASL
gloss annotations.

CSL-Daily. A Chinese Sign Language (C'SL)
dataset that focuses on daily communication con-
texts (Zhou et al., 2021). It provides high-definition
videos of native signers along with glosses and Chi-
nese text translations, ideal for continuous sign
language recognition and studying natural, conver-
sational sign language.

Phoenix2014T. A large-scale collection of Ger-
man Sign Language (DGS) videos featuring inter-
preters translating weather forecasts (Forster et al.,
2014). It includes gloss annotations and spoken
German translations, making it valuable for sign
language recognition and translation research.

For our downstream experiments —fine-tuning
and continual learning approaches—, we choose
SP-10, one of the few freely available multilingual
datasets for sign language translation.

Spreadthesign-Ten (SP-10). A multilingual
dataset containing videos and the corresponding
spoken translations in ten language pairs without
gloss information (Yin et al., 2022): CSL —
zh, UKL — uk, RSL — ru, BQN — bg,
ICL — is, DGS — de, ISE — it, SW L — sv,
LLS — lt, and BSL — en, collected from
Spreadthesign (Hilzensauer and Krammer, 2015).
We only consider BSL — en, CSL — zh, and
DGS — de for our experiments.
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Dataset Stage Lang pairs Train Dev  Test
How2Sign  Pre-training ASL — en 31047 1739 2343
CSL-Daily  Pre-training CSL — zh 18400 1077 1176
Phoenix14T Pre-training DGS —de 7096 519 642

Fine-tuning BSL —en 830 142 214
SP-10 Fine-tuning CSL — zh 830 142 211

Fine-tuning DGS — de 830 142 185

Table 1: Languages and the number of video-text seg-
ment pairs in the datasets used for the experiments.

Notice that while our multilingual base model is
trained with ASL (American Sign Language), we
use BSL (British Sign Language) for fine-tuning.
While American and British English are dialects of
the same language (English), American and British
Sign Language are genetically unrelated languages
(Jachova et al., 2008). The language pairs have
been chosen to consider both few-shot (Chinese
and German) and zero-shot (British sign language)
fine-tunings. The statistics of the datasets intro-
duced above are summarized in Table 1.

4.2 Data Processing

Video. = We compare two feature extractors as
frozen encoders to extract visual features. We
use the I3D backbone pre-trained on the WLASL
dataset for word-Level ASL recognition (Li et al.,
2020a) and the S3D model pre-trained on both
WLASL and the Kinetics-400 dataset for action
recognition (Kay et al., 2017), following the ap-
proach outlined by (Chen et al., 2022a).

We resize the resolution of all original video
frames to 224 x 224 pixels. For the I3D method,
we use only the RGB visual features, which are
extracted using a sliding window of eight frames
with a stride of two. The I3D model is initialized
with the default WLASL2000 weights. For the S3D
method, we utilize only the first four blocks of the
S3D model. Each video is processed through the
encoder to extract features, and the output from the
final S3D block is spatially pooled to a dimension
of g x 832, where F' is the total number of frames.

Text. We use the same tokenisation model as
in MultiBPEmb (Heinzerling and Strube, 2018).
MultiBEPemb uses SentencePiece (Kudo and
Richardson, 2018) on Wikipedia texts to learn the
BPE tokenization model. Our joint vocabulary for
the three languages consists of 19,056 subword
units.

4.3 Evaluation Metrics

For each language permutation, we sequentially
train on each dataset, evaluating the resulting sys-
tems across all languages after training on each
dataset. The model performance is assessed fol-
lowing (Miiller et al., 2022; Miiller et al., 2023)
by using three machine translation evaluation met-
rics: chrF (Popovié, 2015), BLEU (Papineni et al.,
2002), and BLEURT (Sellam et al., 2020). We
use sacreBLEU (Post, 2018) for BLEU? and chrF?
for evaluation. Additionally, the Python library for
BLEURT is utilized.

In order to assess the effect of catastrophic for-
getting in the continual learning framework, we
use backward transfer (BWT) and forward transfer
(FWT) metrics adapted from Lopez-Paz and Ran-
zato (2017). BWT measures how the learning of
new tasks affects the performance on previously
learned tasks. FWT measures how the knowledge
from previous tasks influences the learning of new
tasks. We formally define BWT and FWT as:

1 N-1
BWT = Z; Ry — Rig
1=

N
1
FWT = -+ g 2 Ri_1i — Rog,
1=

where N is the number of tasks, R; ; is the model’s
performance (using BLEURT) on task j after train-
ing on task ¢ and Ry ; is the performance of the
model on task 7 before the start of training. In both
cases, the higher the better.

4.4 Base Multilingual SLT Model, MultiBase

For our base model we train an end-to-end gloss-
free multilingual sign language translation system
presented in Yin et al. (2022). The system is based
on a Transformer model (Vaswani et al., 2017) with
three encoder and decoder layers. The MultiBase
system differs from the standard transformer by
introducing a dynamic routing mechanism that con-
trols the ratio of data and the degree of parameter
sharing between different languages. This system
has been proven to be a strong baseline; in fact,
it outperforms a multilingual system built by mix-
ing all the data together and appending language

’BLEU Inrefs:1|case:mixed|eff:yes
|[tok:13a|smooth:exp|version:1.4.22

3chrF Inrefs:1|case:mixed|eff:yes|nc:6
| space:no|version:1.4.22

*BLEURT using checkpoint BLEURT-20.
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tags (Johnson et al., 2017), and in some cases, it
surpasses the equivalent bilingual systems using
the state-of-the-art approach from Camgoz et al.
(2020).

We adapt the published code® and use the (con-
tinual) fine-tuning strategies for the SLT task pre-
sented above.

Experimental setup. We fix the learning rate
to 5e—4 for all experiments. We use a batch size
of 64, 51 = 0.9, B2 = 0.998, and label smoothing
of 0.4. For the multilingual pre-training stage, we
report the results for three seeds of 42, 43, and 44.
For the continual learning methods, unless stated
otherwise, we set A = 100000 for EWC and a
memory size © of 200 training samples for the ER
method. In all experiments, we run each algorithm
for 100 epochs. However, if the BLEU score on
the validation set fails to improve for 8 consecutive
evaluations, the learning rate will be reduced by a
factor of 0.5. This adjustment continues until the
learning rate reaches a minimum of 1 x 10~7. We
also fix a seed of 44 for the random initialization of
Numpy, random, and torch over all experiments in
(continual) fine-tuning methods. All experiments
are conducted on the same computing infrastruc-
ture, utilizing PyTorch version 1.4.0 and a single
NVIDIA Quadro RTX 6000 GPU with CUDA ver-
sion 10.1.

5 Results and Analysis
5.1 Base Multilingual SLT Model

Table 2 shows the automatic evaluation of the base
multilingual model, MultiBase. To better analyze
the efficacy of I3D and S3D for spatial embedding
in SLT, we evaluate our pre-trained multilingual
model on the test sets of Phoenix2014T, How2Sign,
and CSL-Daily datasets. We observe that spatial
embeddings from the S3D method yield better re-
sults. Based on this, we use the S3D method as our
visual feature extractor for the rest of the experi-
ments.

The performance of MultiBase is lower than
that of bilingual transformer-based specialized sys-
tems, probably due to the fact that the training
corpus is unbalanced and the intersection of the
vocabulary between the three languages is small.
A basic bilingual transformer achieves a BLEU
score of 8 for How2Sign (Tarrés et al., 2023),
13 for CSL-Daily (Zhou et al., 2021), 10 for

Shttps://mlslt.github.io/
SFor an ablation study on memory size, refer to Table 5.

Phoenix2014T (Camgoz et al., 2018) and 1-5 de-
pending on the language pair for SP-10 (Yin et al.,
2022), with an average score of 4.35 across all
languages for GASLT (Yin et al., 2023). In the
following section, we study the effects of continual
learning on SP-10.

Dataset Feat. chrF BLEU BLEURT
How2Sien 13D 18.0+0.5 1.3+0.0 0.314+0.01
Wes1g S3D 18.3+0.8 1.5+0.1 0.31£0.01
CSL-Dail 13D 4.0+0.3 2.6+04  0.2240.00
y S3D 4.8+0.7 3.540.8  0.2240.02
Phoenix14T 13D 31.5+£0.8 10.4+0.7 0.39£0.01
S3D 343423 122413 0.42+0.03

Table 2: Performance of the base multilingual pre-
trained model, MultiBase, according to evaluation met-
rics on the test set, including a comparison of the visual
feature extraction methods I3D and S3D (Feat.). We
report the mean and standard deviation over three seeds.

5.2 (Continual) Fine-tuning

We evaluate the learning techniques introduced in
Section 3.2 across all languages at the end of the
continual training pipeline. Table 3 shows a sum-
mary of translation quality and the transfer capa-
bility of the model (when possible) as the average
—mean and standard deviation— across the six lan-
guage pair combinations.

The non-continual learning techniques achieve
the best average translation quality results accord-
ing to all metrics. The Multilingual FT is the best
option, indicating its capability to capitalize on
combined dataset information. However, for highly
multilingual settings, one should increase the ca-
pacity of the model to represent all of the languages
properly and this might be too expensive compu-
tationally. Both Incremental FT and Bilingual FT
perform similarly, with Incremental FT showing a
slight advantage. Incremental FT provides a prac-
tical solution, particularly in situations where the
dataset is continuously growing. This approach is
resource-efficient, as it eliminates the need to man-
age and train multiple models separately. Instead,
it allows for the gradual updating of a single model
over time. The Bilingual FT approach involves
having multiple bilingual sign language translation
models which, can become inefficient as the num-
ber of language pairs increases.

Notice that the transfer capabilities for these ba-
sic techniques are slightly better (higher BWT and
FWT) than for the continual learning techniques
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Method chrF (1) BLEU(?) BLEURT (1) BWT(}) FWT (1)
MultiBase 954+70 00£00 0.1340.11 - -
Bilingual FT 106+£38 44+25 024+007 - -
Multilingual FT ~ 12.54+48 52429  0.25+0.07 - -
Naive FT 52422 174£09 015£001 -0.18+£0.01 -0.02 4+ 0.03
Incremental FT 114 +04 45+06 023+001 -0.01+0.01 -0.03+0.04
ER 944+08 27+£04 020£001 -0.04+£001 -0.03%0.04
EWC 50+16 12405 0144002 -0.12+£0.04 -0.06+0.05
Adapters 95401 00£00 0142000 -0.01+£001 0.00=%0.00

Table 3: Translation quality (chrF, BLEU, BLEURT) and transfer capability of the methods (BWT, FWT) on SP-10
as the average —mean and standard deviation— across the six language pair combinations. The upward arrow (1)
indicates that a higher value is better for the corresponding metric.

(ER, EWC and Adapters) and the average final
translation quality is better. However, to a greater
or lesser extent, all of them suffer from catastrophic
forgetting (BWT<O0). This is especially true for
Naive FT as expected, but also for EWC. These
two methods are even worse than MultiBase with
respect to translation quality. The continual learn-
ing approaches show matching or marginally im-
proved translation quality compared to MultiBase.
Confirming the trends observed in the previous ma-
chine learning literature (van de Ven and Tolias,
2019), ER is the best option for continual learn-
ing. We show translation quality per language in
Appendix B.

Order chrF BLEU BLEURT

BSL-DGS-CSL 97+34 31+£29 020£0.06
BSL-CSL-DGS 95+43 28+£09 0.20+£0.05
DGS-BSL-CSL  103+25 25+44 0.20+£0.05
DGS-CSL-BSL 80£44 28+26 021+0.08
CSL-DGS-BSL 96+48 21+£0.7 0.20+£0.03
CSL-BSL-DGS 95+50 31+£28 02240.06

Table 4: Impact of language order on the final perfor-
mance for the ER method. Results are reported as the
mean and standard deviation over three languages: En-
glish, Chinese, and German.

5.3 The Role of Language Pair Order

First, we evaluate the impact of ER —our best
continual learning approach— when applied to dif-
ferent sequences of language pairs. This helps us
determine whether the order in which languages
are presented affects the quality and efficiency of
the replay mechanism. Table 4 displays the final
performance averaged across the three language
pairs. While the BLEURT scores are quite similar,
a more nuanced view emerges when considering
both BLEU and BLEURT scores together. In this

context, the CSL-BSL-DGS order demonstrates a
superior overall final score.

N BSL
. DGS
CSL

0.25

0.20

T Score

=015

BLEUR

0.10

--I
-'-I
-'-I
e
--I

0.05

000851 DGS CSL BSL-CSL-DGS  DGS-BSL-CSL_ DGS-CSL-BSL CSL-DGS-BSL  CSL-BSL-DGS

drder

Figure 3: Language-specific performance comparison
based on each order for the ER method.

Additionally, we analyze language-specific
scores to understand how experience replay affects
performance on individual languages with different
language orders. This level of granularity allows us
to better analyze balanced performance and order
sensitivity. Figure 3 shows that our model does not
perform as well on German as compared to Chinese
or English. This is due to the fact that the Multi-
Base model has been trained with few German data
from a very specific domain (weather forecasts)
and therefore exhibits a rather limited capability to
generalize to other domains. From order sensitivity,
we can expect that a language pair that is presented
early in the order might benefit differently from
experience replay compared to a language pair pre-
sented later. This is almost true, as Figure 3 shows
that a language pair tends to perform better when
it does not appear in the first place.

ER is not the only method that is sensitive to
the input order of the datasets. Figure 4 shows the
average BLEU scores across the three language
pairs for different methods—ER, Naive FT, and
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Incremental FT

BLEU Score

0 BSL-DGS-CSL. BSL-CSL-DGS ~ DGS-BSL-CSL. DGS-CSL-BSL CSL-DGS-BSL  CSL-BSL-DGS

Order

Figure 4: Performance comparison as measured by
BLEU between different methods on each language
order.

Incremental FT—across the six different orderings.
As highlighted earlier in Table 3, Incremental FT
yields the highest BLEU scores, both overall and
for each specific language pair order. Experience
Replay (ER) ranked second, while Naive FT pro-
duced nearly identical scores for each language
pair and displayed similar trends on the graph. We
also present the translation quality results for Mul-
tilingual FT, Incremental FT, and ER along with
the reference translations in Appendix C.

6 Summary and Conclusion

We presented the first study on continual learning
for multilingual sign language translation. Our
multilingual setting involves three language pairs:
BSL — en, CSL — zh, and DGS — de. We
first pre-trained a multilingual SLT model using
two different video feature extraction methods, I3D
and S3D, with S3D achieving better translation
quality under the same conditions. We then com-
pare a range of standard fine-tuning and continual
learning methods. Multilingual and Incremental
fine-tuning are the methods that offer the best aver-
age translation quality and Incremental fine-tuning
is also able to minimize the effect of catastrophic
forgetting. Experience replay is the best within the
continual learning methods irrespective of the size
of the memory buffer.

The language pair order plays a role in our ex-
periments. We observe that languages seen later
during training are improved compared to an early
appearance. We also observe that the adaptation
to DGS — de is the most difficult one as the
base multilingual model does not cover the lan-
guage pair properly (few and narrow-domain data).
Curiously, translation quality into English is good
even if the multilingual base model is trained with

ASL data and the continual fine-tuning is done
with a BSL corpus. This indicates that, given the
low overall translation quality, the decoder perfor-
mance (text generation into English in this case)
is the most important factor. Stronger base mul-
tilingual models are needed for sign language to
achieve comparable results to their textual machine
translation counterparts.

Limitations

Our work has several limitations. Firstly, the num-
ber of language pairs we investigated is limited, and
a more diverse set of language pairs should be ex-
plored. To achieve this, we need a multilingual sign
language translation model capable of understand-
ing a broader range of sign languages. Recently,
Tanzer and Zhang (2024) introduced YouTube-SL-
25, a large-scale, open-domain multilingual sign
language parallel corpus that includes at least 55
sign languages. This resource could facilitate the
study of a wider variety of language pair orders,
including those from high-resource to low-resource
languages. Secondly, while our multilingual base
model provides a strong foundation, achieving a
BLEU score of 6.3 on English and 7.4 on Chi-
nese, which surpasses the results reported in the
base paper by Yin et al. (2022), there is still signif-
icant room for improvement. Recent works, such
as Hamidullah et al. (2024), have introduced ad-
vancements in multilingual sign language transla-
tion models. Such improvements could lead to
more robust comparisons between continual learn-
ing methods and yield clearer, more interpretable
results, advancing the field of multilingual sign
language translation.
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A Experience Replay Effectiveness

We conduct additional experiments to better un-
derstand the effectiveness of experience replay in
multilingual sign language translation focusing on
the memory size.

In ER, one can assess how memory capacity
influences the model’s performance in retaining
and applying learned knowledge across languages
by adjusting the amount of stored experience. Ta-
ble 5 presents a comparison of the performance
across various memory sizes, ranging from 100
to 800 training samples. The BLEU scores indi-
cate that performance peaks with a memory size of
800; however, the improvement is marginal and not
significantly different from a memory size of 200
samples. Additionally, when considering BLEURT
scores, there is no difference observed across the
different memory sizes.

Method chrF BLEU BLEURT

ER-100 9.1£03 24+05 0.20=£0.00
ER-200 94 +£08 27+04 0.204£0.01
ER-400 95=£0.7 27+07 0.20£0.01
ER-800 94+04 28+04 0.204£0.01

Table 5: Experiments with different memory sizes (num-
ber of past examples) per language in experience replay.

B Performance per Language Pair

Table 6 presents the average final performance
of the model, as measured by chrF, BLEU, and
BLEURT, across the six language pair combina-
tions for each language. When considering all met-
rics, it is evident that the fine-tuning methods per-
form better in English and Chinese than in German,
as shown in Figure 3. Among the continual fine-
tuning methods, ER demonstrates the best overall
performance for each language. When consider-
ing all methods, Multilingual FT clearly delivers
the best results, achieving an average chrF of 12.5,
BLEU of 5.2, and BLEURT of 0.25, with the fi-
nal scores penalized by the performance on the
German data.

C Translation Quality Comparison

In this section, we present a comparative analy-
sis of the translation quality achieved using three
methods, which have demonstrated the best perfor-
mance: Multilingual FT, Incremental FT, and ER.
For both Incremental FT and ER, the translation

quality is shown across six different language per-
mutations. As discussed previously in Appendix B,
the translation quality in English and Chinese is su-
perior to that in German, which is also reflected in
Table 7. We believe this is because the pre-trained
model has encountered more samples in English
and Chinese than in German. Another noteworthy
observation is the difference in translation qual-
ity across permutations, which further emphasizes
the importance of stronger continual learning ap-
proaches to achieve balanced translation quality
across all sign language permutations.
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Method ‘ de ‘ en ‘ zh ‘ avg

| chrF BLEU  BLEURT | chrF BLEU BLEURT | chrf  BLEU BLEURT | chrF BLEU  BLEURT
MultiBase | 146 0.0 006 | 125 0.0 026 | L5 0.0 009 | 95470 00£00 0.13+0.11
Bilingual FT 12,0 15 0.16 13.6 55 027 63 62 028 10638 44+25 0.24+007
Multilingual FT | 14.1 1.9 0.17 163 63 030 7.1 74 0.28 125448 52£29 025+0.07
Naive FT 62+53 06+10 0.11+£004] 69+65 18+28 019£007 | 26+37 25+39 015+£008| 52422 1.7£09 0.15+0.01
Incremental FT | 133405 18404 0164001 | 144+08 51+08 028+001 [65+£07 66+11 0244001 | 114404 45+06 0.23+001
ER 103426 0.6+1.0 0154001 [126+1.5 30421 024+003[54+13 46+18 023+001| 94+08 27+04 0.20+001
EWC 60%£50 06+10 010£005| 67£56 12+19 017£007 | 22432 18+£28 0.14+£007 | 5016 1.2+£05 0.14+0.02
Adapters 144£03 00£00 0064001 | 125400 00+£00 026+000|15£00 00£00 0.094£000| 95£01 00+£00 0.14+0.00

Table 6: The average final performance across the six language pair combinations for each language and method.
We report the mean and standard deviation for the last five methods over six language pair combinations.
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Method Translation
Reference(en) | can i offer you anything to eat?
Multilingual FT | can i offer you anything to drink?
Incremental FT
BSL-CSL-DGS | can i offer you anything to drink?
BSL-DGS-CSL | can i offer you anything to drink?
CSL-BSL-DGS | cani offer you anything to drink?
CSL-DGS-BSL | can i offer you anything to drink?
DGS-BSL-CSL | can i offer you anything to drink?
DGS-CSL-BSL | cani offer you anything to drink?
ER
BSL-CSL-DGS | do you have been there.
BSL-DGS-CSL | c<unk>, please.
CSL-BSL-DGS | come on!
CSL-DGS-BSL | can i offer you anything to drink?
DGS-BSL-CSL | do you have any<unk>?
DGS-CSL-BSL | can i offer you anything to drink?
Reference(de) | wo ist das nidchste postamt?
Multilingual FT | wo ist die post?
Incremental FT
BSL-CSL-DGS | wo ist die g<unk><unk>?
BSL-DGS-CSL | wo ist die post?
CSL-BSL-DGS | wo ist die g<unk><unk>?
CSL-DGS-BSL | wie ist die post?
DGS-BSL-CSL | wie<unk> g<unk><unk>?
DGS-CSL-BSL | wo ist die pr<unk>ungen?
ER
BSL-CSL-DGS | wennst du die s<unk>?
BSL-DGS-CSL | wo ist ein wo ist ein b<unk><unk><unk>?
CSL-BSL-DGS | was mochten sie<unk>?
CSL-DGS-BSL | wo ist der s<unk>?
DGS-BSL-CSL | ich habe einen<unk>men <unk>.
DGS-CSL-BSL | ich habe diesen f<unk><unk>.
Reference(zh) | /A8 ST 405
Multilingual FT | {/RE 53 7 15?
Incremental FT
BSL-CSL-DGS | fR%H3E?
BSL-DGS-CSL | /REZHE A2
CSL-BSL-DGS | /RE 5 T 15?
CSL-DGS-BSL | /REZ A3 T 152
DGS-BSL-CSL | 1RELf3E T 15?2
DGS-CSL-BSL | #RAEZ At 42
ER
BSL-CSL-DGS | s m &2
BSL-DGS-CSL | /REEZEXHE?
CSL-BSL-DGS | {RETIIIFEARE?
CSL-DGS-BSL | /483 %
DGS-BSL-CSL | 1REHZET 152
DGS-CSL-BSL | /R/EA T2

Table 7: Translation Quality Comparison Among Multilingual FT, Incremental FT, and ER
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