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Abstract
This paper investigates the knowledge of lan-
guage models from the perspective of Bayesian
epistemology. We explore how language mod-
els adjust their confidence and responses when
presented with evidence with varying levels of
informativeness and reliability. To study these
properties, we create a dataset with various
types of evidence and analyze language models’
responses and confidence using verbalized con-
fidence, token probability, and sampling. We
observed that language models do not consis-
tently follow Bayesian epistemology: language
models follow the Bayesian confirmation as-
sumption well with true evidence but fail to
adhere to other Bayesian assumptions when en-
countering different evidence types. Also, we
demonstrated that language models can exhibit
high confidence when given strong evidence,
but this does not always guarantee high accu-
racy. Our analysis also reveals that language
models are biased toward golden evidence and
show varying performance depending on the
degree of irrelevance, helping explain why they
deviate from Bayesian assumptions.

1 Introduction

Large Language models (LLMs) have advanced
to the point where they can naturally respond to
various practical tasks such as question-answering,
code generation and conversation (OpenAI et al.,
2023; Gemini Team et al., 2024). However, limi-
tations like hallucination and trustworthiness still
exist, and research efforts continue to address these
issues (Huang et al., 2023; Sun et al., 2024; Xiao
and Wang, 2021; Zhang et al., 2023). In this pa-
per, we take a different approach by examining
large language models from a philosophical per-
spective: we investigate whether language models
can be said to possess knowledge. In epistemology,
knowledge is traditionally analyzed using three con-
ditions—truth, justification, and belief—often as-
sociated with the justified true belief (JTB) frame-
work (Audi, 1997). Prior NLP research has focused

on two aspects: factual correctness (i.e. the truth
condition) – assessing whether the response of a
model is correct (Hendrycks et al., 2021; Srivastava
et al., 2023) – and justification, which encompasses
explanation generation (Wei et al., 2023; Camburu
et al., 2018) and evidence finding (Thorne et al.,
2018).

In this work, we investigate whether the model
believes its own responses (the belief condition):
specifically, the relationship between belief and
the language model’s justification, expressed as
evidence. Since belief is a challenging concept
to define, this paper focuses on belief from the
perspective of Bayesian epistemology, which inter-
prets belief as a quantitative and functional variable.
According to Bayesian epistemology, the degree of
belief can be interpreted and measured as probabil-
ity, called probability norm. In particular, regarding
the confirmation of belief, we should adjust the con-
fidence of belief based on evidence. Specifically,
when H represents the hypothesis (or belief), E,
the evidence for the belief, and θ representing the
background information or prior knowledge, we
can define 3 primitive assumptions:1

Confirmation Assumption: E confirms H if
and only if P (H | E, θ) > P (H | θ)

Disconfirmation Assumption: E disconfirms H
if and only if P (H | θ) > P (H | E, θ).

Irrelevance Assumption: E is irrelevant to H if
and only if P (H | θ) = P (H | E, θ).

1According to Hájek (2003); Vassend (2023), we treat
conditional probability as a primitive concept representing
the likelihood of an event occurring under certain conditions,
rather than relying on the standard ratio formula P (H | E) =
P (H∩E)
P (E)

. This approach allows us to apply the Bayesian as-
sumption more intuitively, even in cases where P (E) = 0 or
with contradictory evidence. For instance, when observing an
unlikely event, such as a shark in a freshwater lake, we still
make judgments based on the observation despite it contradict-
ing common knowledge. A detailed discussion can be found
in Hájek (2003).
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  Q: What organelles do animal   
  cells use to convert food into     
  energy?
  Evidence: ...animals use         
  mitochondria to convert ...

  Q: What organelles do animal   
  cells use to convert food into     
  energy?
  Evidence: ...This discourse     
  evoked thoughts of                   
  mitocondria... 

Answer:
mitochondria
Confidence:

0.9

Answer:
mitochondria
Confidence:

0.9

  Q: What organelles do animal   
  cells use to convert food into     
  energy?
  Evidence: ... When a tire goes 
  flat, its shape changes....

Answer:
   tire

Confidence:
0.1

Gold
Evidence

Coincidental
evidence

Irrelevant
Evidence

  Q: What organelles do animal   
  cells use to convert food into     
  energy?
  Evidence: ...animals                 
  utilize chloroplasts ...

  Q: What organelles do animal   
  cells use to convert food into     
  energy?
  Evidence: ...animals use         
  mitochondria...That's why         
  animals utilize chloroplasts...

Answer:
chloroplasts
Confidence:

0.8

Answer:
mitochondria
Confidence:

0.9

  Q: What organelles do animal   
  cells use to convert food into     
  energy?
  Evidence: When an animal     
  needs energy, it eats food...

Answer:
mitochondria
Confidence:

0.9

Conflicting
Evidence

Contradictory
Evidence

Incomplete
Evidence

Figure 1: The overall experimental method and simple examples of the evidence dataset for Confirmation Task. As
golden evidence that aligns with the question is given to language models, it shows high confidence and accuracy.
However, if language models encounter irrelevant evidence, it responds with low confidence. Further results and
analysis are reported in Section 4.1.

Also, if we define belief in terms of probability,
the strength of the evidence should also be reflected
in the confidence. That is,

• Evidence Power Assumption: E′ confirms
H more strongly than E′′ if and only if P (H |
E′, θ) > P (H | E′′, θ)

(Horwich, 1982; Howson, 2000; Talbott, 2006; Há-
jek and Hartmann, 2010). The degrees of belief
should not only be a probability. The probabilities
assigned to these beliefs must align with the cali-
bration norm, meaning they should correspond to
the actual likelihood of the event occurring, that is,
the actual frequency (Williamson, 2010).

The goal of this paper is to explore whether dif-
ferent types of evidence are reflected in language
models’ confidence and responses. The evidence
here is not merely perturbations altering the correct-
ness of information, i.e., informativeness, but our
dataset also includes variations and modifications
for reliability factors such as coincidence, timeli-
ness, source of credibility, etc.

Our paper shows that language models can ex-
hibit high confidence and accuracy when encoun-
tering true evidence but respond inconsistently
with conflicting evidence and reduce confidence
and accuracy with irrelevant evidence, contrary to
Bayesian assumptions. We also found that LLMs
are biased toward golden evidence (typical of anno-
tated information that forms part of datasets) and
perform differently across the gradient of irrele-
vance, supporting an understanding of why LLMs
deviate from Bayesian epistemology.

2 Related Works

Calibration of LLMs Calibration of language
models is a key metric for ensuring faithful re-
sponses, with log probabilities often representing
model confidence (Kadavath et al., 2022; Lee et al.,
2023; Guo et al., 2017). As models have scaled,
research has expanded to verbalized confidence,
where models generate their own confidence (Lin
et al., 2022; Mielke et al., 2022; Tian et al., 2023b).
While confidence can improve model performance
(Zhao et al., 2023; Tian et al., 2023a), some studies
focus on interpreting this confidence as measuring
uncertainty in semantic space (Kuhn et al., 2023)
and exploring confidence through prompt and sam-
pling methods (Xiong et al., 2024).

Zhou et al. (2023) explored how epistemic mark-
ers affect calibration. However, unlike their fo-
cus on linguistic markers, our work examines how
changes in epistemic evidence, containing infor-
mation on both content and reliability, influence
confidence and calibration. Yu and Ji (2024) re-
port that logical probability and language model
probability can differ. This supports our findings
that language models may not incorporate evidence
into their responses and confidence.

Adversarial Context With in-context learning,
studies have examined how few-shot demonstra-
tions and explanations affect responses (Brown
et al., 2020; Wei et al., 2022). Wang et al. (2023a)
showed even inaccurate demonstrations could be
used in Chain-of-Thought (COT) prompting, while
Chia et al. (2023) improved question accuracy with

10579



contrastive demonstrations. Chen et al. (2023) stud-
ied how the number of demonstrations impacts
accuracy. Feng et al. (2023) measures language
models’ responses and probability shifts in tempo-
ral relations based on subtle contextual changes.
While these works focus on accuracy, we explore
how direct question evidence influences not only
accuracy but also confidence and calibration.

Turpin et al. (2023); Lanham et al. (2023) tested
perturbations in COT inputs and their impact on an-
swers, similar to our approach. While they focused
on modifying explanations based on informative-
ness (e.g., incorrectness or relevance), our paper
investigates whether LLMs reflect diverse evidence
in their confidence and calibration, specifically ex-
ploring the effects of coincidental evidence and
varying source credibility on model confidence.

3 Methods

We first generate various types of evidence by
few-shot prompting large language models (LLMs)
with questions and annotated support from SciQ
(Welbl et al., 2017), TriviaQA (Joshi et al., 2017),
GSM8K (Cobbe et al., 2021). Refer to Appendix
I.2 for details. We then used this evidence to eval-
uate how the models’ confidence and responses
change based on the type of evidence provided
as shown in Figure 1. Influenced by Bayesian
epistemology, we defined a confirmation task to
measure whether language models can reflect the
confirmation, disconfirmation, or irrelevance as-
sumption introduced in Section 1. Also, we created
a strength-of-evidence task to assess LLM’s ability
to represent the various power of evidence. To mea-
sure the probability norm for adjusting confidence
according to the evidence, we used an average con-
fidence across all samples. In order to measure the
response, such as correctness or calibration norm,
we used accuracy (ACC) and Expected Calibra-
tion Error (ECE). In both the confirmation task and
the strength-of-evidence task, we used zero-shot
prompting for inference.

3.1 Experimental Design

We estimated the confidence of language models
using verbalized confidence (Verb. 1S top-1) (Tian
et al., 2023b), token probability, and sampling (Lee
et al., 2023; Xiong et al., 2024). Refer to Appendix
H.2 and I.1 for details. Smaller-scale open-source
LLMs did not tend to generate responses in the
correct format matching the prompt of verbalized

confidence. Also, following observations from
Tian et al. (2023b) that closed-source models are
better at generating verbal confidence than open-
source models, we used GPT-3.5-turbo-0125 and
GPT-4o-2024-05-13 for inference. We used SciQ
(Welbl et al., 2017), TriviaQA (Joshi et al., 2017)
and GSM8K (Cobbe et al., 2021) as the source
datasets for our Confirmation task, and used only
SciQ dataset for Strength of Evidence task, as a
scientific question is suitable for making various
degree of reliable evidence (see Appendix H for
experimental details and dataset statistics).

3.2 Confirmation Task
The objective of the confirmation task to observe
and analyze the changes in the language model’s
confidence and responses when presented with vari-
ous types of evidence, compared to scenarios where
the language models receive the original evidence,
E, or in the absence of evidence, and assess how
these changes align with three assumptions: Con-
firmation, Disconfirmation, and Irrelevance intro-
duced section 1. Let the entire dataset be

D = {(Qi, Ai, Ei) | Qi is a question,

Ai is an answer for Qi,

and Ei is evidence for Qi and Ai}.
(1)

and
Ei = (si1, si2, . . . , sin) (2)

where sij is an evidence sentence in the collec-
tion of sentences Ei indexed by j = {1, . . . , n}.
For the experiment, we need to create modified
(Qi, Ai, E

′
i) where E′

i is a perturbation of Ei. The
following are the types of E′

i:

1. Conflicting Evidence
Conflicting evidence refers to abnormal in-
formation that hinders reaching the correct
answer, introducing misinformation or con-
flicting beliefs with the golden evidence Ei.
Specifically, evidence where sij in Ei are re-
placed with their conflicting counterpart sen-
tences s̃ij . Thus, E′

i is conflicting evidence if
and only if

E′
i = (s̃i1, s̃i2, . . . , s̃in), ∀sij ∈ Ei.

2. Incomplete Evidence
Evidence that includes only a subset of sen-
tences from the original evidence collection
Ei. Thus, E′

i is a proper subset of Ei. In our
experiments, we discard approximately half
the sentences from Ei (i.e. |E′

i| ≈ 0.5× |Ei|).
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3. Contradictory Evidence
The original evidence Ei is concatenated with
additional negated sentences from Ei. Thus,
E′

i is contradictory evidence if and only if

E′
i = Ei ∪N where N ⊂ {s̃ij | sij ∈ Ei}

such that |N | = 0.5 × |Ei|. That is, adding
50% of the conflicting evidence to the original
evidence.

4. Irrelevant Evidence
Irrelevant evidence is E′

i = Ej where j ̸=
i. That is, Ei is randomly shuffled within
the dataset D so that the evidence Ei of tu-
ple (Qi, Ai, Ei) is replaced with evidence Ej

from a different tuple (Qj , Aj , Ej).

5. Coincidental Evidence
For the SciQ and TriviaQA dataset, unlike
other types of evidence, coincidental evidence
does not include incorrect answers but expla-
nations reaching the golden answer by irra-
tional reasoning or epistemic luck. Examples
include explanations derived from guessing or
vague memories. For GSM8K, coincidental
evidence consists of a wrong reasoning pro-
cess but a correct final answer.

We can see the concise examples of the evidence
in Figure 1.

3.3 Strength of Evidence

This task differs from the Confirmation task in that
it focuses on the strength of evidence. Unlike the
modified E′ used in the Confirmation task, the evi-
dence used here includes the correct answer but per-
turbation of reliability. The goal is to understand
how differences in the strength of evidence im-
pact confidence and calibration and assess whether
LLMs align with Evidence Power Assumption in
section 1. For each (Qi, Ai) pair, two types of
perturbation (Qi, Ai, E

′
i) and (Qi, Ai, E

′′
i ) are cre-

ated. E′
i represents more reliable evidence, while

E′′
i represents relatively less reliable evidence. The

following are the types of evidence:

1. Source of Credibility
For each (Qi, Ai) pair, E′

i means evidence
from a highly reputable and authoritative
source, while E′′

i means evidence from an
anonymous online post or an individual.

2. Specificity and Detail
This involves varying the detail and specificity
of the evidence. Similar to source of credibil-
ity, for each (Qi, Ai), E′

i is highly detailed
evidence, while E′′

i is evidence with general
mentions related to the question.

3. Timeliness
This involves modifying the evidence based
on its recency. For each (Qi, Ai), E′

i consists
of recent findings and experiments, while E′′

i

consists of relatively older findings and exper-
iments.

4. Experimental Evidence
For each (Qi, Ai), E′

i includes evidence de-
rived from precise and controlled experiments,
while E′′

i includes evidence where the answer
is observed by a witness without experiments.

4 Results and Analysis

4.1 LLMs on Confirmation task
The results of the Confirmation task using verbal-
ized confidence are in Table 1, while the token
probability and sampling methods are shown in Ta-
bles 2 and 3 in Appendix A. In Tables 4, 5 and 6
located in Appendix B, we calculated p-values to
compare confidence, accuracy, and ECE between
providing no evidence (labeled No_EVI), original
(labeled EVI), and perturbed evidence sets to deter-
mine if there were significant differences in model
performance across these metrics based on the type
of evidence. Tables 1, 2, and 3, show the changes
in various metrics based on the evidence, and Ta-
ble 4, 5, and 6 indicate whether those changes are
statistically significant.

LLMs follow confirmation assumption In Ta-
bles 1, 2 and 3, the NO_EVI and EVI column show
that when E is golden evidence that helps con-
firm the answer, we observe P (H | E) > P (H)
across all models, datasets and methods we used.
In Tables 4, 5, and 6, when golden evidence is pro-
vided, the p-value for confidence showed at least a
marginal increase, with a significant difference par-
ticularly observed in verbal, which align well with
the Confirmation Assumption of Bayesian episte-
mology. Moreover, both accuracy (ACC) and ex-
pected calibration error (ECE) showed improved re-
sults when given such confirming evidence, which
leads to at least marginal difference in p-value, ex-
cept for ECE in verbal. This indicates that language
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Dataset Metric No_EVI EVI Coincidence Irrelevant Conflict Incomplete Contradiction

GPT-3.5-turbo

SciQ
Confidence 0.851 0.943 0.835 0.714 0.827 0.928 0.945
Accuracy ↑ 0.67 0.841 0.854 0.53 0.572 0.77 0.847

ECE ↓ 0.18 0.111 0.071 0.262 0.304 0.161 0.108

Trivia
Confidence 0.827 0.922 0.818 0.69 0.797 0.897 0.925
Accuracy ↑ 0.846 0.879 0.971 0.698 0.702 0.86 0.869

ECE ↓ 0.035 0.058 0.153 0.125 0.211 0.06 0.076

GSM8K
Confidence 0.74 0.998 0.988 0.765 0.931 0.96 0.949
Accuracy ↑ 0.078 0.951 0.843 0.066 0.023 0.666 0.777

ECE ↓ 0.662 0.048 0.148 0.699 0.911 0.307 0.197

GPT-4o

SciQ
Confidence 0.925 0.986 0.902 0.861 0.875 0.948 0.977
Accuracy ↑ 0.73 0.915 0.88 0.7 0.675 0.82 0.905

ECE ↓ 0.195 0.073 0.04 0.171 0.2 0.128 0.072

Trivia
Confidence 0.915 0.933 0.895 0.878 0.866 0.909 0.926
Accuracy ↑ 0.94 0.96 0.99 0.935 0.86 0.945 0.955

ECE ↓ 0.037 0.027 0.095 0.063 0.048 0.036 0.037

GSM8K
Confidence 0.924 0.991 0.83 0.89 0.883 0.96 0.957
Accuracy ↑ 0.24 0.97 0.54 0.195 0.165 0.774 0.96

ECE ↓ 0.684 0.033 0.406 0.705 0.718 0.186 0.013

Table 1: The result of confirmation task with verbal confidence methods. We used 200 samples for GPT-4o due to
the cost limit. NO_EVI refers the question with no context which means P (H | θ), serving as baseline. Others
are the case of P (H | E, θ) where evidence appears in the context. EVI refers to the context in which the golden
evidence from the dataset is given, while the other evidence types are those mentioned in section 3.2.

models have strong confidence and handle informa-
tion well when the evidence contains purely helpful
information for deriving the correct answer. This
indicates language models satisfy the probability
norm and calibration norm in the confirmation case.

Unlike SciQ and Trivia, the accuracy signifi-
cantly improves when evidence is provided, and
ECE significantly decreases in GSM8K. It shows
that language models have parametric knowledge
about SciQ and Trivia datasets and struggle with
complex reasoning tasks without explanations and
reaffirms the importance of explanation in arith-
metic tasks (Wei et al., 2023).

LLMs inconsistently disconfirm conflicting ev-
idence Based on Tables 1, 2, and 3, when con-
flicting evidence that does not lead to the correct
answer is provided, confidence tends to decrease.
However, the p-value in Tables 4, 5, and 6 reveals
that conflicting evidence does not have a significant
effect on confidence. With further investigation,
only GPT-4o was found to significantly reduce its
confidence with a p-value of 0.003.

On the other hand, accuracy decreased signif-
icantly across all confidence methods. ECE sig-
nificantly increased only in the verbal and token
methods. Low confidence indicates that LLMs do
not follow the conflicting evidence to generate an
answer, but rather that the conflicting evidence cre-
ates confusion with existing parametric knowledge,
which leads to lower accuracy and higher ECE.

We made the following assumptions regarding
this issue: Conflicting evidence can cause the
model’s confidence to become inconsistent, with
overly low or high confidence appearing regardless
of accuracy, which may increase ECE (although
low confidence is likely to occur more frequently).
Alternatively, conflicting evidence can disrupt the
model’s learned patterns, making its confidence
less reflective of actual accuracy, thereby leading
to higher ECE.

In conclusion, only GPT-4o with verbal method
exhibited behavior aligned with Bayesian discon-
firmation assumptions, showing a decrease in both
confidence and accuracy when conflicting evidence
was presented.

LLMs handle contradictory evidence as golden
evidence In most models and methods, con-
tradictory evidence, which contains both correct
and conflicting evidence in the context, shows in-
creased confidence and accuracy compared to the
no-evidence baseline, with p-values close to 0.05
for both cases. Additionally, ECE also decreases
with p-value around 0.1. It means that despite the
presence of conflicting information, the model ap-
pears highly confident and well-calibrated in al-
most all scenarios, which is similar with golden
evidence case. This suggests that LLMs can ef-
fectively filter the given context and generate re-
sponses without conflicting with their parametric
knowledge. Unlike the case with conflicting evi-
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(a)

(e)

(d)(c)(b)

(h)(g)(f)

Figure 2: The results of the Strength of Evidence task on the SciQ dataset with verbal confidence method. The
blue bar indicates more credible, specific, recent, and experimental evidence, while the red bar represents less
credible, less specific, older, and observational evidence provided to the LLMs. We found that, in all models and
datasets, strong evidence leads to high confidence with verbalized confidence. However, it does not always result in
improvements in ACC and ECE.

dence, it can be interpreted that the influence of
golden evidence offsets the presence of incorrect
sentences. Hence, LLMs do not consider contra-
dictory evidence as disconfirming their beliefs.

LLMs cannot handle coincidental evidence well.
When coincidental evidence was provided in both
the token and sampling methods, confidence in-
creased marginally (See Tables 2, 3, 5, and 6). In
terms of verbal confidence in Tables 1 and 4, it
was found that there was no significant difference
between reliable and unreliable evidence. These
indicate that the language model fails to capture
the unreliability of evidence and, as a result, cannot
properly reflect this in its confidence. However,
based on the increased accuracy and its meaningful
p-value results, it was revealed that the language
model incorporated this unreliable evidence into
its response to arrive at the correct answer. The
ECE also decreased for both the token probability
method and the sampling method. The general re-
sults for token probability and sampling methods
suggest that when confidence is measured using
these methods, coincidental evidence can have sim-
ilar effects as golden evidence. On the other hand,
there was no significant difference in ECE when
using verbal confidence.

In conclusion, the language model appears to
have problems with handling unreliable evidence.
This is likely because, during training, the model

is mostly exposed to correct data and does not fre-
quently encounter incorrect situations.

Incomplete evidence acts as a positive hint. In-
complete evidence, though not as strong as the
golden evidence case, led to a marginal increase in
confidence across all confidence methods. Accu-
racy and ECE also showed a tendency to marginally
increase and decrease, respectively. In most cases,
displaying a pattern very similar to that of the
golden evidence case. Incomplete evidence does
not contain inaccurate information and is a partial
subset of the gold evidence, acting as a hint. Simi-
lar to the contradictory evidence case, we observe
that the language model is biased towards imperfect
golden evidence. Therefore, while not as effective
as golden evidence, the language model reflects
the information from the evidence well without
distraction.

LLMs are confused by irrelevant evidence Ex-
cept for the sampling method, when irrelevant ev-
idence was provided, confidence decreased either
statistically significantly or marginally. In terms of
accuracy, it was found that accuracy significantly
decreased. Furthermore, in the verbal method, ECE
is also notably increased.

This indicates that language models are severely
distracted by irrelevant text in terms of the content
of the evidence as in Shi et al. (2023). These results
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showed that LLMs do not align with the irrelevance
assumption of Bayesian epistemology.

4.2 LLMs on Strength of Evidence task

The results of the Strength of Evidence task using
the verbalized confidence method, token probabil-
ity method, sampling method are reported in Figure
2, with Figures 4 and 5 located in Appendix C. In
Table 7, we calculated p-values to compare confi-
dence, accuracy, and ECE between more reliable
evidence and less reliable evidence to determine if
there were significant differences in model perfor-
mance across these metrics based on the strength
of the evidence. Hence, as in section 4.1, we can
observe the variations in different metrics depend-
ing on the power of evidence in Figures 2, 4, and 5,
and check the statistical significance in Table 7.

Strong evidence can give high confidence in Ver-
bal and Sampling methods, but cannot guaran-
tee accurate response In Figures 2, 5 and Table
7, the confidence increases when more reliable evi-
dence is provided in verbal and sampling methods.
Additionally, the p-values for verbal confidence
and sampling confidence between weak and strong
evidence are 0.015 and 0.038, respectively. This in-
dicates that the model’s response confidence signif-
icantly increases when strong evidence is provided.

In verbal methods, as in (a), (b), (e), (f) in Figure
2, when low credible source and low detailed evi-
dence were used, accuracy increased and ECE de-
creased. This suggests that in some cases, strong ev-
idence may not be as useful as we expected for the
language model to infer the correct answer. High
confidence combined with low accuracy ultimately
leads to overconfidence in incorrect predictions,
resulting in high ECE. On the other hand, as in
(c), (d),(g), (h) in Figure 2, evidence containing the
latest information or experiments showed higher
confidence and accuracy compared to older infor-
mation or observation-based evidence. Except for
GPT-3.5 with experimental evidence, the ECE of
stronger evidence was also lower, indicating that us-
ing stronger evidence in the cases of timeliness and
experiments results in well-calibrated models. This
means that in these cases, the language model uti-
lizes the given evidence effectively and accurately
reflects the information in its predictions.

The sampling confidence showed higher accu-
racy when high-reliability evidence is provided in
most cases except for specificity. We consider
this phenomenon another positive aspect of self-

consistent decoding (Wang et al., 2023b). A single
response might not fully capture the reliability of
evidence, such as credibility, timeliness, etc. How-
ever, multiple responses can increase the likelihood
of accurately reflecting these aspects.

In the case of specificity, both verbalized confi-
dence and sampling failed to adequately to reflect
the concreteness of the evidence in the responses.
We interpreted that more detailed information can
enhance confidence, but it also suggests that such
excessive information may hinder the extraction of
correct answers that match the question.

Token probability cannot reflect various degrees
of reliability. As in Figure 4 in Appendix C, with
token probability, confidence did not increase even
when stronger evidence was presented. For exam-
ple, with token probability, when the specificity
of the evidence was altered or when the source’s
credibility was varied in GPT-4o, it failed to reflect
confidence according to the strength of the evi-
dence accurately. However, it accurately reflected
reliability changes according to the source’s credi-
bility, timeliness, and whether an experiment was
conducted in the evidence to its accuracy. Addi-
tionally, it showed a decrease in ECE in cases of
timeliness and experimental evidence.

Through this experiment, we found that when
stronger evidence is provided to the language
model, it can significantly increase its verbalized
and sampling confidence. However, this does not
always lead to improvements in accuracy-related
performance.

5 Ablation

LLMs tend to focus more on correct than incor-
rect information. In Section 4.1, we interpreted
that the language model possesses a certain degree
of knowledge about the question in its parameters
and tends to be biased towards contexts aligned
with this parametric knowledge rather than context
hindering it, as seen in golden, contradictory, and
incomplete evidence. To justify this, we conducted
an experiment adjusting the ratio of golden sen-
tences in conflicting, incomplete, and contradictory
evidence. Figure 3 (a) and (d) show that as the
number of original golden sentences decreases and
the conflicting sentence increases, the performance
of the language model gradually declines. How-
ever, it decreases significantly when there are no
golden sentences left. Moreover, Figure 3 (b) and
(e) demonstrate that as the original golden sentence
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(a)

(d)

(c)

(f)

(b)(a)

(e)(d)

Figure 3: The results for the degree of variations in evidence for the SciQ dataset with verbalized method. We
modified the number of conflicting sentences in conflicting evidence, sentences in incomplete evidence, and
contradictory sentences in contradictory evidence (See Appendix F for entire results).

decreases, performance decreases. On the other
hand, Figure 3 (c) and (f) indicate that if the golden
evidence sentences is sufficiently given, increas-
ing the number of contradictory sentences does
not affect the confidence and performance even if
both of the numbers of contradictory sentences and
golden evidence sentences are same. This shows
that the language model focuses more on the given
golden evidence in the context than inaccurate evi-
dence, and this is why it maintains confidence and
calibration despite incomplete and contradictory
evidence.

Why do LLMs get confused by irrelevant con-
text? Two interpretations are possible for the ir-
relevant case

1. The language model does not recognize irrel-
evant evidence as irrelevant when it is in the
same field but differs in content.

2. The language model considers irrelevant evi-
dence as a kind of noise, which distracts the
model and causes confusion.

To verify (1), instead of extracting irrelevant evi-
dence from the same dataset, we used contexts from
different datasets, for SciQ and TriviaQA dataset,
we used evidence of GSM8K, and for GSM8K,

using TriviaQA. As we can see in Figure 6 in Ap-
pendix G, even when using a new irrelevant sen-
tence, it did not completely match the completely ir-
relevant assumption. However, surprisingly, when
using evidence from a completely different field,
we found that the confidence, accuracy, and ECE
metrics approached closer to the baseline no ev-
idence case (P(H)) than when we used evidence
where the content was different but the field was
the same. This implies that as the irrelevance in-
creases, the LLMs become less distracted by the
context. Therefore, we interpreted that there is
a possibility that the LLMs satisfy the irrelevant
assumption of Bayesian epistemology.

6 Why Do LLMs Struggle to Follow
Bayesian Assumptions?

We speculate that LLMs may not fully adhere
to Bayesian assumptions due to limitations in
both their training data and methods. Pretraining
datasets, primarily sourced from web crawls with
filtering and books (Gao et al., 2020), expose mod-
els mostly to well-justified information and correct
explanations. This allows them to excel in deriving
correct answers but limits their ability to handle
coincidental evidence or conflicting beliefs, which
are underrepresented in the data.

In addition to data limitations, the training meth-
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ods used for LLMs diverge significantly from hu-
man language acquisition. Humans encounter unre-
liable and conflicting situations through interaction
and experience with the real world. In contrast,
LLMs are trained in a largely supervised manner,
resulting in a lack of semantic understanding (Ben-
der and Koller, 2020; Bisk et al., 2020; Soni et al.,
2024). As a result, these limitations may explain
why LLMs fail to fully align with Bayesian assump-
tions when faced with conflicting or unexpected
scenarios, as they lack the experiential grounding
to properly handle such evidence.

7 Conclusion

In this paper, we explored how changes in the
informativeness and reliability of evidence affect
the confidence and response of language models.
Specifically, we examined how well language mod-
els stick to the probability and calibration norms
outlined in Bayesian epistemology. We demon-
strated that language models partially align with
Bayesian epistemology, following confirmation as-
sumptions but failing to adhere to disconfirmation
and irrelevance assumptions. It can be interpreted
that language models do not possess a justified
belief in the view of Bayesian epistemology. Addi-
tionally, we found that LLMs show a bias toward
golden evidence and modify their confidence and
response relative to the degree of irrelevance, which
helps clarify their deviation from Bayesian assump-
tions. These findings provide philosophical insight
into the nature of "belief" in LLMs, highlighting
their biases and limitations.

8 Limitations

In this paper, we did not theoretically investigate
the causes behind the observed phenomena, such
as the training algorithm and model architecture,
leaving such investigations and their potential im-
plications for future research. One limitation of our
dataset is the varying nature of conflicting evidence,
some evidence is entirely incompatible, while other
types obstruct correct answers. Hence, as we var-
ied the extent of irrelevance in the ablation study, a
finer classification of conflicting evidence could
benefit future research. Additionally, Bayesian
epistemology is not the only theory for defining
knowledge. Therefore, our results do not imply a
definitive conclusion about whether LLMs possess
beliefs or knowledge. We did not conduct a hu-
man evaluation as a baseline in this study as our

focus was on aligning language models with ideal
Bayesian epistemology. Future research could in-
corporate human evaluation to further assess how
models’ belief updating and confidence calibration
compare to human cognitive processes. Lastly, fur-
ther research using more complex and practical
datasets, as well as developing new algorithms to
address the issues identified in this study, will be
valuable in advancing robust AI systems.
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Ashwin Sreevatsa, Jennifer Prendki, David Soergel,
Adrian Goedeckemeyer, Willi Gierke, Mohsen Jafari,
Meenu Gaba, Jeremy Wiesner, Diana Gage Wright,

Yawen Wei, Harsha Vashisht, Yana Kulizhskaya, Jay
Hoover, Maigo Le, Lu Li, Chimezie Iwuanyanwu,
Lu Liu, Kevin Ramirez, Andrey Khorlin, Albert
Cui, Tian LIN, Marcus Wu, Ricardo Aguilar, Keith
Pallo, Abhishek Chakladar, Ginger Perng, Elena Al-
lica Abellan, Mingyang Zhang, Ishita Dasgupta,
Nate Kushman, Ivo Penchev, Alena Repina, Xihui
Wu, Tom van der Weide, Priya Ponnapalli, Car-
oline Kaplan, Jiri Simsa, Shuangfeng Li, Olivier
Dousse, Fan Yang, Jeff Piper, Nathan Ie, Rama Pa-
sumarthi, Nathan Lintz, Anitha Vijayakumar, Daniel
Andor, Pedro Valenzuela, Minnie Lui, Cosmin Padu-
raru, Daiyi Peng, Katherine Lee, Shuyuan Zhang,
Somer Greene, Duc Dung Nguyen, Paula Kurylow-
icz, Cassidy Hardin, Lucas Dixon, Lili Janzer, Kiam
Choo, Ziqiang Feng, Biao Zhang, Achintya Sing-
hal, Dayou Du, Dan McKinnon, Natasha Antropova,
Tolga Bolukbasi, Orgad Keller, David Reid, Daniel
Finchelstein, Maria Abi Raad, Remi Crocker, Pe-
ter Hawkins, Robert Dadashi, Colin Gaffney, Ken
Franko, Anna Bulanova, Rémi Leblond, Shirley
Chung, Harry Askham, Luis C. Cobo, Kelvin Xu,
Felix Fischer, Jun Xu, Christina Sorokin, Chris Al-
berti, Chu-Cheng Lin, Colin Evans, Alek Dimitriev,
Hannah Forbes, Dylan Banarse, Zora Tung, Mark
Omernick, Colton Bishop, Rachel Sterneck, Rohan
Jain, Jiawei Xia, Ehsan Amid, Francesco Piccinno,
Xingyu Wang, Praseem Banzal, Daniel J. Mankowitz,
Alex Polozov, Victoria Krakovna, Sasha Brown, Mo-
hammadHossein Bateni, Dennis Duan, Vlad Firoiu,
Meghana Thotakuri, Tom Natan, Matthieu Geist,
Ser tan Girgin, Hui Li, Jiayu Ye, Ofir Roval, Reiko
Tojo, Michael Kwong, James Lee-Thorp, Christo-
pher Yew, Danila Sinopalnikov, Sabela Ramos, John
Mellor, Abhishek Sharma, Kathy Wu, David Miller,
Nicolas Sonnerat, Denis Vnukov, Rory Greig, Jen-
nifer Beattie, Emily Caveness, Libin Bai, Julian
Eisenschlos, Alex Korchemniy, Tomy Tsai, Mimi
Jasarevic, Weize Kong, Phuong Dao, Zeyu Zheng,
Frederick Liu, Fan Yang, Rui Zhu, Tian Huey Teh,
Jason Sanmiya, Evgeny Gladchenko, Nejc Trdin,
Daniel Toyama, Evan Rosen, Sasan Tavakkol, Lint-
ing Xue, Chen Elkind, Oliver Woodman, John Car-
penter, George Papamakarios, Rupert Kemp, Sushant
Kafle, Tanya Grunina, Rishika Sinha, Alice Tal-
bert, Diane Wu, Denese Owusu-Afriyie, Cosmo
Du, Chloe Thornton, Jordi Pont-Tuset, Pradyumna
Narayana, Jing Li, Saaber Fatehi, John Wieting,
Omar Ajmeri, Benigno Uria, Yeongil Ko, Laura
Knight, Amélie Héliou, Ning Niu, Shane Gu, Chenxi
Pang, Yeqing Li, Nir Levine, Ariel Stolovich, Re-
beca Santamaria-Fernandez, Sonam Goenka, Wenny
Yustalim, Robin Strudel, Ali Elqursh, Charlie Deck,
Hyo Lee, Zonglin Li, Kyle Levin, Raphael Hoff-
mann, Dan Holtmann-Rice, Olivier Bachem, Sho
Arora, Christy Koh, Soheil Hassas Yeganeh, Siim
Põder, Mukarram Tariq, Yanhua Sun, Lucian Ionita,
Mojtaba Seyedhosseini, Pouya Tafti, Zhiyu Liu, An-
mol Gulati, Jasmine Liu, Xinyu Ye, Bart Chrzaszcz,
Lily Wang, Nikhil Sethi, Tianrun Li, Ben Brown,
Shreya Singh, Wei Fan, Aaron Parisi, Joe Stan-
ton, Vinod Koverkathu, Christopher A. Choquette-
Choo, Yunjie Li, TJ Lu, Abe Ittycheriah, Prakash

10589



Shroff, Mani Varadarajan, Sanaz Bahargam, Rob
Willoughby, David Gaddy, Guillaume Desjardins,
Marco Cornero, Brona Robenek, Bhavishya Mit-
tal, Ben Albrecht, Ashish Shenoy, Fedor Moiseev,
Henrik Jacobsson, Alireza Ghaffarkhah, Morgane
Rivière, Alanna Walton, Clément Crepy, Alicia Par-
rish, Zongwei Zhou, Clement Farabet, Carey Rade-
baugh, Praveen Srinivasan, Claudia van der Salm,
Andreas Fidjeland, Salvatore Scellato, Eri Latorre-
Chimoto, Hanna Klimczak-Plucińska, David Bridson,
Dario de Cesare, Tom Hudson, Piermaria Mendolic-
chio, Lexi Walker, Alex Morris, Matthew Mauger,
Alexey Guseynov, Alison Reid, Seth Odoom, Lu-
cia Loher, Victor Cotruta, Madhavi Yenugula, Do-
minik Grewe, Anastasia Petrushkina, Tom Duerig,
Antonio Sanchez, Steve Yadlowsky, Amy Shen,
Amir Globerson, Lynette Webb, Sahil Dua, Dong
Li, Surya Bhupatiraju, Dan Hurt, Haroon Qureshi,
Ananth Agarwal, Tomer Shani, Matan Eyal, Anuj
Khare, Shreyas Rammohan Belle, Lei Wang, Chetan
Tekur, Mihir Sanjay Kale, Jinliang Wei, Ruoxin
Sang, Brennan Saeta, Tyler Liechty, Yi Sun, Yao
Zhao, Stephan Lee, Pandu Nayak, Doug Fritz, Man-
ish Reddy Vuyyuru, John Aslanides, Nidhi Vyas,
Martin Wicke, Xiao Ma, Evgenii Eltyshev, Nina Mar-
tin, Hardie Cate, James Manyika, Keyvan Amiri,
Yelin Kim, Xi Xiong, Kai Kang, Florian Luisier,
Nilesh Tripuraneni, David Madras, Mandy Guo,
Austin Waters, Oliver Wang, Joshua Ainslie, Jason
Baldridge, Han Zhang, Garima Pruthi, Jakob Bauer,
Feng Yang, Riham Mansour, Jason Gelman, Yang Xu,
George Polovets, Ji Liu, Honglong Cai, Warren Chen,
XiangHai Sheng, Emily Xue, Sherjil Ozair, Christof
Angermueller, Xiaowei Li, Anoop Sinha, Weiren
Wang, Julia Wiesinger, Emmanouil Koukoumidis,
Yuan Tian, Anand Iyer, Madhu Gurumurthy, Mark
Goldenson, Parashar Shah, MK Blake, Hongkun Yu,
Anthony Urbanowicz, Jennimaria Palomaki, Chrisan-
tha Fernando, Ken Durden, Harsh Mehta, Nikola
Momchev, Elahe Rahimtoroghi, Maria Georgaki,
Amit Raul, Sebastian Ruder, Morgan Redshaw, Jin-
hyuk Lee, Denny Zhou, Komal Jalan, Dinghua Li,
Blake Hechtman, Parker Schuh, Milad Nasr, Kieran
Milan, Vladimir Mikulik, Juliana Franco, Tim Green,
Nam Nguyen, Joe Kelley, Aroma Mahendru, Andrea
Hu, Joshua Howland, Ben Vargas, Jeffrey Hui, Kshi-
tij Bansal, Vikram Rao, Rakesh Ghiya, Emma Wang,
Ke Ye, Jean Michel Sarr, Melanie Moranski Preston,
Madeleine Elish, Steve Li, Aakash Kaku, Jigar Gupta,
Ice Pasupat, Da-Cheng Juan, Milan Someswar, Tejvi
M., Xinyun Chen, Aida Amini, Alex Fabrikant, Eric
Chu, Xuanyi Dong, Amruta Muthal, Senaka Buth-
pitiya, Sarthak Jauhari, Nan Hua, Urvashi Khan-
delwal, Ayal Hitron, Jie Ren, Larissa Rinaldi, Sha-
har Drath, Avigail Dabush, Nan-Jiang Jiang, Har-
shal Godhia, Uli Sachs, Anthony Chen, Yicheng
Fan, Hagai Taitelbaum, Hila Noga, Zhuyun Dai,
James Wang, Chen Liang, Jenny Hamer, Chun-Sung
Ferng, Chenel Elkind, Aviel Atias, Paulina Lee, Vít
Listík, Mathias Carlen, Jan van de Kerkhof, Marcin
Pikus, Krunoslav Zaher, Paul Müller, Sasha Zykova,
Richard Stefanec, Vitaly Gatsko, Christoph Hirn-
schall, Ashwin Sethi, Xingyu Federico Xu, Chetan

Ahuja, Beth Tsai, Anca Stefanoiu, Bo Feng, Ke-
shav Dhandhania, Manish Katyal, Akshay Gupta,
Atharva Parulekar, Divya Pitta, Jing Zhao, Vivaan
Bhatia, Yashodha Bhavnani, Omar Alhadlaq, Xiaolin
Li, Peter Danenberg, Dennis Tu, Alex Pine, Vera
Filippova, Abhipso Ghosh, Ben Limonchik, Bhar-
gava Urala, Chaitanya Krishna Lanka, Derik Clive,
Yi Sun, Edward Li, Hao Wu, Kevin Hongtongsak,
Ianna Li, Kalind Thakkar, Kuanysh Omarov, Kushal
Majmundar, Michael Alverson, Michael Kucharski,
Mohak Patel, Mudit Jain, Maksim Zabelin, Paolo
Pelagatti, Rohan Kohli, Saurabh Kumar, Joseph Kim,
Swetha Sankar, Vineet Shah, Lakshmi Ramachan-
druni, Xiangkai Zeng, Ben Bariach, Laura Weidinger,
Amar Subramanya, Sissie Hsiao, Demis Hassabis,
Koray Kavukcuoglu, Adam Sadovsky, Quoc Le,
Trevor Strohman, Yonghui Wu, Slav Petrov, Jeffrey
Dean, and Oriol Vinyals. 2024. Gemini: A family of
highly capable multimodal models.

Chuan Guo, Geoff Pleiss, Yu Sun, and Kilian Q. Wein-
berger. 2017. On calibration of modern neural net-
works.

Alan Hájek. 2003. What conditional probability could
not be. Synthese, 137(3):273–323.

Alan Hájek and Stephan Hartmann. 2010. Bayesian
epistemology. In DancyJ, editor, A Companion to
Epistemology. Blackwell.

Dan Hendrycks, Collin Burns, Steven Basart, Andy Zou,
Mantas Mazeika, Dawn Song, and Jacob Steinhardt.
2021. Measuring massive multitask language under-
standing.

Paul Horwich. 1982. Probability and Evidence. Cam-
bridge University Press, Cambridge.

Colin Howson. 2000. Hume’s Problem: Induction and
the Justification of Belief. Oxford University Press,
New York.

Lei Huang, Weijiang Yu, Weitao Ma, Weihong Zhong,
Zhangyin Feng, Haotian Wang, Qianglong Chen,
Weihua Peng, Xiaocheng Feng, Bing Qin, and Ting
Liu. 2023. A survey on hallucination in large lan-
guage models: Principles, taxonomy, challenges, and
open questions. ArXiv, abs/2311.05232.

Mandar Joshi, Eunsol Choi, Daniel Weld, and Luke
Zettlemoyer. 2017. TriviaQA: A large scale distantly
supervised challenge dataset for reading comprehen-
sion. In Proceedings of the 55th Annual Meeting of
the Association for Computational Linguistics (Vol-
ume 1: Long Papers), pages 1601–1611, Vancouver,
Canada. Association for Computational Linguistics.

Saurav Kadavath, Tom Conerly, Amanda Askell, Tom
Henighan, Dawn Drain, Ethan Perez, Nicholas
Schiefer, Zac Hatfield-Dodds, Nova DasSarma, Eli
Tran-Johnson, Scott Johnston, Sheer El-Showk,
Andy Jones, Nelson Elhage, Tristan Hume, Anna
Chen, Yuntao Bai, Sam Bowman, Stanislav Fort,
Deep Ganguli, Danny Hernandez, Josh Jacobson,

10590

http://arxiv.org/abs/2312.11805
http://arxiv.org/abs/2312.11805
http://arxiv.org/abs/1706.04599
http://arxiv.org/abs/1706.04599
https://doi.org/10.1023/b:synt.0000004904.91112.16
https://doi.org/10.1023/b:synt.0000004904.91112.16
http://arxiv.org/abs/2009.03300
http://arxiv.org/abs/2009.03300
https://api.semanticscholar.org/CorpusID:265067168
https://api.semanticscholar.org/CorpusID:265067168
https://api.semanticscholar.org/CorpusID:265067168
https://doi.org/10.18653/v1/P17-1147
https://doi.org/10.18653/v1/P17-1147
https://doi.org/10.18653/v1/P17-1147


Jackson Kernion, Shauna Kravec, Liane Lovitt, Ka-
mal Ndousse, Catherine Olsson, Sam Ringer, Dario
Amodei, Tom Brown, Jack Clark, Nicholas Joseph,
Ben Mann, Sam McCandlish, Chris Olah, and Jared
Kaplan. 2022. Language models (mostly) know what
they know.

Lorenz Kuhn, Yarin Gal, and Sebastian Farquhar. 2023.
Semantic uncertainty: Linguistic invariances for un-
certainty estimation in natural language generation.

Tamera Lanham, Anna Chen, Ansh Radhakrishnan,
Benoit Steiner, Carson Denison, Danny Hernan-
dez, Dustin Li, Esin Durmus, Evan Hubinger, Jack-
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Bao Sheng Loe, Barret Zoph, Bartłomiej Bojanowski,
Batuhan Özyurt, Behnam Hedayatnia, Behnam
Neyshabur, Benjamin Inden, Benno Stein, Berk
Ekmekci, Bill Yuchen Lin, Blake Howald, Bryan
Orinion, Cameron Diao, Cameron Dour, Cather-
ine Stinson, Cedrick Argueta, César Ferri Ramírez,
Chandan Singh, Charles Rathkopf, Chenlin Meng,
Chitta Baral, Chiyu Wu, Chris Callison-Burch, Chris
Waites, Christian Voigt, Christopher D. Manning,
Christopher Potts, Cindy Ramirez, Clara E. Rivera,
Clemencia Siro, Colin Raffel, Courtney Ashcraft,
Cristina Garbacea, Damien Sileo, Dan Garrette, Dan
Hendrycks, Dan Kilman, Dan Roth, Daniel Free-
man, Daniel Khashabi, Daniel Levy, Daniel Moseguí
González, Danielle Perszyk, Danny Hernandez,
Danqi Chen, Daphne Ippolito, Dar Gilboa, David Do-
han, David Drakard, David Jurgens, Debajyoti Datta,
Deep Ganguli, Denis Emelin, Denis Kleyko, Deniz
Yuret, Derek Chen, Derek Tam, Dieuwke Hupkes,
Diganta Misra, Dilyar Buzan, Dimitri Coelho Mollo,
Diyi Yang, Dong-Ho Lee, Dylan Schrader, Ekaterina
Shutova, Ekin Dogus Cubuk, Elad Segal, Eleanor
Hagerman, Elizabeth Barnes, Elizabeth Donoway, El-
lie Pavlick, Emanuele Rodola, Emma Lam, Eric Chu,
Eric Tang, Erkut Erdem, Ernie Chang, Ethan A. Chi,
Ethan Dyer, Ethan Jerzak, Ethan Kim, Eunice En-

gefu Manyasi, Evgenii Zheltonozhskii, Fanyue Xia,
Fatemeh Siar, Fernando Martínez-Plumed, Francesca
Happé, Francois Chollet, Frieda Rong, Gaurav
Mishra, Genta Indra Winata, Gerard de Melo, Ger-
mán Kruszewski, Giambattista Parascandolo, Gior-
gio Mariani, Gloria Wang, Gonzalo Jaimovitch-
López, Gregor Betz, Guy Gur-Ari, Hana Galijase-
vic, Hannah Kim, Hannah Rashkin, Hannaneh Ha-
jishirzi, Harsh Mehta, Hayden Bogar, Henry Shevlin,
Hinrich Schütze, Hiromu Yakura, Hongming Zhang,
Hugh Mee Wong, Ian Ng, Isaac Noble, Jaap Jumelet,
Jack Geissinger, Jackson Kernion, Jacob Hilton, Jae-
hoon Lee, Jaime Fernández Fisac, James B. Simon,
James Koppel, James Zheng, James Zou, Jan Kocoń,
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Appendix

A Results of Confirmation task

Dataset Metric No_EVI EVI Coincidence Irrelevant Conflict Incomplete Contradiction

GPT-3.5-turbo

SciQ
Confidence 0.671 0.781 0.785 0.594 0.638 0.723 0.764
Accuracy ↑ 0.676 0.829 0.839 0.526 0.6 0.792 0.837

ECE ↓ 0.312 0.171 0.154 0.44 0.381 0.205 0.16

Trivia
Confidence 0.834 0.864 0.894 0.699 0.759 0.843 0.849
Accuracy ↑ 0.858 0.872 0.976 0.653 0.742 0.851 0.857

ECE ↓ 0.134 0.127 0.127 0.324 0.251 0.141 0.139

GSM8K
Confidence 0.218 0.932 0.933 0.172 0.738 0.765 0.801
Accuracy ↑ 0.098 0.961 0.852 0.068 0.028 0.677 0.755

ECE ↓ 0.777 0.046 0.148 0.725 0.939 0.299 0.222

GPT-4o

SciQ
Confidence 0.621 0.799 0.833 0.565 0.653 0.744 0.813
Accuracy ↑ 0.711 0.92 0.905 0.675 0.655 0.835 0.925

ECE ↓ 0.276 0.082 0.1 0.314 0.334 0.165 0.078

Trivia
Confidence 0.837 0.916 0.911 0.824 0.824 0.889 0.91
Accuracy ↑ 0.944 0.955 0.99 0.905 0.82 0.94 0.95

ECE ↓ 0.06 0.047 0.01 0.088 0.173 0.064 0.05

GSM8K
Confidence 0.354 0.865 0.54 0.299 0.372 0.755 0.842
Accuracy ↑ 0.249 0.97 0.505 0.227 0.191 0.83 0.955

ECE ↓ 0.715 0.03 0.473 0.697 0.74 0.157 0.037

Table 2: The result of confirmation task with token probability method. We used 200 samples for GPT-4o due to the
cost limit. NO_EVI refers the question with no context which means P (H | θ), serving as baseline. Others are the
case of P (H | E, θ) where evidence appears in the context. EVI refers to the context in which the golden evidence
from the dataset is given, while the other evidence types are those mentioned in section 3.2.

Dataset Metric No_EVI EVI Coincidence Irrelevant Conflict Incomplete Contradiction

GPT-3.5-turbo

SciQ
Confidence 0.874 0.921 0.916 0.798 0.828 0.888 0.922
Accuracy ↑ 0.693 0.846 0.853 0.551 0.617 0.777 0.853

ECE ↓ 0.18 0.076 0.077 0.248 0.211 0.111 0.074

Trivia
Confidence 0.921 0.939 0.963 0.822 0.862 0.924 0.934
Accuracy ↑ 0.869 0.884 0.979 0.668 0.693 0.856 0.884

ECE ↓ 0.057 0.059 0.034 0.154 0.17 0.072 0.076

GSM8K
Confidence 0.422 0.986 0.977 0.377 0.838 0.86 0.848
Accuracy ↑ 0.12 0.967 0.849 0.059 0.028 0.716 0.756

ECE ↓ 0.302 0.036 0.138 0.318 0.81 0.144 0.091

GPT-4o

SciQ
Confidence 0.872 0.968 0.959 0.852 0.871 0.923 0.965
Accuracy ↑ 0.694 0.934 0.924 0.708 0.698 0.84 0.933

ECE ↓ 0.18 0.06 0.102 0.149 0.114 0.132 0.066

Trivia
Confidence 0.845 0.973 0.973 0.943 0.918 0.966 0.97
Accuracy ↑ 0.945 0.969 0.99 0.924 0.843 0.924 0.959

ECE ↓ 0.053 0.026 0.016 0.04 0.122 0.042 0.038

GSM8K
Confidence 0.506 0.958 0.684 0.481 0.529 0.875 0.957
Accuracy ↑ 0.3 0.969 0.587 0.257 0.224 0.829 0.969

ECE ↓ 0.206 0.065 0.156 0.224 0.305 0.103 0.051

Table 3: The result of confirmation task with sampling method. We used 200 samples for GPT-4o due to the cost
limit. NO_EVI refers the question with no context which means P (H | θ), serving as baseline. Others are the case
of P (H | E, θ) where evidence appears in the context. EVI refers to the context in which the golden evidence from
the dataset is given, while the other evidence types are those mentioned in section 3.2.
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B Results of p-value for Confirmation task

We consider p ≤ 0.05 as statistically significant, while 0.05 < p ≤ 0.1 is regarded as marginally
significant.

NO_EVI-EVI NO_EVI-Coincidence NO_EVI-IRR NO_EVI-Conflict NO_EVI-Incomplete NO_EVI-Contradiction
Confidence 0.033 0.779 0.059 0.99 0.084 0.035
ACC 0.077 0.056 0.066 0.002 0.097 0.071
ECE 0.114 0.18 0.075 0.058 0.149 0.126

Table 4: The p-values obtained from paired t-tests for Verbal Confidence, Accuracy, and ECE between the No
Evidence baseline and other types of evidence.

NO_EVI-EVI NO_EVI-Coincidence NO_EVI-IRR NO_EVI-Conflict NO_EVI-Incomplete NO_EVI-Contradiction
Confidence 0.062 0.074 0.012 0.445 0.082 0.056
ACC 0.082 0.057 0.052 0.001 0.09 0.073
ECE 0.079 0.068 0.218 0.006 0.096 0.073

Table 5: The p-values obtained from paired t-tests for Token Probability Confidence, Accuracy, and ECE between
the No Evidence baseline and other types of evidence.

NO_EVI-EVI NO_EVI-Coincidence NO_EVI-IRR NO_EVI-Conflict NO_EVI-Incomplete NO_EVI-Contradiction
Confidence 0.069 0.083 0.366 0.392 0.085 0.06
ACC 0.073 0.048 0.07 0.015 0.105 0.062
ECE 0.037 0.016 0.248 0.181 0.059 0.04

Table 6: The p-values obtained from paired t-tests for Sampling method, Accuracy, and ECE between the No
Evidence baseline and other types of evidence.
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C Results of Strength of evidence task

(a)

(e)

(d)(c)(b)

(h)(g)(f)

Figure 4: The results of the Strength of Evidence task on the SciQ dataset with token probability method. The blue
bar represents the cases where the strength of evidence is high. Specifically, the blue bar indicates the context from
more credible sources, more specific, recent, and experimental evidence, while the red color represents less credible
sources, less specific, old, and observational evidence.

(a)

(e)

(d)(c)(b)

(h)(g)(f)

Figure 5: The results of the Strength of Evidence task on the SciQ dataset with sampling method. The blue bar
represents the cases where the strength of evidence is high. Specifically, the blue bar indicates the context from
more credible sources, more specific, recent, and experimental evidence, while the red color represents less credible
sources, less specific, old, and observational evidence.
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D Results of pvalue for Strength of evidence task

P-values between more reliable evidence and less reliable evidence
Method Verbal Token Sampling
Confidence 0.015 0.758 0.038
ACC 0.486 0.217 0.222
ECE 0.401 0.048 0.817

Table 7: The p-values obtained from paired t-tests for confidence, accuracy, and ECE between the less reliable
evidence and strong evidence.
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E Results of Gemini-1.5-flash

Dataset Metric No_EVI EVI Coincidence Irrelevant Conflict Incomplete Contradiction

Gemini-1.5-Flash

SciQ
Confidence 0.93 0.983 0.851 0.554 0.771 0.936 0.96
Accuracy ↑ 0.65 0.86 0.885 0.66 0.62 0.79 0.87

ECE ↓ 0.28 0.123 0.082 0.263 0.218 0.146 0.09

Trivia
Confidence 0.909 0.881 0.791 0.45 0.644 0.855 0.854
Accuracy ↑ 0.855 0.91 0.97 0.62 0.73 0.88 0.93

ECE ↓ 0.087 0.063 0.179 0.252 0.234 0.086 0.076

GSM8K
Confidence 0.987 1.0 0.703 0.546 0.552 0.967 0.967
Accuracy ↑ 0.165 0.97 0.64 0.15 0.07 0.74 0.965

ECE ↓ 0.822 0.03 0.373 0.476 0.542 0.277 0.044

Table 8: The result of confirmation task with verbal method. We used 200 samples for Gemini-1.5-Flash due to the
cost limit.

Dataset Metric No_EVI EVI Coincidence Irrelevant Conflict Incomplete Contradiction

Gemini-1.5-Flash

SciQ
Confidence 0.9 0.965 0.954 0.864 0.907 0.942 0.963
Accuracy ↑ 0.665 0.895 0.91 0.57 0.58 0.795 0.89

ECE ↓ 0.335 0.105 0.09 0.43 0.42 0.205 0.11

Trivia
Confidence 0.882 0.964 0.971 0.882 0.915 0.95 0.96
Accuracy ↑ 0.838 0.905 0.97 0.593 0.65 0.839 0.9

ECE ↓ 0.162 0.095 0.03 0.407 0.35 0.161 0.1

GSM8K
Confidence 0.826 0.99 0.962 0.818 0.907 0.954 0.989
Accuracy ↑ 0.19 0.97 0.64 0.14 0.055 0.715 0.965

ECE ↓ 0.81 0.03 0.356 0.859 0.945 0.285 0.035

Table 9: The result of confirmation task with token probability method. We used 200 samples for Gemini-1.5-Flash
due to the cost limit.

Dataset Metric No_EVI EVI Coincidence Irrelevant Conflict Incomplete Contradiction

Gemini-1.5-Flash

SciQ
Confidence 0.952 0.991 0.987 0.91 0.955 0.98 0.992
Accuracy ↑ 0.656 0.898 0.911 0.57 0.617 0.799 0.904

ECE ↓ 0.294 0.107 0.081 0.339 0.337 0.186 0.09

Trivia
Confidence 0.929 0.969 0.929 0.885 0.907 0.969 0.99
Accuracy ↑ 0.839 0.894 0.839 0.599 0.658 0.84 0.894

ECE ↓ 0.11 0.076 0.11 0.293 0.248 0.134 0.096

GSM8K
Confidence 0.72 0.996 0.947 0.705 0.852 0.936 0.994
Accuracy ↑ 0.19 0.97 0.633 0.151 0.061 0.721 0.97

ECE ↓ 0.53 0.034 0.314 0.554 0.791 0.215 0.032

Table 10: The result of confirmation task with sampling method. We used 200 samples for Gemini-1.5-Flash due to
the cost limit.

Dataset Metric High Source Low Source High Spec Low Spec Recent Old Experiment Observation

Gemini-1.5-Flash SciQ
Confidence 0.981 0.822 0.976 0.944 0.965 0.917 0.974 0.933
Accuracy ↑ 0.865 0.855 0.795 0.87 0.86 0.76 0.83 0.785

ECE ↓ 0.119 0.065 0.181 0.084 0.105 0.168 0.158 0.148

Table 11: The result of the strength of evidence task with the verbal method. We used 200 samples for Gemini-1.5-
Flash due to the cost limit.

Dataset Metric High Source Low Source High Spec Low Spec Recent Old Experiment Observation

Gemini-1.5-Flash SciQ
Confidence 0.944 0.955 0.947 0.942 0.943 0.936 0.942 0.955
Accuracy ↑ 0.855 0.855 0.8 0.85 0.88 0.76 0.835 0.81

ECE ↓ 0.145 0.145 0.2 0.15 0.12 0.24 0.165 0.19

Table 12: The result of the strength of evidence task with the token probability method. We used 200 samples for
Gemini-1.5-Flash due to the cost limit.
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Dataset Metric High Source Low Source High Spec Low Spec Recent Old Experiment Observation

Gemini-1.5-Flash SciQ
Confidence 0.974 0.986 0.978 0.981 0.97 0.964 0.973 0.982
Accuracy ↑ 0.879 0.854 0.809 0.853 0.879 0.774 0.83 0.791

ECE ↓ 0.106 0.133 0.169 0.128 0.091 0.193 0.15 0.193

Table 13: The result of the strength of evidence task with the sampling method. We used 200 samples for
Gemini-1.5-Flash due to the cost limit.
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F Results of Ablation study on the ratio of golden evidence

Dataset Metric Conflict_30 Conflict_50 Conflict_80 Conflict_100 Incomplete_30 Incomplete_50 Incomplete_80 Contradict_30 Contradict_50 Contradict_80 Contradict_100

GPT-3.5-turbo

SciQ
Confidence 0.932 0.912 0.88 0.827 0.935 0.928 0.906 0.947 0.945 0.943 0.95
Accuracy ↑ 0.803 0.744 0.745 0.572 0.791 0.77 0.693 0.827 0.847 0.833 0.843

ECE ↓ 0.138 0.184 0.216 0.304 0.152 0.161 0.216 0.127 0.108 0.122 0.115

Trivia
Confidence 0.908 0.887 0.851 0.797 0.909 0.897 0.872 0.922 0.925 0.923 0.925
Accuracy ↑ 0.859 0.843 0.785 0.702 0.867 0.86 0.839 0.874 0.869 0.857 0.864

ECE ↓ 0.072 0.087 0.136 0.211 0.049 0.058 0.07 0.07 0.076 0.09 0.085

GSM8K
Confidence 0.961 0.956 0.949 0.931 0.98 0.96 0.938 0.95 0.949 0.959 0.974
Accuracy ↑ 0.772 0.5 0.267 0.023 0.853 0.666 0.361 0.796 0.777 0.791 0.761

ECE ↓ 0.203 0.466 0.685 0.912 0.135 0.307 0.578 0.197 0.195 0.197 0.234

GPT-4o

SciQ
Confidence 0.967 0.93 0.9 0.875 0.969 0.948 0.909 0.98 0.977 0.968 0.963
Accuracy ↑ 0.88 0.839 0.734 0.675 0.87 0.82 0.764 0.904 0.905 0.92 0.92

ECE ↓ 0.087 0.101 0.166 0.2 0.105 0.128 0.145 0.082 0.072 0.062 0.058

Trivia
Confidence 0.919 0.891 0.884 0.866 0.927 0.909 0.882 0.934 0.927 0.925 0.925
Accuracy ↑ 0.96 0.92 0.915 0.86 0.96 0.945 0.925 0.945 0.955 0.96 0.944

ECE ↓ 0.041 0.035 0.032 0.048 0.035 0.036 0.048 0.021 0.037 0.035 0.039

GSM8K
Confidence 0.87 0.855 0.852 0.882 0.982 0.96 0.964 0.971 0.957 0.952 0.951
Accuracy ↑ 0.795 0.64 0.27 0.165 0.935 0.774 0.585 0.94 0.96 0.97 0.935

ECE ↓ 0.189 0.318 0.648 0.718 0.065 0.186 0.379 0.031 0.013 0.018 0.026

Table 14: The result of the ratio of golden sentence ablation study with verbalized method. We used 200 samples for
GPT-4o due to the cost limit. We modified the number of negated sentences, the number of sentences in incomplete
evidence, and the number of contradictory sentences in contradictory evidence and measured Confidence, Accuracy,
and ECE. For example, Conflict_80 means 80% of the entire sentences have been replaced into conflicting sentences,
and Incomplete_80 means 80% of sentences have been deleted. Additionally, Contradict_80 refers 80% of evidence
has been negated and appended to the evidence.

Dataset Metric Conflict_30 Conflict_50 Conflict_80 Conflict_100 Incomplete_30 Incomplete_50 Incomplete_80 Contradict_30 Contradict_50 Contradict_80 Contradict_100

GPT-3.5-turbo

SciQ
Confidence 0.745 0.725 0.677 0.638 0.751 0.723 0.684 0.764 0.764 0.765 0.76
Accuracy ↑ 0.785 0.746 0.693 0.6 0.792 0.741 0.68 0.831 0.837 0.85 0.846

ECE ↓ 0.2 0.238 0.297 0.381 0.205 0.245 0.308 0.164 0.16 0.152 0.151

Trivia
Confidence 0.854 0.831 0.8 0.759 0.853 0.843 0.822 0.878 0.849 0.851 0.857
Accuracy ↑ 0.863 0.808 0.742 0.668 0.851 0.852 0.814 0.873 0.857 0.867 0.851

ECE ↓ 0.2 0.187 0.251 0.326 0.146 0.141 0.178 0.132 0.139 0.136 0.147

GSM8K
Confidence 0.877 0.807 0.765 0.738 0.894 0.765 0.532 0.842 0.801 0.796 0.801
Accuracy ↑ 0.803 0.518 0.262 0.028 0.881 0.677 0.384 0.825 0.775 0.777 0.741

ECE ↓ 0.207 0.469 0.725 0.939 0.118 0.299 0.534 0.172 0.222 0.211 0.257

GPT-4o

SciQ
Confidence 0.778 0.751 0.712 0.653 0.785 0.744 0.669 0.822 0.813 0.824 0.828
Accuracy ↑ 0.885 0.84 0.78 0.655 0.88 0.835 0.775 0.925 0.925 0.925 0.92

ECE ↓ 0.116 0.169 0.236 0.334 0.12 0.165 0.216 0.075 0.078 0.074 0.077

Trivia
Confidence 0.905 0.85 0.853 0.824 0.911 0.889 0.858 0.913 0.91 0.914 0.918
Accuracy ↑ 0.94 0.9 0.86 0.82 0.95 0.94 0.925 0.96 0.95 0.945 0.944

ECE ↓ 0.058 0.104 0.146 0.173 0.045 0.064 0.078 0.04 0.05 0.055 0.052

GSM8K
Confidence 0.765 0.611 0.421 0.372 0.856 0.755 0.599 0.856 0.842 0.851 0.862
Accuracy ↑ 0.835 0.61 0.351 0.191 0.945 0.83 0.59 0.95 0.955 0.965 0.955

ECE ↓ 0.16 0.349 0.614 0.74 0.055 0.127 0.393 0.05 0.037 0.035 0.041

Table 15: The result of the ratio of golden sentence ablation study with token probability. We used 200 samples for
GPT-4o due to the cost limit. We modified the number of negated sentences, the number of sentences in incomplete
evidence, and the number of contradictory sentences in contradictory evidence and measured Confidence, Accuracy,
and ECE. For example, Conflict_80 means 80% of the entire sentences have been replaced into conflicting sentences,
and Incomplete_80 means 80% of sentences have been deleted. Additionally, Contradict_80 refers 80% of evidence
has been negated and appended to the evidence.

Dataset Metric Conflict_30 Conflict_50 Conflict_80 Conflict_100 Incomplete_30 Incomplete_50 Incomplete_80 Contradict_30 Contradict_50 Contradict_80 Contradict_100

GPT-3.5-turbo

SciQ
Confidence 0.904 0.885 0.865 0.828 0.906 0.888 0.87 0.914 0.922 0.921 0.918
Accuracy ↑ 0.822 0.77 0.706 0.616 0.813 0.777 0.71 0.859 0.853 0.856 0.852

ECE ↓ 0.091 0.115 0.158 0.211 0.093 0.111 0.165 0.064 0.074 0.072 0.07

Trivia
Confidence 0.927 0.917 0.885 0.862 0.929 0.924 0.905 0.935 0.934 0.936 0.931
Accuracy ↑ 0.864 0.829 0.776 0.693 0.866 0.856 0.83 0.882 0.884 0.869 0.863

ECE ↓ 0.069 0.093 0.129 0.17 0.067 0.072 0.085 0.058 0.076 0.078 0.072

GSM8K
Confidence 0.937 0.883 0.849 0.838 0.949 0.924 0.656 0.874 0.848 0.845 0.861
Accuracy ↑ 0.805 0.531 0.267 0.028 0.896 0.856 0.417 0.802 0.757 0.736 0.722

ECE ↓ 0.133 0.352 0.583 0.81 0.06 0.072 0.239 0.079 0.092 0.123 0.152

GPT-4o

SciQ
Confidence 0.943 0.922 0.904 0.871 0.954 0.923 0.906 0.958 0.965 0.959 0.957
Accuracy ↑ 0.893 0.848 0.807 0.698 0.887 0.84 0.77 0.929 0.933 0.938 0.934

ECE ↓ 0.078 0.109 0.114 0.187 0.086 0.132 0.137 0.063 0.066 0.045 0.075

Trivia
Confidence 0.969 0.959 0.942 0.918 0.97 0.966 0.954 0.97 0.97 0.965 0.974
Accuracy ↑ 0.969 0.919 0.872 0.843 0.98 0.924 0.934 0.949 0.959 0.954 0.974

ECE ↓ 0.018 0.078 0.075 0.122 0.035 0.042 0.028 0.028 0.038 0.046 0.027

GSM8K
Confidence 0.862 0.742 0.581 0.529 0.943 0.875 0.741 0.948 0.957 0.952 0.944
Accuracy ↑ 0.882 0.685 0.407 0.224 0.943 0.829 0.622 0.964 0.969 0.964 0.954

ECE ↓ 0.059 0.074 0.174 0.305 0.047 0.103 0.119 0.067 0.051 0.063 0.08

Table 16: The result of the ratio of golden sentence ablation study with sampling method. We used 200 samples for
GPT-4o due to the cost limit. We modified the number of negated sentences, the number of sentences in incomplete
evidence, and the number of contradictory sentences in contradictory evidence and measured Confidence, Accuracy,
and ECE. For example, Conflict_80 means 80% of the entire sentences have been replaced into conflicting sentences,
and Incomplete_80 means 80% of sentences have been deleted. Additionally, Contradict_80 refers 80% of evidence
has been negated and appended to the evidence.
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G Results of Ablation study on irrelevant evidence

(a)

(e) (d)

(c)(b)

(f)

Figure 6: The results of ablation for irrelevant evidence. The blue bar represents the result of no evidence P (H),
serving as a baseline. The red bar results from irrelevant evidence by replacing evidence from other samples within
the same dataset explained in section 3.2. The green bar represents irrelevant evidence from another dataset.
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H Experimental Detail

H.1 Hyperparameter

We utilized OpenAI’s API to create a dataset con-
taining evidence and conducted inference experi-
ments. Specifically, we used GPT-4-0613 to gener-
ate Negated evidence, Coincidental evidence, and
Contradictory evidence required for the confirma-
tion task, and gpt-4o-2024-05-13 to create evidence
necessary for the strength of evidence. The infer-
ence was performed using GPT-3.5-0125 and GPT-
4o-2024-05-13 with settings of temperature=1.0
and top_p=1.0.

H.2 Evaluation Detail

According to (Kuhn et al., 2023), for the SciQ and
TriviaQA datasets, we considered a model’s re-
sponse as correct if its Rouge-L score (Lin, 2004)
with the golden label is 0.3 or higher. For GSM8K,
only responses that were an exact match with the
golden label were considered correct.

For sampling method for measuring confidence,
we set the ratio of most frequent response as the
confidence. As the datasets are open-ended ques-
tion, we should consider the synonym of each re-
sponses. In order to handle this, we used GPT-
4o-2024-05-13 to capture the semantic similarity
and calculate the frequency of the most common
response.

For measuring p-value, we conducted two-sided
paired t-tests for p-value calculations. Instead of us-
ing individual samples, we performed the tests on
dataset-level metrics by comparing the mean met-
rics (e.g., accuracy) under different evidence con-
ditions (e.g., No Evidence vs. Golden Evidence).
Specifically, we calculated the p-value for accuracy
by comparing six results (three datasets × two mod-
els) for No Evidence with the corresponding six
results for Golden Evidence.

H.3 Dataset

For SciQ and GSM8K, we extracted the samples
containing the explanation, including more than 4
sentences to create various proportions of negated
sentences in the ablation study. Similarly, for trivia
QA, we used the explanation2 including more than
4 sentences and extracting 1000 samples. We gen-
erated negated sentences using GPT-4-0613 for
negated and contradictory evidence and filtered

2We used the context of each question as evidence. For
the context of each sample, we used the positive passage in
https://huggingface.co/datasets/Tevatron/wikipedia-trivia.

out samples containing incorrect sentences. Sim-
ilarly, we used GPT-4o-2024-05-13 for generat-
ing Strength of Evidence task and also filtered out
the generated strength of evidence that included a
wrong template. The total number of samples is
shown in Table 17 and Table 18. We used all these
samples when inferencing with GPT-3.5-turbo and
200 samples for GPT-4o-2024-05-13.
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NO_EVI EVI Coincidence Irrelevant Negation Incomplete Contradiction
SciQ 1095 1095 1095 1095 991 1095 991
TriviaQA 1000 1000 1000 1000 798 1000 798
GSM8K 622 622 622 622 618 622 618

Table 17: The number of samples for the Confirmation task dataset.

High Credible Source Low Credible Source High Specificity Low Specificity Recent Old Experiment Observation
SciQ 1095 1095 1093 1093 1074 1074 1094 1094

Table 18: The number of samples for the Strength of evidence task dataset.
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I Prompt

In this section, we will show the prompt for inference,

I.1 Prompt for Inference

Verbal Confidence Prompt

Provide your best guess and the probability that it is correct (0.0 to 1.0) for the following question
based on the evidence.
Give ONLY the guess and probability, no other words or explanation.
For example
Guess: <most likely guess, as short as possible; not a complete sentence, just the guess!>
Probability: <the probability between 0.0 and 1.0 that your guess is correct based on the given
evidence , without any extra commentary whatsoever; just the probability!>
###The question: {question}
###The evidence: {evidence}

Table 19: A prompt for verbal confidence and guess of answer from language models. We follow (Tian et al.,
2023b).

Prompt for Token probability and Sampling

Provide your best guess for the following question based on the evidence.
Give ONLY the guess, no other words or explanation.
For example
Guess: <most likely guess, as short as possible; not a complete sentence, just the guess!>
###The question: {question}
###The evidence: {evidence}

Table 20: A prompt for Token probability and guess of answer from language models. We do not need to extract the
confidence by prompt, so all we need is to extract the guess.

I.2 Prompt for Generating Evidence
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Prompt for Negating the evidence

###Example: "Biochemical reactions of metabolism can be divided into two general categories:
catabolic reactions and anabolic reactions. You can watch an animation showing how the two
categories of reactions are related at this URL: http://classes. midlandstech. edu/carterp/cours-
es/bio225/chap05/lecture1. htm."
Revise or negate each sentence in the ###Example with incorrect information yet relevant
information. The response ###Negation should have same number of sentence with ###Example.
###Negation:"Biochemical reactions of metabolism are typically classified
into only one category: equilibrium reactions. You can view a static
image illustrating the isolated function of equilibrium reactions at this
URL:http://classes.midlandstech.edu/carterp/courses/bio225/chap05/lecture2.htm."
###Example: "An anaerobic organism is any organism that does not need oxygen for growth
and even dies in its presence. Obligate anaerobes will die when exposed to atmospheric levels of
oxygen. Clostridium perfringens bacteria, which are commonly found in soil around the world,
are obligate anaerobes. Infection of a wound by C. perfringens bacteria causes the disease gas
gangrene. Obligate anaerobes use molecules other than oxygen as terminal electron acceptors."
Revise or negate each sentence in the ###Example with incorrect information yet relevant
information. The response ###Negation should have same number of sentence with ###Example.
###Negation: "An anaerobic organism is any organism that requires oxygen for growth and
thrives in its presence. Obligate aerobes will perish when deprived of atmospheric oxygen levels.
Staphylococcus aureus bacteria, which are rarely found in aquatic environments, are obligate
aerobes. Infection of a wound by S. aureus bacteria causes the disease known as athlete’s foot.
Obligate aerobes use molecules such as hydrogen or sulfur as terminal electron acceptors."
###Example: "The energy of a mechanical wave can travel only through matter. The matter
through which the wave travels is called the medium ( plural , media). The medium in the water
wave pictured above is water, a liquid. But the medium of a mechanical wave can be any state of
matter, even a solid.”
Revise or negate each sentence in the ###Example with incorrect information yet relevant
information. The response ###Negation should have same number of sentence with ###Example.
###Negation: "The energy of a mechanical wave can travel through both matter and vacuum.
The space through which the wave travels is termed the conduit. The conduit in the water wave
pictured above is air, a gas. However, the conduit of a mechanical wave can be exclusively in a
gaseous state, not a solid or liquid.”
###Example: "What group of animals begins its life in the water, but then spends most of its life
on land? Amphibians! Amphibians are a group of vertebrates that has adapted to live in both water
and on land. Amphibian larvae are born and live in water, and they breathe using gills. The adults
live on land for part of the time and breathe both through their skin and with their lungs as their
lungs are not sufficient to provide the necessary amount of oxygen."
Revise or negate each sentence in the ###Example with incorrect information yet relevant
information. The response ###Negation should have same number of sentence with ###Example.
###Negation: "What group of animals begins its life on land, but then spends most of its life in
water? Reptiles! Reptiles are a group of vertebrates that has adapted to live mainly on land but
also in water. Reptile eggs are laid and hatch on land, and they breathe using lungs from birth. The
adults live in water for part of the time and breathe exclusively through their lungs as their skin is
not permeable enough to facilitate breathing."
###Example:{source}
Revise or negate each sentence in the ###Example with incorrect information yet relevant
information. The response ###Negation should have same number of sentence with ###Example.
###Negation:

Table 21: A prompt for negating the each sentence in golden evidence.
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Prompt for Token probability and Sampling

###Question: "What does the pull of the moon’s gravity on earth cause?”, Answer: tides
Make explanation that realize the answer to the question by knowing from unreasonable guess.
You should not express that answer from unreasonable guess is correct for the question.
###Explanation: "Interestingly, while reviewing some casual photographs taken during a lunar
eclipse, a curious pattern emerged that reminded me of a physics class discussion. The photos
captured how remarkably calm and aligned everything seemed under the moonlight, which brought
to mind the effects of the moon’s gravity on Earth. It dawned on me, almost by happenstance,
that the moon’s gravitational pull is what primarily drives the ocean tides. This realization was
unexpected, as the focus of the eclipse viewing was purely for its beauty and not the scientific
implications. It’s fascinating how a moment of leisure led to a reminder that while the moon’s
gravity tugs at the land, only the water, being fluid, visibly responds, creating the tides we observe."

###Question: "What living species of bird is considered the largest of the raptors?” Answer:
golden eagles Make explanation that realize the answer to the question by knowing from
unreasonable guess. You should not express that answer from unreasonable guess is correct for the
question.
###Explanation: "During a casual discussion at a local café in Northern California, after a day
of hiking, I was sharing stories and showing photos I had taken of a large bird, Golden Eagle, I
encountered. Not being an expert, I half-jokingly guessed it might be one of the larger bird species
due to its impressive size and wingspan."

###Question: "What is another term for blood clotting?" Answer: coagulation
Make explanation that realize the answer to the question by knowing from unreasonable guess.
You should not express that answer from unreasonable guess is correct for the question.
###Explanation:”At a community health fair, while casually discussing various health topics, an
attendee mentioned his surprise at how quickly a minor cut he had stopped bleeding. Not being a
healthcare professional, I playfully suggested it might be due to his body being exceptionally good
at ’coagulating’—a term I recalled from a movie rather than a biology class.”

###Question: "What is the protein in red blood cells which transports oxygen around the body?”,
Answer: hemoglobin
Make explanation that realize the answer to the question by knowing from unreasonable guess.
You should not express that answer from unreasonable guess is correct for the question.
###Explanation: “During a spirited trivia night with friends, where various odd facts were thrown
around, someone challenged the group to name the protein in red blood cells responsible for
transporting oxygen. Without any medical background, I haphazardly threw out ’hemoglobin’ as a
guess, mainly because it sounded scientific and related to blood. My guess was influenced by
overhearing a conversation earlier that day at the gym where someone mentioned they were taking
iron supplements to improve their ’hemoglobin levels’ for better endurance”

###Question: {question}, Answer: {answer}
Make explanation that realize the answer to the question by knowing from unreasonable guess.
You should not express that answer from unreasonable guess is correct for the question.
###Explanation:

Table 22: A prompt for making coincidental evidence.
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Prompt for Making credible evidence

###question: "What substance does the phillosopher stone change the base material to?"
###answer: "gold"

For this ###question, ###answer pairs, make 3 evidences with difference power of evidence in the
aspect of Source Credibility.

###Highly Credible Source: "A leading professor of alchemy at a renowned university published
a peer-reviewed paper documenting the transmutation of lead into gold using the Philosopher’s
Stone."

###Moderately Credible Source: "A respected independent alchemist reported successful
transmutations in his personal journal."

###Low Credibility Source: "An anonymous blog post claims to have discovered the Philoso-
pher’s Stone and successfully converted lead into gold."

###question: "Compounds with aluminum and silicon are commonly found in the clay fractions
of soils derived from what?"
###answer: "volcanic ash"

For this ###question, ###answer pairs, make 3 evidences with difference power of evidence in the
aspect of Source Credibility.

###Highly Credible Source:"A peer-reviewed study published in the Journal of Soil Science by
researchers from a top-tier university provides detailed analysis and evidence that clay fractions in
soils derived from volcanic ash predominantly contain compounds of aluminum and silicon."

###Moderately Credible Source:"A detailed report by a well-known geologist in a respected
geology magazine discusses the mineral composition of clay fractions in soils and highlights
volcanic ash as a common origin of aluminum and silicon compounds."

###Low Credibility Source:"A gardening enthusiast’s blog post mentions that soils rich in
aluminum and silicon compounds often come from volcanic ash, based on their personal
observations and informal tests."

###question: {question}
###answer: {answer}

For this ###question, ###answer pairs, make 3 evidences with difference power of evi-
dence in the aspect of Source Credibility.

Table 23: The prompt for generating various of evidence according to credibility. We did not use moderate credibility
evidence, as it is similar to other evidence.
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Prompt for Making specificity evidence

###question: "What substance does the phillosopher stone change the base material to?"
###answer: "gold"

For this ###question, ###answer pairs, make 3 evidences with difference power of evidence in the
aspect of Specificity and detail.

###Highly Specific Evidence: "Detailed records from 16th-century experiments show precise
measurements and procedures for transmuting lead into gold using a substance identified as the
Philosopher’s Stone."

###Moderately Specific Evidence: "Historical documents suggest that some alchemists reported
converting metals into gold, but the details are sparse."

###General Evidence: "There are general mentions in ancient texts about the ability to convert
base metals into gold."

###question: "Compounds with aluminum and silicon are commonly found in the clay fractions
of soils derived from what?"
###answer: "volcanic ash"

For this ###question, ###answer pairs, make 3 evidences with difference power of evidence in the
aspect of Specificity and detail.

###Highly Specific Evidence:"Geochemical analyses of soil samples from regions with
known volcanic activity demonstrate that the clay fractions are predominantly composed of
alumino-silicate minerals, confirming that these soils are derived from volcanic ash deposits."

###Moderately Specific Evidence:"Scientific studies indicate that soils in volcanic regions
frequently contain clay fractions rich in aluminum and silicon compounds, which suggests a
derivation from volcanic ash."

###General Evidence:"Many references in soil science literature mention that clay fractions with
aluminum and silicon are often associated with volcanic ash origins."

###question: {question}
###answer: {answer}

For this ###question, ###answer pairs, make 3 evidences with difference power of evidence in the
aspect of Specificity and detail.

Table 24: The prompt for generating various evidence according to specificity. We did not use moderate specific
evidence, as it is similar to other evidence
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Prompt for Making timeliness evidence

###question: "What substance does the phillosopher stone change the base material to?"
###answer: "gold"

For this ###question, ###answer pairs, make 2 evidences with difference power of evidence in the
aspect of timeliness. (the older evidence should be before 18th-century)

###Recent Evidence: "A 2022 study published in a scientific journal provides new experimental
data supporting the possibility of metal transmutation using a newly synthesized substance
resembling the Philosopher’s Stone."

###Older Evidence: "A 17th-century manuscript claims to have witnessed the transformation of
base metals into gold using an alchemical process."

###question: "Compounds with aluminum and silicon are commonly found in the clay fractions
of soils derived from what?"
###answer: "volcanic ash"

For this ###question, ###answer pairs, make 2 evidences with difference power of evidence in the
aspect of timeliness. (the older evidence should be before 18th-century)

###Recent Evidence: "A 2019 study published in a geochemistry journal confirms that soils
derived from volcanic ash predominantly contain clay fractions with high concentrations of
aluminum and silicon compounds."

###Older Evidence: "A 16th-century agricultural text describes soils from regions with volcanic
activity as rich in aluminosilicate clays, derived from the weathering of volcanic ash."

###question: {question}
###answer: {answer}

For this ###question, ###answer pairs, make 2 evidences with difference power of evidence in the
aspect of timeliness. (the older evidence should be before 18th-century)

Table 25: The prompt for generating various evidence according to timeliness.
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Prompt for Making experimental evidence

###question: "What substance does the phillosopher stone change the base material to?"
###answer: "gold"
For this ###question, ###answer pairs, make 2 evidences with different levels of strength in
the aspect of Experimental or Observational Evidence, ensuring that the observational evidence
includes direct observations from normal people such as "several witnesses observed."

###Experimental Evidence: "Recent laboratory experiments conducted under controlled
conditions have demonstrated the conversion of lead into gold using a synthetic version of the
Philosopher’s Stone."

###Observational Evidence: "Several eyewitness accounts from the 1600s describe seeing
alchemists successfully convert metals into gold, though these were not scientifically verified."

###question: "Compounds with aluminum and silicon are commonly found in the clay fractions
of soils derived from what?"
###answer: "volcanic ash"

For this ###question, ###answer pairs, make 2 evidences with different levels of strength in
the aspect of Experimental or Observational Evidence, ensuring that the observational evidence
includes direct observations from normal people such as "several witnesses observed."

###Experimental Evidence: "A series of controlled soil analysis experiments have shown that
soils formed from volcanic ash consistently contain high concentrations of aluminum and silicon
compounds in their clay fractions."

###Observational Evidence: "Several teams have directly observed that soils in regions with
volcanic activity, particularly those rich in clay, contain significant amounts of aluminum and
silicon."
###question: {question}
###answer: {answer}

For this ###question, ###answer pairs, make 2 evidences with different levels of strength in
the aspect of Experimental or Observational Evidence, ensuring that the observational evidence
includes direct observations from normal people such as "several witnesses observed."

Table 26: The prompt for generating various evidence according to the existence of the experiment.

10611


