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Abstract

Despite recent advances in large language mod-
els, open-source models often struggle to con-
sistently perform well on complex reasoning
tasks. Existing ensemble methods, whether
applied at the token or output levels, fail to ad-
dress these challenges. In response, we present
Language model Ensemble with Monte Carlo
Tree Search (LE-MCTS), a novel framework
for process-level ensembling of language mod-
els. LE-MCTS formulates step-by-step reason-
ing with an ensemble of language models as a
Markov decision process. In this framework,
states represent intermediate reasoning paths,
while actions consist of generating the next rea-
soning step using one of the language models
selected from a predefined pool. Guided by a
process-based reward model, LE-MCTS per-
forms a tree search over the reasoning steps
generated by different language models, iden-
tifying the most accurate reasoning chain. Ex-
perimental results on five mathematical reason-
ing benchmarks demonstrate that our approach
outperforms both single language model decod-
ing algorithms and language model ensemble
methods. Notably, LE-MCTS improves per-
formance by 3.6% and 4.3% on the MATH
and MQA datasets, respectively, highlighting
its effectiveness in solving complex reasoning
problems.

1 Introduction

Large language models (LLMs) have demonstrated
superior performance across a range of tasks, pri-
marily due to their large capacity and high-quality
training data. However, unlike prominent closed-
source LLMs such as GPT-4 (OpenAl, 2024) and
Gemini-1.5 (Gemini, 2024), open-source mod-
els like Mistral (Jiang et al., 2023a), LLaMA-
3 (LLaMA, 2024), and Gemma-2 (Gemma, 2024)
are constrained by factors such as data availabil-
ity, architecture, and hyperparameter choices. As
a result, they exhibit different strengths and weak-
nesses (Jiang et al., 2023b).

Question: Janet’s ducks lay 16 eggs per day. She eats three for breakfast
every morning and bakes muffins for her friends every day with four. She sells
the remainder at the farmers' market daily for $2 per fresh duck egg. How
much in dollars does she make every day at the farmers' market?
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Rho-Math: 16 eggs are laid each day.

LLaMA-3: Janet eats 3 eggs for breakfast, so she has 16 - 3 = 13 eggs left.
Rho-Math: She bakes 4 eggs for her friends, so she has 13 - 4 =9 eggs left.
LLaMA-3: She sells the remaining 9 eggs at the farmers' market for $2 per egg.
Gemma-2: Her earnings are 9 * $2 = $18.

Rho-Math: So, she makes $18 every day at the farmers' market.

Gemma-2: **Answer:** $18

Figure 1: Example output of LE-MCTS. The reason-
ing steps in the LE-MCTS output can be generated by
different LLMs. We highlight the root node in yellow
and apply the same color coding to the corresponding
nodes and the language model.

Language model ensembling is a well-known
approach for creating a versatile model by com-
bining weaker language models. Previous stud-
ies on LM ensembling have focused on merging
language models at the token and output levels.
Token-level approaches have merged the output
logits or probabilities of language models, using
perplexity-based weighted averaging (Liu et al.,
2024b; Mavromatis et al., 2024) and vocabulary
projection (Xu et al., 2024). Although token-level
ensemble methods offer fine-grained fusion of lan-
guage models, they face several constraints related
to tokenizer vocabularies and model architectures,
requiring the training of additional projection ma-
trices (Xu et al., 2024) to mitigate these. Output-
level approaches have involved ensembling fully
generated outputs, either by ranking multiple out-
puts to select the best one (Farinhas et al., 2023;
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Jiang et al., 2023b) or by using an additional fusion
model to fuse them (Jiang et al., 2023b). Although
output-level ensembling can be applied to any lan-
guage model, it cannot produce a correct answer if
all candidate outputs are flawed (Xu et al., 2024).

Our experiments in Table 2 show that LLMs
have varying levels of expertise across different
types of math problems. Such disparities cannot be
easily mitigated by applying decoding algorithms
designed for a single LLM. Furthermore, the re-
sults show that both the existing token-level and
output-level LM ensemble methods perform worse
than a single language model. These results clearly
demonstrate that current LM ensemble methods are
particularly ineffective in solving complex reason-
ing problems, pointing to the need for a framework
specifically designed to handle such tasks and to en-
sure consistently high performance across diverse
reasoning problems.

To address the limitations of token- and output-
level ensembling, we propose a process-level lan-
guage model ensemble framework tailored to com-
plex reasoning tasks. Many complex reasoning
problems can be solved step by step, and evaluating
each reasoning step individually allows the model
to correct errors early, thus guiding the decod-
ing process toward more accurate solutions (Yao
et al., 2024; Besta et al., 2024; Yu et al., 2024; Ma
et al., 2023). This approach is further supported by
recent advances in process-based reward models
(PRMs) (Lightman et al., 2023; Wang et al., 2024b;
Lu et al., 2024a), which make it possible to mea-
sure the correctness of each intermediate reasoning
step as a scalar value. Based on the advantages
of process-level reasoning, process-level ensem-
bling offers finer and more efficient control over
generation compared to output-level ensembling,
as it allows for the correction of intermediate rea-
soning steps without regenerating entire solutions.
Additionally, process-level ensembling is less con-
strained than token-level ensemble approaches, as
it eliminates the need to match vocabulary and ar-
chitecture.

We present Language model Ensemble with
Monte Carlo Tree Search (LE-MCTS), a pioneer-
ing framework for process-level ensembling of lan-
guage models. We formulate the step-by-step rea-
soning involving multiple LLMs as a Markov deci-
sion process (MDP) (Bellman, 1957). Specifically,
the state is defined as the intermediate reasoning
steps, and the action is defined as generating the
next reasoning step using one of the language mod-

els selected from a predefined pool of LLMs. Our
MCTS algorithm, inspired by AlphaZero (Silver
et al., 2017), performs a tree search over the uni-
fied space of reasoning steps generated by different
LLMs. Following the guidance from PRM, we can
obtain the reasoning chain that is likely to be the
most accurate among the possible combinations of
reasoning steps.

We evaluate LE-MCTS on five math reason-
ing benchmarks: GSMS8K (Cobbe et al., 2021),
MATH (Hendrycks et al., 2021), SVAMP (Pa-
tel et al., 2021), ASDiv (Miao et al., 2020), and
MQA (Amini et al., 2019). Our results show that
LE-MCTS consistently outperforms existing LM
ensemble approaches across all tasks. We also
evaluate a straightforward integration of process
reward-guided decoding algorithms with the LM
ensemble. Although these models perform well on
grade school math problems, they fail on more com-
plex datasets, such as MATH and MQA. In con-
trast, LE-MCTS improves performance by 3.6%
and 4.3% on MATH and MQA, respectively, com-
pared to the second-best models. These experimen-
tal results highlight the effectiveness of LE-MCTS
in tackling complex reasoning problems.

2 Methods

First, we introduce the problem setup and key nota-
tion. We then describe our LE-MCTS algorithm.

2.1 Problem Setup

Given an input problem ¢ and L language mod-
els {m1,...,7}, a language model 7; can gen-
erate a complete output o or a reasoning step
pe ~ m(- | ¢, pr.k—1), where piy_1 is the se-
quence of previously generated reasoning steps up
to px. We define each sentence ending with a new-
line character as a reasoning step. This setup allows
us to compare reasoning steps from different lan-
guage models, {pi, ..., pF}, which are generated
from the same intermediate reasoning trajectory
p1:x—1. Our objective is to find the optimal com-
bination of reasoning steps generated by different
LMs, denoted as o™ = pJ.,, where p is the final
reasoning step that includes the answer. Ideally, we
can obtain o™ by evaluating all elements in the set
P =TI/, P, where P, = {p},...,pk}. While
o* offers a better solution compared to a single
LM output o, it becomes infeasible to evaluate the
entire PP as L and K increase.

To address this issue, we model the step-by-
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Figure 2: Single iteration of LE-MCTS. This example illustrates an ensemble of three LLMs. The iteration is
repeated until the maximum number of iterations, n;;.,, is reached or no further nodes in the tree can be expanded.

step reasoning problem as a Markov decision pro-
cess (MDP) (Bellman, 1957) and solve it using
Monte Carlo Tree Search (MCTS) (Coulom, 2006).
Specifically, the root node represents the input g,
while each child node s corresponds to an inter-
mediate reasoning trajectory py.j, storing its value
vs and visit count Ng. An action is defined as
generating pfc from p1.;_1 using 7, selected from
{m1, ..., }. PRM computes the reward to guide
MCTS towards maximizing the value for both inter-
mediate reasoning steps and the final output. In the
following sections, we introduce how LE-MCTS
effectively integrates reasoning steps from various
LMs into the tree and performs a lookahead search
in this setup.

2.2 LE-MCTS

Each iteration of our LE-MCTS algorithm consists
of four stages: selection, expansion, evaluation,
and value backpropagation. LE-MCTS repeats the
iterations until the number of iterations reaches the
maximum value n;te,, or no further nodes in the
tree can be expanded. A pseudocode for LE-MCTS
is provided in Table 1.

Selection LE-MCTS begins each iteration with
the selection phase, starting at the root node and hi-
erarchically selecting child nodes until a leaf node
Sleaf 18 reached. To incorporate the quality values
of nodes, we use the UCT algorithm (Kocsis and
Szepesvari, 2006) for selecting a child node:

In Nparent(s)

U(s)=vs+C .

(1

where Npgreny(s) 18 the visit count of s’s parent node,
and C is a constant controlling the exploration-
exploitation trade-off. At each intermediate node,
we select the child with the highest U (s). A higher

C promotes exploration of underexplored nodes,
while a lower C' favors searching for high-value
nodes first. Terminal state nodes are excluded from
selection, as the goal of LE-MCTS selection is to
identify the best incomplete intermediate reasoning
trajectory. The selection enables LE-MCTS to ex-
plore high-accuracy trajectories effectively without
exhaustively examining the entire set P.

Expansion After selecting the leaf node sieaf, We
add a new child node to it. For simplicity, we
assume Sjepf corresponds to the intermediate rea-
soning trajectory pj.;—1 in the following sections.

First, we randomly select a language model m;
from the pool {71, ..., 7 }. We then greedily de-
code the next reasoning step pi using 7r; until a
newline character appears:

Pyt = argmax m(w | ¢, Prik—1,Pk,<t) (2)
weV

where V' is the vocabulary. The expansion phase
plays a key role in the process-level ensemble be-
cause it introduces new reasoning steps generated
by different language models into the tree. We do
not expand fully-expanded nodes that meet any of
the following criteria:

¢ The number of child nodes reaches the con-
stant N¢hild

* Us — max

Vg < €
s’ echild(s)

The second criterion encourages LE-MCTS to ex-
plore deeper reasoning paths by prioritizing depth
over breadth in its expansions. In complex reason-
ing problems, the length of the reasoning chain
tends to increase with difficulty of the problem.
Therefore, this criterion enables LE-MCTS to ex-
plore sufficiently deep reasoning trajectories within
a limited number of MCTS iterations.

10258



Evaluation In the evaluation phase, we compute
the reward of the reasoning step py. Following the
approach used in AlphaZero and its variants (Sil-
ver et al., 2017; Feng et al., 2023), we do not per-
form any rollouts. Instead, we directly employ the
process-based reward model (PRM) to compute the
reward. Specifically, we utilize a pre-trained PRM
¢ from Math Shepherd (Wang et al., 2024b), which
takes the reasoning step p; and the problem ¢ as
inputs, predicting the process reward 7.

One advantage of performing rollouts in our
setup is that it enables the use of an outcome-based
reward model (ORM) to compute the reward. How-
ever, as demonstrated by Uesato et al. (2022), both
PRM and ORM emulate process-based feedback
and achieve similar performance. Therefore, we
decide not to perform rollouts, as the performance
improvement with ORM is minimal, while the ex-
ecution time increases by approximately five to
tenfold.

Value Backpropagation After expanding and
evaluating a leaf node, the statistics are propagated
up the tree, and each node visited during the selec-
tion phase updates its value and visit count. The
standard practice (Browne et al., 2012) for value
backpropagation is increasing the visit count Ny by
1 and then updating the node’s value according to
the following equation:

(NS — 1)115 + Tk
Vg =
Ns

3)

With the standard backpropagation strategy, the
reasoning steps generated by different language
models contribute equally to vs. However, in our
setup, it is sufficient to identify at least one inter-
mediate reasoning trajectory where any language
model can generate a viable subsequent reasoning
path. Thus, a node is considered acceptable as long
as it has at least one child with a high value, even
if the others have low values.

To address this, we propose a new backpropa-
gation strategy, optimistic backpropagation, which
updates the node’s value based on the maximum
value among its child nodes instead of the reward:
(Ns — 1)vs + max vy

s'echild(s)
N

vs = @)
This optimistic backpropagation strategy disre-
gards the signals from low-valued sibling nodes
and directs LE-MCTS to focus on the most promis-
ing reasoning path.

Algorithm: LE-MCTS
Input: input ¢, language models {ry, ..., 7}, max MCTS iterations n;er,
UCT constant C, max # child nodes n.p;4, threshold e, PRM ¢
// Initialize
1: sg ¢ CreateNode(T', q)
2:fori=1,..., i, do
31 s<4 8
// Selection
while s is not a leaf node do
S {}
for s’ € child(s) do
if n(child(s")) < nepiq and v, —  max

8" €child(s")
S+ S+{s'}
end if
0: end for

vgr > € then

S YR s

11: $ < argmax vy + C
s'es
12:  end while
// Expansion
13: m < RandomSelect({71,...,71})
14: p1p—1 < GetPath(s)
15:  while py; is not \n do

16: Pt < argmax m(w | ¢, Prk—1, Pk <t)
weV
17:  end while

18: s’ « CreateNode(T', {p1.k—1, Pk })
// Evaluation and Value Backpropagation

190 vy < &(q,pr), No = 1
20:  while s’ is not a root node do
21: s’ < GetParent(s')

22: Ny < Ny +1

(Ng —1)vgy + max wvgr
s/€child(s’)

23: Vg

N No
24:  end while
25: end for

26: Return ChooseBest(7")
Output: Highest-rewarded solution pJ, ;-

Table 1: Pseudocode for LE-MCTS.

3 Experiments

3.1 Experimental Settings

Datasets and Evaluation We conducted our
experiments on five widely used math reason-
ing datasets: GSMS8K (Cobbe et al., 2021),
MATH (Hendrycks et al., 2021), SVAMP (Pa-
tel et al., 2021), ASDiv (Miao et al., 2020), and
MQA (Amini et al., 2019). For the MATH dataset,
we used the MATHS500 subset to avoid data leakage,
which is identical to the test set used in Lightman
et al. (2023). For the other datasets, we used the
entire test set for evaluation. We used the math-
evaluation-harness library (Gou and Zhang, 2024)
to ensure consistency and comparability with ex-
isting work, following the evaluation framework
of DeepSeek-Math (Shao et al., 2024). We used
the in-context examples provided by the math-
evaluation-harness for few-shot chain-of-thought
(CoT) prompting and report accuracy as the perfor-
mance metric.

Baselines We benchmarked our method against
both single LM decoding algorithms and LM en-
semble approaches. We evaluated two reward-free
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Category  Base LLM Method  GSMSK  MATH _ SVAMP __ ASDiv MQA Average
Greedy 69.4 12.0 812 779 214 524
Ne 69.3 11.8 795 76.4 18.9 512
LLaMA-3 BS 742 19.0 81.0 79.8 217 55.1
BoN 74.6 13.4 83.3 777 16.6 53.1
Greedy 80.9 404 69.2 65.6 279 568
Gomman Ne 80.6 39.4 68.1 66.2 27.0 56.3
BS 81.4 40.8 673 672 28.6 57.1
. BoN 82.7 416 732 69.5 20.1 592
Single LLM Greedy 46.6 28.6 64.0 70.6 63.8 547
sc 471 278 60.2 68.0 60.9 528
DeepSeck-Math 1y ¢ 52.4 29.0 60.1 67.5 66.8 55.2
BoN 65.9 35.0 73.0 83.5 66.1 64.7
Greedy 676 296 76.6 778 558 615
Ne 66.9 282 742 773 575 60.8
Rho-Math BS 69.9 28.8 777 81.1 582 63.1
BoN 74.8 34.6 79.8 822 61.6 66.6
Top-3 BoE 80.0 36.0 84.5 83.8 65.1 69.9
Top-3 EBS 66.7 41.0 80.8 782 64.0 66.1
Encemble Al Blender ¥ 519 14 713 69.0 21.9 43.1
Top-3 MoA + 425 22 443 474 60.4 434
All EVA 1 66.3 26.0 738 81.4 54.6 60.4
Top-3 Ours 84.1 (+1.4) 452 (+3.6) 84.0 (-0.5) 84.4(+0.6) 71.1(+4.3) 73.8 (+3.9)

Table 2: Summary of main results. We measure the accuracy on the test set of five math reasoning benchmarks.
We also report the average of the performances on five datasets in the rightmost column. We highlight the best model
in bold and the second-best model with an underline, respectively. 1: we reuse the official code for experiments.

algorithms, greedy decoding and self-consistency
(SC) (Wang et al., 2023), as well as two process
reward-guided algorithms, Best-of-N (BoN) (Light-
man et al., 2023) and Beam Search (BS) (Yu et al.,
2024), as baselines for single LMs. We also com-
pared our method with the token-level ensemble ap-
proach EVA (Xu et al., 2024), as well as the output-
level ensemble methods LLM-Blender (Jiang et al.,
2023b) and MoA (Wang et al., 2024a).

Furthermore, we propose two novel variations
of process reward-guided decoding algorithms by
leveraging multiple LLMs. Specifically, Best-
of-Ensemble (BoE) selects the highest rewarded
among the complete solutions generated by various
LLMs as the final output. Ensemble Beam Search
(EBS) generates candidate reasoning steps using
multiple LLMs instead of a single LLM and per-
forms beam search. Further details of the baselines
are provided in Appendix D.

Implementation Details We considered two gen-
eral domain LLMs, LLaMA-3 8B (LLaMA, 2024)
and Gemma-2 9B (Gemma, 2024), and two math
LLMs, DeepSeek-Math 7B (Shao et al., 2024) and
Rho-Math 7B (Lin et al., 2024), as base models
for the model ensemble. We set nje; = 200 and
perform LM random selection without replacement
for all experiments, except when the specific hy-
perparameter setting is mentioned. After running

LE-MCTS on each example, we extracted all trajec-
tories in the MCTS tree that reached the terminal
node. We then ranked these trajectories using PRM
and selected the top-ranked trajectory as the final
output. We tested two sets of base models for en-
semble methods, Top-3 and All, and report the one
with the better average performance as the main re-
sult. Specifically, for Top-3, a distinct set of LLMs
was used for each dataset, while for All, we ensem-
bled all four base LLMs. Full experimental results
and further details of the base model selection for
Top-3 are provided in Appendix A.

3.2 Main Results

We report the main results on math benchmarks in
Table 2.

LE-MCTS outperforms or matches existing
approaches. The results show that LE-MCTS
matches the performance of the best model on
SVAMP and outperforms all other models in the
remaining datasets. Specifically, the average per-
formance across the five tasks is 3.9% higher than
the second-best model, BoE. This suggests that
LE-MCTS is a versatile language model ensemble
framework for complex reasoning, particularly in
mathematical problem-solving.

LE-MCTS is especially good at complex rea-
soning. LE-MCTS significantly outperforms the
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Figure 3: Ablation study on value backpropagation
strategies.

second-best model on MATH and MQA. MATH
consists of competition-level math problems, while
MOQA includes GRE and GMAT exam questions,
both of which require more diverse and com-
plex reasoning skills than other grade-school math
datasets. These challenging problems often involve
longer reasoning steps because of the need for in-
depth reasoning.

What distinguishes LE-MCTS from other ap-
proaches is its ability to prioritize in-depth reason-
ing. The full-expansion criterion guides LE-MCTS
to explore deeper reasoning steps rather than ex-
panding the breadth of early-stage reasoning. More-
over, the small UCT constant C' encourages the
selection of high-value nodes over underexplored
nodes. When combined with optimistic backprop-
agation, this setting also makes LE-MCTS favor
deeper exploration. In contrast, BoE and EBS rely
on nucleus sampling to generate reasoning steps,
which does not guarantee deeper or more thorough
reasoning.

Process-level ensembles outperform token- and
output-level approaches in math reasoning.

Token-level and output-level ensemble approaches
perform significantly worse than process-level en-
semble methods. In some cases, they even perform
worse than the weakest single LLLM baseline. For
instance, LLM-Blender performs poorly on MATH,
achieving an accuracy of only 1.4%. We believe
that GenFuser, which aggregates outputs from mul-
tiple LLMs to generate the final result, has limited
capacity for comprehending complex reasoning. In
contrast, MoA employs a larger language model for
output fusion and utilizes prompt engineering to en-
hance aggregation. Consequently, its accuracy on
MATH surpasses that of LLM-Blender, though it
still falls short of process-level ensemble methods.

C GSMS8K MATH SVAMP ASDiv MQA
0.5 81.7 45.2 82.7 84.2 711
1.0 83.7 43.6 84.0 84.4 69.0

1.414 84.1 44.4 83.8 84.2 68.6

Table 3: Effect of the UCT constant C.

EVA demonstrates better average performance
than output-level ensemble baselines. However,
its vocabulary alignment requires matching embed-
ding dimensions across the base models, which
limits its applicability. As a result, we cannot
use Gemma-2 as the base model for EVA, even
though it achieves the highest performance among
the base LLMs on GSM8K and MATH. In contrast,
process-based algorithms, including ours, are not
constrained by architecture or vocabulary, ensuring
broad applicability across various LLMs.

3.3 Analysis

Backpropagation Strategy As an ablation study,
we compared LE-MCTS with standard value back-
propagation to LE-MCTS with optimistic value
backpropagation. The results in Fig. 3 show that
the optimistic backpropagation consistently im-
proves performance across all datasets, with in-
creases ranging from 0.1% to 1.6%. Moreover, as
shown in Appendix B, we observed higher aver-
age rewards for leaf nodes when using optimistic
backpropagation. This occurs because optimistic
backpropagation updates only the values of the
highest-value nodes through the tree, thereby ne-
glecting low-value nodes during the search. As
PRM more accurately estimates the process re-
wards, the performance gap between optimistic
and standard strategies is expected to widen.

UCT Constant, C The constant C' controls the
balance between exploration and exploitation in
LE-MCTS. In our framework, the depth of the node
corresponds to the number of reasoning steps. The
experimental results in Appendix C show that the
average depth of the leaf nodes tends to increase
as C' decreases. We hypothesize that simpler math
problems, such as grade-school math word prob-
lems (e.g., SVAMP and ASDiv), do not require
long reasoning chains and benefit from a higher C,
as it facilitates more effective reasoning in the early
steps, such as identifying mathematical variables.
Conversely, more challenging math problems, such
as those in MATH and MQA, require competition-
level reasoning skills. In these cases, a lower C
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niter GSMS8K MATH SVAMP ASDiv MQA
10 79.8 43.8 82.9 82.4 65.7
25 81.0 43.4 829 83.5 65.5
50 81.5 44 .4 82.7 83.2 68.9
100 82.9 45.2 83.1 83.5 68.2
200 84.1 45.2 84.0 84.4 71.1

Table 4: Effect of the maximum number of MCTS itera-
tions M;¢er-

is advantageous, as it encourages a deeper explo-
ration of reasoning paths instead of focusing on the
early steps.

To test our hypothesis, we evaluated LE-MCTS
with C' € {0.5,1.0,1.414}', and the results are
reported in Table 3. The results support our hypoth-
esis that C' = 0.5 yields the best performance on
MATH and MQA, while C = 1.0 and C' = 1.414
outperform C' = 0.5 on GSM8K, SVAMP, and AS-
Div. Our experiment offers a guide for choosing
an appropriate C' value for previously unseen prob-
lems. For problems with a complexity level compa-
rable to simple grade-school math word problems,
a C value greater than 1 is recommended to facili-
tate effective exploration of early-stage reasoning
steps. In contrast, for more complex problems, a C
value below 1 is preferable, as it encourages a more
thorough investigation of the in-depth reasoning
paths.

Maximum Number of MCTS Iterations, 1,
The hyperparameter n;, plays a crucial role
in determining the balance between performance
and computational cost. A large n;.., increases
the execution time of the algorithm, while a too
small ng, may be insufficient to find an opti-
mal reasoning path. To investigate the effect of
Njter ON performance, we varied ng., over the
set {10, 25, 50, 100,200} and report the results in
Table 4. The results show that performance im-
proves as 1, increases from 10 to 200, suggesting
that we can find a better reasoning path as we run
more MCTS iterations. However, this improvement
varies across datasets, and performance generally
saturates beyond 200 iterations. These results high-
light the importance of selecting an appropriate
nter to balance performance with computational
cost.

Efficiency Analysis We follow Dehghani et al.
(2022) to compare the efficiency of the proposed

'We follow the standard practice (Kocsis and Szepesvari,

2006; Browne et al., 2012) to choose the value V2, along with
smaller values of 0.5 and 1.0 for greater exploitation.

Method ASDiv MATH
VRAM (}) seclex () | VRAM (|) sec/ex ()

BoE 76.7 17.6 64.8 71.1
EBS 79.2 12.3 71.8 472
Blender 70.4 22.2 66.5 59.1
MoA 67.4 84.4 79.8 93.7
EVA 69.9 92.2 70.3 480.2
Ours,,,,,, =25 76.7 34.6 64.6 129.1
Ours,,,,..—200 77.4 112.2 71.0 342.2

Table 5: Efficiency analysis. We compare the efficiency
of our method with existing ensemble approaches based
on peak VRAM usage and throughput. Throughput is
measured as the average time per example, reported in
seconds per example (sec/ex). VRAM usage is quanti-
fied as the maximum value observed during inference,
expressed in gigabytes (GB). For both metrics, lower
values indicate higher efficiency.

method with existing ensemble approaches. Specif-
ically, we analyze efficiency along two axes: GPU
memory consumption and throughput. Throughput
is defined as the average time required to process
each example. We use peak VRAM usage dur-
ing inference as the memory consumption metric.
We choose VRAM usage as an efficiency metric
because the number of floating-point operations
(FLOPs), although commonly used, is difficult
to compare fairly across different decoding algo-
rithms. In contrast, VRAM usage serves as an
indirect indicator of the number of parameters and
the input sequence length involved in the decod-
ing process, which are the most important factors
for measuring computational cost in Transformer
architectures.

For a fair comparison, we measured VRAM us-
age and throughput on a single NVIDIA H100
80GB GPU, using the same CUDA and PyTorch
versions. We evaluated these efficiency metrics
on the most complex dataset, MATH, and the
simplest dataset, ASDiv. The results in Table 5
show that EBS is the most efficient algorithm in
terms of throughput. For peak VRAM usage, MoA
and LE-MCTS,, , , —25 are the most efficient algo-
rithms on ASDiv and MATH, respectively. Both
output- and token-level ensemble methods show
high throughput in MATH, while LLM-Blender
and MoA suffer from the long input sequence
length of the aggregator, and EVA lacks optimiza-
tion for generating long sequence in its implemen-
tation.

Our LE-MCTS with 7, = 200 is more
resource-intensive than most existing algorithms
but achieves better performance. While LE-MCTS
offers significant performance improvements on
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Question: Josh decides to try flipping a house. He buys a house for $80,000 and then puts in $50,000
in repairs. This increased the value of the house by 150%. How much profit did he make?

LE-MCTS, correct answer

LLaMA-3: Let’s break it down step by step!

Gemma-2: 1. **Calculate the total investment:** Josh spent $80,000 (house) + $50,000 (repairs) =
$130,000

Gemma-2: 2. **Calculate the increase in value:** A 150% increase means the house’s value went up
by 1.5 times its original price. So, the increase is $80,000 * 1.5 = $120,000

Gemma-2: 3. **Calculate the new value:** The house is now worth $80,000 (original) + $120,000
(increase) = $200,000

Rho-Math: 4. **Calculate the profit:** The profit is the difference between the new value and the total
investment. So, $200,000 - $130,000 = $70,000

LLaMA-3: 5. ** Answer:** Josh made a profit of $70,000.

LE-MCTS, wrong answer

Gemma-2: Here’s how to solve the house flipping problem:

Gemma-2: **1. Calculate the total investment:**

Gemma-2: * Josh spent $80,000 on the house + $50,000 on repairs = $130,000 total investment.
LLaMA-3: **2. Calculate the increased value of the house:**

Rho-Math: * 150% of $130,000 = 1.5 * 130,000 = 195,000. So the house is now worth 195,000.
Gemma-2: **3. Calculate the profit:**

Gemma-2: * The house is now worth $195,000 - $130,000 (investment) = $65,000 profit.
LLaMA-3: The answer is $65,000.

BoE, wrong answer

The original value of the house was $80,000. He put in an additional $50,000 in repairs. This increased
the value of the house by 150%. So the new value of the house is $80,000 + 150% of $80,000 +
$50,000. This is $80,000 + 1.5 * $80,000 + $50,000. This is $80,000 + $120,000 + $50,000. This is

$250,000. So he made a profit of $250,000 - $130,000 = $120,000.

Table 6: An example of the outputs generated by LE-MCTS and BoE to solve a test case in GSM8K. We highlight

the first error made by the model in red.

complex problems, its advantages on simpler tasks
are marginal. In ASDiv, LE-MCTS is less efficient
than BoE and EBS in throughput, even when we
run a small number of MCTS iterations n = 25.
This results underscore that while LE-MCTS’s in-
depth search is beneficial for solving complex rea-
soning problems, it may introduce unnecessary
computational overhead for straightforward tasks,
where EBS and BoE can achieve comparable per-
formance at a lower cost. Therefore, LE-MCTS is
particularly well suited for challenging reasoning
tasks that require in-depth analysis, where a trade-
off between performance and computational cost
is acceptable.

Case Study We present an example generated by
LE-MCTS and BoE using a test case from GSM8K
in Table 6. BoE, the second-best ensemble model
in GSM8K, made an error in the intermediate rea-
soning step, "So the new ... $50,000.". A similar
mistake appears in the trajectory discovered by LE-

MCTS, despite receiving a high reward of 0.755.
However, the highest-reward reasoning chain in
LE-MCTS (i.e., the path that reaches the leaf node
with a reward of 0.932) demonstrates perfect rea-
soning. Although LE-MCTS can make mistakes
during the search, it is capable of identifying bet-
ter reasoning paths by incorporating a lookahead
search and diverse reasoning steps from multiple
LLMs.

4 Related Work

4.1 Language Model Ensemble

Ensemble learning is a widely used approach to im-
prove model performance by integrating multiple
weaker models (Lu et al., 2024b). In large language
models (LLMs), ensemble methods have been typi-
cally applied at either the token level or the output
level. Token-level ensembling (Liu et al., 2021,
2024a; Li et al., 2024; Mavromatis et al., 2024)
has involved merging token logits or probabilities
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from multiple LLMs, which often requires that the
models share the same token vocabulary and model
architecture. To overcome this limitation, EVA (Xu
et al., 2024) have mapped the output distributions
of different LLMs into a unified space through pre-
trained mapping. In contrast, output-level ensem-
ble methods (Jiang et al., 2023b; Wang et al., 2024a;
Izacard and Grave, 2021; Ravaut et al., 2022) have
combined entire model outputs using an additional
fusion model. For example, LLM-Blender (Jiang
et al., 2023b) have introduced a general framework
that employs a pair ranker to filter the top K opti-
mal outputs before merging them through a fusion
model to generate the final result.

Our work introduces a novel process-level en-
semble method that offers greater flexibility than
token-level approaches, as LE-MCTS does not
need to match the vocabulary or architecture. More-
over, in output-level ensemble methods, the aggre-
gator receives the outputs of multiple LLMs as
input, which can cause the input sequence length
to exceed the limit it can handle. In contrast, the
maximum input sequence length of LE-MCTS re-
mains the same as when solving a math reasoning
problem with a single LLM using greedy decoding.
Therefore, output-level ensemble methods are not
suitable for complex reasoning tasks that require
long, in-depth reasoning.

4.2 Reward-Guided Decoding

Two main types of verifiers for mathematical rea-
soning problems are the Outcome Reward Model
(ORM) and the Process Reward Model (PRM).
ORM assesses the entire solution, whereas PRM
evaluates individual steps, providing more gran-
ular feedback. Both approaches have shown im-
provements in mathematical reasoning compared to
self-consistency (Wang et al., 2023), yet evidence
has shown that PRM outperforms ORM (Light-
man et al., 2023; Wang et al., 2024b). Previous
studies have used rewards to guide the decod-
ing process at the sentence level (Uesato et al.,
2022; Welleck et al., 2022; Yao et al., 2024) and
the token level (Dathathri et al., 2020; Yang and
Klein, 2021; Chaffin et al., 2022; Li et al., 2023).
ARGS (Khanov et al., 2024) has incorporated lan-
guage model alignment as a reward-guided search.
Yu et al. (2024) and Ma et al. (2023) have ap-
plied process rewards to enhance heuristic search
algorithms. Recently, ReST-MCTS* (Zhang et al.,
2024) has also employed process reward-guided
MCTS, similar to our approach, to generate high-

quality data for self-training. However, our use of
MCTS focuses on ensembling LLMs. To the best
of our knowledge, this is the first attempt to apply
process-reward guidance for LLM ensembling.

5 Conclusion

In this paper, we introduced a novel framework
for process-level ensembling of language models,
addressing key limitations of traditional language
model ensemble methods. We formulated the step-
by-step reasoning with an ensemble of language
models as a Markov decision process. By lever-
aging an existing process-based reward model and
Monte Carlo tree search, our approach effectively
navigates the unified space of reasoning steps gen-
erated by different language models, discovering
more accurate solutions. Extensive experiments on
mathematical reasoning benchmarks demonstrate
the efficacy of the proposed method, especially in
solving complex reasoning problems. We believe
this approach paves the way for broader process-
level ensemble of language models, as it can be ap-
plied to any step-by-step reasoning problem where
an appropriate process-reward model exists.

Limitations

Our proposed LE-MCTS framework relies on sig-
nals from the process-based reward model to ef-
fectively navigate the reasoning step space. When
the PRM fails to compute rewards accurately, LE-
MCTS also fails. While Math-Shepherd’s PRM
generally performs well on established mathemati-
cal datasets, there is no guarantee that it will be ap-
plicable to novel math problems. Moreover, PRMs
for other complex, step-by-step reasoning tasks
remain relatively unexplored. Therefore, develop-
ing robust and generalizable PRMs is crucial for
enhancing LE-MCTS, and we believe this is a valu-
able future direction.

Another limitation of our work is the need to
select base models. The experimental results in
Appendix A suggest that using weak base models
harms the performance of LE-MCTS. Although we
demonstrated that even a small amount of synthetic
data can effectively identify weak base models, this
approach may not generalize well to other tasks
and datasets. Nevertheless, selecting base models
provides a clear advantage in terms of efficiency.
By ensembling only a small number of LLMs, LE-
MCTS achieves greater efficiency in both VRAM
usage and the number of MCTS iterations. We
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believe a robust selection algorithm for identifying
effective base models is another important future
direction.
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Model GSMSK MATH SVAMP ASDiv MQA
Rho-Math 81.2 56.2 87.5 100 62.5
LLaMA-3 81.2 31.2 87.5 100 25
Gemma-2 87.5 81.2 37.5 100 37.5

DeepSeek-Math 56.2 43.8 87.5 87.5 87.5

Table 7: Performance on 16 synthetic examples.

A Base Model Selection

LLMs sometimes exhibit significantly lower per-
formance on certain datasets, such as LLaMA-3 on
MATH and MQA. We hypothesize that including
such LLMs as base models may harm the perfor-
mance of ensemble frameworks. However, select-
ing base models for unseen problems is challenging
because we cannot measure their performance in
advance. To address this, we generated synthetic
examples that mirror the original math datasets
in both difficulty and style, and we used the per-
formance on these synthetic data for base model
selection. Specifically, we instructed GPT-40 to
generate 16 synthetic examples for each dataset, as
shown in Figs. 5-9. We evaluated the greedy decod-
ing performance of each LLM on the synthetic data
and selected the top three models as base models
for the ensemble. The evaluation results on the
synthetic data are presented in Table 7.

For the selection of top-3 models, we heuris-
tically included high-performing LLMs and ex-
cluded low-performing ones. For example, al-
though DeepSeek-Math performs worse than the
other models on ASDiy, it still demonstrates strong
performance. Therefore, we included all models
as base models. In contrast, the performance gap
between the second and third best models on MQA
was substantial, so we selected only Rho-Math
and DeepSeek-Math as base models. For GSM8K,
MATH, and SVAMP, we used the top-3 models as
base models. Note that EVA was tested only with
All, as it cannot utilize Gemma-2 due to a mismatch
in hidden dimensions with the other LL.Ms.

We present the complete results for the Top-3
and All sets of base models in Table 8. Except for
LLM-Blender, Top-3 consistently shows better av-
erage performance across all ensemble frameworks.
Moreover, the performance gap between Top-3 and
All in LLM-Blender is minimal or zero. These re-
sults indicate that weak base models indeed harm
the performance of ensemble frameworks and that
synthetic examples can effectively identify weak
base models.

Method  Base Model GSM8K MATH SVAMP ASDiv MQA

BS Top-3 667 410 808 782 640
All 546 418 788 782 613

BoE Top-3 80.0 360 845 838 651
All 79.4 290 851 838 512

MoA Top-3 25 222 443 414 604

o All 433 104 484 474 612
Top3 299 14 690 690 219

Blender All 51.9 14 713 690 219
Top-3 841 152 840 844 711

LE-MCTS All 842 400 797 844 675

Table 8: Full experimental results of language model
ensemble approaches with two base model configura-
tions: Top-3 and All.

B Average Reward Distribution of Leaf
Nodes

We measured the average reward received by leaf
nodes in MCTS for optimistic and standard back-
propagation strategies. Specifically, we first mea-
sured the process rewards of all leaf nodes in the
tree, then computed the average per sample and
reported the results in the KDE plots Figs. 10-14.
The value in parentheses represents the mean of all
points in the plot.

For complex math problems such as MATH and
MQA, leaf nodes received relatively lower rewards
compared to simpler problems. For easy math prob-
lems, like ASDiv, the distribution is left-skewed,
with the probability mass concentrated in the range
[0.8, 1.0]. Leaf nodes consistently received higher
rewards when using optimistic value backpropaga-
tion, regardless of the dataset. These results indi-
cate that optimistic backpropagation is more effec-
tive than standard backpropagation in discovering
high-reward reasoning trajectories. Furthermore,
LE-MCTS’s preference for high-reward reasoning
paths guarantees performance improvements, par-
ticularly when paired with a better PRM.

C Average Depth Distribution of Leaf
Nodes

Similar to Appendix B, we measured the aver-
age depth of leaf nodes for C' = {0.5,1.0, 1.414}.
Specifically, we first measured the depth of all leaf
nodes in the tree, then computed the average per
sample and reported the results in the KDE plots
Figs. 15-19. The value in parentheses represents
the mean of all points in the plot. The results show
that the length of reasoning trajectories increases
as C decreases. These results support our claim
that LE-MCTS tends to perform more in-depth rea-
soning when a lower UCT constant C' is used.
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Figure 4: An illustration of process reward-guided decoding algorithms with N = 3 and a beam size of 1.

D Detailed Explanation of Baselines

In this section, we briefly describe the baseline
methods to make our paper self-contained.

Process reward-guided decoding algorithms for
a single LLLM and ensemble language models
Best-of-N (BoN) (Stiennon et al., 2020; Lightman
et al., 2023) is a popular algorithm for aligning
language models to human preferences. During
inference, N samples are drawn from the language
model, and the sample with the highest reward,
determined by a reward model, is returned as the
final output. BoN has also been applied to math
problems (Lightman et al., 2023; Yuan et al., 2023),
demonstrating its effectiveness. Process reward-
guided Beam Search (BS) was first proposed in
OVM (Ma et al., 2023), which has employed a
beam search strategy guided by OVM. Unlike con-
ventional beam search, which relies on token-level
probability, BS is steered by the estimated process
reward at each step. We followed the BS implemen-
tation in OVM but used PRM from Math-Shepherd
as the reward model, instead of OVM, to compute
a consistent reward signal across all baselines.
Best-of-Ensemble (BoE) and Ensemble Beam
Search (EBS) are simple modifications of BoN and
BS, as depicted in Fig. 4. For BoE, instead of using
a single LLM, we employ multiple LLMs to gener-
ate candidates and select the best one among them.
For EBS, at each step, multiple LLMs generate
candidates for beam search. These straightforward
modifications of existing process-reward guided de-
coding algorithms are significantly more effective
than the original methods, as they provide a wider
search space by incorporating different LLMs. For

all models, we set N = 9 and sample candidates
using nucleus sampling with a temperature 0.5.

LLM-Blender (Jiang et al., 2023b) LLM-Blender
consists of two modules: PairRanker and GenFuser.
PairRanker employs a specialized pairwise com-
parison method to distinguish subtle differences
between candidate outputs. It jointly encodes the
input text and a pair of candidates, using cross-
attention encoders to determine the superior one.
Then, GenFuser aims to merge the top-ranked can-
didates, generating an improved output by capital-
izing on their strengths and mitigating their weak-
nesses. PairRanker employs DeBERTa (He et al.,
2021) and GenFuser employs Flan-T5-XL (Chung
et al., 2022) as the backbone and both are fine-
tuned on the MixInstruct dataset proposed in LLM-
Blender.

Mixture-of-Agents (MoA) (Wu et al., 2024)

MoA employs multiple LLMs to iteratively en-
hance generation quality. It constructs a layered
architecture in which each layer consists of mul-
tiple LLM agents. Specifically, LLMs in the first
layer, denoted as agents Ay 1,..., Ay, indepen-
dently generate responses to a given prompt. These
responses are then passed on to the next layer
of agents Ay 1,..., Az, which can reuse mod-
els from the first layer, for further refinement. This
iterative refinement process is repeated over several
cycles to produce a more robust and comprehensive
response. In the final layer, a primary aggregator
synthesizes all the outputs to obtain a final solution.

Ensemble LLMs via Vocabulary Alignment
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(EVA) (Xu et al., 2024) EVA proposed a novel
vocabulary alignment method and fused LL.Ms at
the token level. Their approach is based on the ob-
servation that, although various LLMs have distinct
vocabularies, they often share a significant number
of overlapping tokens. EVA leverages these tokens
as bridges by first extracting embeddings of the
overlapping tokens and learning a mapping matrix
to project these embeddings into a shared space.
Subsequently, by computing similarity scores be-
tween tokens in these vocabularies, EVA derives
the semantic projection matrix W . This enables the
projection of output distributions from one LLM
to another, allowing for the generation of reason-
able tokens based on the fused distribution of these
LLMs at each inference step. Finally, they fur-
ther enhance the approach by devising a filtering
strategy to exclude models that generate unfaithful
tokens.

E Tasks and Dataset Statistics

GSMBSK (Cobbe et al., 2021) Grade School Math
8K (GSMSK) is a dataset of 8.5K high-quality lin-
guistically diverse grade school math word prob-
lems. These problems take between 2 and 8 steps
to solve. Solutions primarily involve performing
a sequence of elementary calculations using basic
arithmetic operations to reach the final answer. We
used 1,319 test examples for the experiment.

MATH (Hendrycks et al., 2021) MATH is a
dataset of 12.5k challenging competition mathe-
matics problems. Each problem in MATH has
a full step-by-step solution and requires a wide
range of mathematical problem solving abilities at
varying levels of difficulty and topics. Although
the original MATH dataset provides 5,000 test ex-
amples, PRM800K (Lightman et al., 2023) used
4,500 of these for training. Following standard
practice (Lightman et al., 2023; Wang et al., 2024b),
we used the remaining 500 examples (MATHS500)
for evaluation to prevent data leakage.

SVAMP (Patel et al., 2021) Simple Variations
on Arithmetic Math word Problems (SVAMP) is
a dataset of 1,000 arithmetic word problems with
grade level up to 4 by applying simple variations
over word problems in an existing dataset. The
authors modified the ASDiv-A (Miao et al., 2020)
dataset with three variations: changing the ques-
tion object and structure, tweaking the underlying
reasoning, and shuffling objects and phrases. We

used the entire dataset for the evaluation.

ASDiv (Miao et al., 2020) Academia Sinica Di-
verse MWP Dataset (ASDiv) is a dataset of 2,305
math word problems commonly taught in elemen-
tary school. ASDiv focuses on the diversity of math
problems in terms of text patterns and problem
types. We used the entire dataset for the evaluation.

MOQA (Amini et al., 2019) MathQA (MQA) is a
dataset of 37k English multiple choice math word
problems that cover multiple math domain cate-
gories by modeling operation programs correspond-
ing to word problems in the AQuA dataset (Ling
et al., 2017). Specifically, MQA manually anno-
tated GRE- and GMAT-level math word problems
in AQuA with formal operation programs. We
used the 1,000 examples provided by the math-
evaluation-harness library for the evaluation.
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Your task is to generate 16 math questions that match the same level of difficulty, required skills, and style as
the five given example problems. You then generate the step-by-step solutions and the final answer to each
generated question. Finally, format the generated outputs in this format: '{"question":"","answer":"","idx":}.

[Example 1] Janet’s ducks lay 16 eggs per day. She eats three for breakfast every morning and bakes muffins
for her friends every day with four. She sells the remainder at the farmers' market daily for $2 per fresh duck
egg. How much in dollars does she make every day at the farmers' market?

[Example 2] A robe takes 2 bolts of blue fiber and half that much white fiber. How many bolts in total does it
take?

[Example 3] Josh decides to try flipping a house. He buys a house for $80,000 and then puts in $50,000 in
repairs. This increased the value of the house by 150%. How much profit did he make?

[Example 4] James decides to run 3 sprints 3 times a week. He runs 60 meters each sprint. How many total
meters does he run a week?

[Example 5] Every day, Wendi feeds each of her chickens three cups of mixed chicken feed, containing seeds,
mealworms and vegetables to help keep them healthy. She gives the chickens their feed in three separate
meals. In the morning, she gives her flock of chickens 15 cups of feed. In the afternoon, she gives her
chickens another 25 cups of feed. How many cups of feed does she need to give her chickens in the final
meal of the day if the size of Wendi's flock is 20 chickens?

Figure 5: A prompt for generating 16 synthetic examples analogous to those in GSMS8K.

Your task is to generate 16 math questions that match the same level of difficulty, required skills, and style
as the five given example problems. You then generate the step-by-step solutions and the final answer to
each generated question. Finally, format the generated outputs in this format:

'{"problem": "", "solution": "", answer": ", "subject": ", "level": , "unique_id": ""}

, where “subject” is the topic of the question and “level” refers to the difficulty of the problem, ranging from 1
(grade-school level) to 5 (challenge level). Note that | want the questions with level 2 to 4.

[Example 1] Convert the point $(0,3)$ in rectangular coordinates to polar coordinates. Enter your answer in
the form $(r,\\theta),$ where $r > 0$ and $0 \\le \\theta < 2 \\pi.$

[Example 2] Define\n\\[p = \\sum_{k = 1}*\\infty \\frac{1}{k"2} \\quad \\text{and} \\quad g = \\sum_{k =
1}3*\\infty \\frac{1Xk”3}.\\]Find a way to write\n\\[\\sum_{j = 1}*\\infty \\sum_{k = 1}*\\infty \\frac{1}{(j +
k)*3N\\Jin terms of $p$ and $q.$

[Example 3] If $f(x) = \\frac{3x-2{x-2}$, what is the value of $f(-2) +f(-1)+f(0)$? Express your answer as a
common fraction.

[Example 4] How many positive whole-number divisors does 196 have?

[Example 5] The results of a cross-country team's training run are graphed below. Which student has the
greatest average speed? [asy]\nfor (inti=1;i<=7;++i)\n{\n\ndraw((i,0)--(i,6));\n\n\nfor (inti=1;i<=5; ++i
)\n{\n\ndraw((0,i)--(8,i));\n\ndraw((-0.5,0)--(8,0), linewidth(1));\ndraw((0,-0.5)--(0,6),
linewidth(1));\nlabel(\"$O0$\", (0,0), SW);\nlabel(scale(.85)*rotate(90)*\"distance\", (0, 3),
W);\nlabel(scale(.85)*\"time\", (4, 0), S);\ndot((1.25, 4.5));\nlabel(scale(.85)*\"Evelyn\", (1.25, 4.8),
N);\ndot((2.5, 2.2));\nlabel(scale(.85)*\"Briana\", (2.5, 2.2), S);\ndot((4.25,5.2));\nlabel(scale(.85)*\"Carla\",
(4.25, 5.2), SE);\ndot((5.6, 2.8));\nlabel(scale(.85)*\"Debra\", (5.6, 2.8), N);\ndot((6.8,
1.4));\nlabel(scale(.85)*\"Angela\", (6.8, 1.4), E);\n[/asy]

Figure 6: A prompt for generating 16 synthetic examples analogous to those in MATH.
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Your task is to generate 16 math questions that match the same level of difficulty, required skills, and style as
the five given example problems. You then generate the step-by-step solutions and the final answer to each
generated question. Finally, format the generated outputs in this format:
{"Answer":,"Question":,"Equation":,"Body":"","Type":"","ID":"""idx":0}’

, where Body is the question body and the question is the actual question, and type is the question such as
"subtraction".

[Example 1] There are 87 oranges and 290 bananas in Philip's collection. If the bananas are organized into 2
groups and oranges are organized into 93 groups. How big is each group of bananas?

[Example 2] Marco and his dad went strawberry picking. Marco's dad's strawberries weighed 11 pounds. If
together their strawberries weighed 30 pounds. How much did Marco's strawberries weigh?

[Example 3] Edward spent $ 6 to buy 2 books each book costing him the same amount of money. Now he has
$ 12. How much did each book cost?

[Example 4] Frank was reading through his favorite book. The book had 3 chapters, each with the same
number of pages. It has a total of 594 pages. It took Frank 607 days to finish the book. How many pages are in
each chapter?

[Example 5] There were 78 dollars in Olivia's wallet. She spent 15 dollars at a supermarket. How much money
does she have left?

Figure 7: A prompt for generating 16 synthetic examples analogous to those in SVAMP.

mr task is to generate 16 math questions that match the same level of difficulty, required skills, and style ax
the five given example problems. You then generate the step-by-step solutions and the final answer to each

generated question. Finally, format the generated outputs in this format:

'{"body":"""question":"""solution_type":"","answer":"""formula":"""idx":}’

, where the "body" is the question body and "question" is the actual question.

[Example 1] Seven red apples and two green apples are in the basket. How many apples are in the basket?
[Example 2] Ellen has six more balls than Marin. Marin has nine balls. How many balls does Ellen have?
[Example 3] Janet has nine oranges and Sharon has seven oranges. How many oranges do Janet and Sharon
have together?

[Example 4] Allan brought two balloons and Jake brought four balloons to the park. How many balloons did
Allan and Jake have in the park?

[Example 5] Adam has five more apples than Jackie. Jackie has nine apples. How many apples does Adam
have?

Figure 8: A prompt for generating 16 synthetic examples analogous to those in ASDiv.

Your task is to generate 16 math questions that match the same level of difficulty, required skills, and style as
the five given example problems. You then generate the step-by-step solutions and the final answer to each
generated question. Finally, format the generated outputs in this format:
{"problem":"""rationale":"",,"options":"""correct":"","annotated_formula":"""linear_formula":"""type":""}’

, Where the "correct" is the single character among {"a","b","c","d","e"}.

[Example 1]if log8 x+log81\/6=1\/ 3, thenthevalueofxis:a)12,b)16,c)18,d)24,e)26
[Example 2] the compound ratioof5:6,3:2and6:5?a)1:1,b)1:87,c)1:6,d)3:2,e)1:2
[Example 3] two boys starts from the same place walking at the rate of 5 kmph and 5.5 kmph respectively in
the same direction . what time will they take to be 8.5 km apart?a)17hr,b)14hr,c)12hr,d)19hr,e) 23
hr

[Example 4] set a of 8 positive integers may have the same element and have 40 . and set b of 8 positive
integers must have different elements and have 40 . when m and n are the greatest possible differences
between 40 and other elements \u2019 sums in set a and set b, respectively, m-n=?a)21,b)29,c)23,d
)25,¢e)26

[Example 5] a library has an average of 510 visitors on sundays and 240 on other day . the average number of
visitors in a month of 10 days starting with sundayisa)280,b)285,c)290,d)855,¢e)275

Figure 9: A prompt for generating 16 synthetic examples analogous to those in MQA.
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Figure 10: The distribution of the average reward for leaf nodes per example in GSM8K.
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Figure 11: The distribution of the average reward for leaf nodes per example in MATH.
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Figure 12: The distribution of the average reward for leaf nodes per example in SVAMP.
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Figure 13: The distribution of the average reward for leaf nodes per example in ASDiv.
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Figure 14: The distribution of the average reward for leaf nodes per example in MQA.
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Figure 15: The distribution of the average depth of leaf nodes per example in GSMS8K.
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Figure 16: The distribution of the average depth of leaf nodes per example in MATH.
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Figure 17: The distribution of the average depth of leaf nodes per example in SVAMP.
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Figure 18: The distribution of the average depth of leaf nodes per example in ASDiv.
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Figure 19: The distribution of the average depth of leaf nodes per example in MQA.
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