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Abstract

Large Language Models (LLMs) have demon-
strated remarkable capabilities across various
tasks but their performance in complex log-
ical reasoning tasks remains unsatisfactory.
Although some prompting methods, such as
Chain-of-Thought, can improve the reasoning
ability of LLMs to some extent, they suffer
from an unfaithful issue where derived con-
clusions may not align with the generated rea-
soning chain. To address this issue, some
studies employ the approach of propositional
logic to further enhance logical reasoning abil-
ities of LLMs. However, the potential omis-
sions in the extraction of logical expressions
in these methods can cause information loss
in the logical reasoning process, thereby gen-
erating incorrect results. To this end, we pro-
pose Logic-of-Thought (LoT) prompting which
employs propositional logic to generate ex-
panded logical information descriptions and
utilizes them as an additional augmentation
to original contexts, thereby ensuring infor-
mation completeness and enhancing logical
reasoning ability. LoT is orthogonal to ex-
isting prompting methods and can be seam-
lessly integrated with them. Extensive experi-
ments demonstrate that LoT boosts the perfor-
mance of various prompting methods with a
striking margin across five logical reasoning
tasks. In particular, LoT enhances Chain-of-
Thought’s performance on the ReClor dataset
by +4.35%, improves Chain-of-Thought with
Self-Consistency’s performance on the Rule-
Taker dataset by +3.52%, and boosts perfor-
mance of Tree-of-Thoughts on the ProofWriter
dataset by +8%‡.

1 Introduction

In recent years, Large Language Models (LLMs)
have demonstrated excellent capabilities across var-

*Equal contributions.
†Corresponding authors.
‡Code and data are available at https://github.com/

HEA1OR/lot.

ious NLP tasks (Achiam et al., 2023; Anil et al.,
2023; Touvron et al., 2023). However, even the
most advanced LLMs exhibit limited performance
in mathematics and complex logical reasoning
tasks (Arkoudas, 2023; Liu et al., 2023). Chain-
of-Thought (CoT) prompting (Kojima et al., 2022;
Wei et al., 2022; Nye et al., 2021) has emerged as
a promising approach to improve logical reasoning
capabilities, which enhances reasoning abilities by
adding intermediate steps in the reasoning process.
Subsequent research has sought to simulate human
reasoning processes by expanding the Chain-of-
Thought into more complex reasoning topology.
For example, Tree-of-Thoughts (ToT) (Yao et al.,
2024) extends into a tree-like reasoning topology,
exploring more reasoning branches at each step and
supporting backtracking. STaR (Zelikman et al.,
2022) and Chain-of-Thought with Self-Consistency
(CoT-SC) (Wang et al., 2022b) generate multiple
chains of thought or reasoning paths, selecting the
most optimized and consistent answers from these.
However, (Bao et al., 2024; Lanham et al., 2023;
Lyu et al., 2023; Turpin et al., 2024) observe that
LLMs occasionally exhibit unfaithful reasoning,
wherein the derived conclusions do not adhere to
the previously generated reasoning chain.

To tackle the challenge of the unfaithfulness in
the reasoning process, researchers have proposed
many neuro-symbolic methods that integrate LLMs
with symbolic reasoning, such as Faithful Chain-of-
Thought (Lyu et al., 2023), LINC (Olausson et al.,
2023), Logic-LM (Pan et al., 2023) and SatLM
(Ye et al., 2024). These methods follow a similar
process: Initially, the problem and objectives are
translated into symbolic expressions. Subsequently,
symbolic results are derived through external tools
such as symbolic solvers. Finally, it’s optional
to explain symbolic results using LLMs or inter-
preters. However, these existing neuro-symbolic
methods inevitably suffer from the issue of infor-
mation loss, which results from omissions in the
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Context:
1. Books contain tons of knowledge.
2. When a person reads a book, that person gains knowledge.
3. If a person gains knowledge, they become smarter.
4. Harry read the book "Walden" by Henry Thoreau.

Whether this inference is correct: 
Harry is smarter than before.

Context FOLs :

1. all x. (Book(x) → Contains(x, Knowledge))

2. all x. all y. (Person(x) & Reads(x, y) & Book(y) → Gains(x, Knowledge))

3. all x. (Gains(x, Knowledge) → Smarter(x))

4. Reads(Harry, Walden)

Whether this inference is correct:          

Smarter(Harry)

Prover9 Deduction: Uncertain

Extended context:
1. Books contain tons of knowledge.
2. When a person reads a book, that person gains knowledge.
3. If a person gains knowledge, they become smarter.
4. Harry read the book "Walden" by Henry Thoreau.
5. If a person reads a book, that person become smarter.

Whether this inference is correct: 
Harry is smarter than before.

LLMs answer: Correct LLMsProver9

LoTLINC

Input

Information Loss:
Person(Harry)
Book(Walden)

Figure 1: Comparison between LINC and LoT. The left part involves the workflow of LINC, which converts
problems into logical expressions and then derives results using Prover9. However, LINC loses fact information
Person(Harry) and Book(Walden), leading to errors. On the right side, LoT generates supplementary logical
information "If a person reads a book, that person become smarter" that is seamlessly integrated into the original
prompt, thereby enhancing the capability of LLMs to produce accurate results.

extraction of logical expressions and directly leads
to incorrect intermediate reasoning processes. As
illustrated in the Figure 1, in the extraction process
of logical expressions in LINC, two key pieces
of hidden information "Harry is a person" and
"Walden is a book" are lost, which makes it impos-
sible for the symbolic solver Prover9 to obtain the
correct reasoning result.

To address the issue of information loss, in this
paper, we propose a novel zero-shot prompting
method named Logic-of-Thought (LoT). Specifi-
cally, LoT first extracts propositions and logical
expressions from the input context, expands these
logical expressions according to logical reasoning
laws, and converts the deduced logical expressions
back into natural language form. Then LoT consid-
ers these extended logical descriptions as additional
logical augmentation for LLMs and concatenates
it with the original context, which not only encour-
ages LLMs to utilize these new deduced logical in-
formation when answering the original question but
also ensures information completeness through pre-
serving full original contexts for LLMs reasoning,
thereby enhancing logical reasoning ability. Addi-
tionally, the LoT prompting approach is compatible
and orthogonal to existing prompting methods, en-
abling seamless integration of these methods. To
validate the effectiveness of LoT, we conduct ex-
tensive experiments to evaluate its capability in

boosting various prompting methods such as CoT,
SC, CoT-SC and ToT across five logical reason-
ing datasets. Experimental results demonstrate that
LoT prompting can seamlessly integrate with ex-
isting prompting methods and significantly boost
their performance in logical reasoning. Specifically,
LoT significantly enhances the performance of CoT
on the ReClor dataset, achieving an improvement
in accuracy up to +4.35%. Furthermore, LoT im-
proves the SC’s performance on the ReClor dataset
by a remarkable +6.52%. Moreover, LoT boost
the accuracy of CoT-SC on RuleTaker by +3.52%.
Additionally, LoT effectively elevates the perfor-
mance of ToT on the ProofWriter dataset, resulting
in a significant improvement of +8%.

The main contributions of this paper are as fol-
lows:

1. We propose a novel prompting method Logic-
of-Thought (LoT) to address the issue of infor-
mation loss in existing neuro-symbolic meth-
ods by generating logical proposition descrip-
tions as augmentations for original prompts.

2. We integrate LoT with a variety of distinct
prompting techniques, including Chain-of-
Thought (CoT), Self-Consistency (SC), Chain-
of-Thought with Self-Consistency (CoT-SC),
Tree-of-Thoughts (ToT), by leveraging the or-
thogonal capabilities of LoT.
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3. We conduct extensive experiments to evalu-
ate the effectiveness of LoT in enhancing the
capabilities of different prompting techniques
across diverse logical reasoning tasks. The re-
sults demonstrate the significant effectiveness
of LoT in boosting the performance of various
prompting methods.

2 Preliminary

As this study focuses on logical reasoning tasks, we
first provide some definitions and symbols about
the propositional logic system, which will be used
throughout the paper.

• Propositions are defined as declarative sen-
tences that have clear truth-value character-
istic and cannot be simultaneously true and
false. In this context, propositions are consid-
ered fundamental elements of logical expres-
sions. We use standard uppercase letters such
as A, B, C to symbolize specific propositions,
exemplified by statements like "you have key-
boarding skills", and lowercase letters such as
p, q, r to refer to any proposition.

• Connectives are defined as operators on propo-
sitions, which can operate on a single propo-
sition or link propositions together to form
a new logical expression. In this study, We
mainly focus on three connectives: ¬, → and
∧. Herein, negative ¬ denotes the negation op-
eration for a specific logical symbol (e.g., ¬p).
Implication → signifies a sufficient condition
or causal relationship between two proposi-
tions (e.g., p → q). Conjunction ∧ also op-
erates on two propositions, which represents
that the entire expression is true only if both
propositions are true (e.g., p ∧ q).

• Logical reasoning laws are defined as the de-
ducing relation between two logical expres-
sions. In this study, we utilize three basic
logical reasoning laws: the Double Nega-
tion Law ¬¬p ⇔ p, the Contraposition Law
(p → q) ⇔ (¬q → ¬p), and the Transitive
Law (p → q) ∧ (q → r) ⇒ (p → r), which
all align with human intuition and are funda-
mental and widely used in propositional logic
(Büning and Lettmann, 1999).

Although the presented logic system setting is
straightforward, our paper primarily concentrates

on introducing a new prompting paradigm to ad-
dress information loss in existing neuro-symbolic
methods. Moreover, notable enhancements have
already been achieved within this setting (See Sec-
tion 4.4). Therefore, we leave the exploration of
incorporating more diverse connectives and laws
in our method to future work.

3 Methodology

Overview. Figure 2 presents an overview of LoT,
which consists of three phases. Firstly, in the Logic
Extraction phase, propositions and logical relations
are extracted from the input context using LLMs to
output logical expressions. Secondly, in the Logic
Extension phase, the logical expressions are ex-
panded through Python-implemented logical rules.
Thirdly, in the Logic Translation phase, the ex-
panded logical expressions are translated into nat-
ural language descriptions of logical information
through LLMs. And then, the logical information is
incorporated into the input prompt, forming a com-
prehensive and novel input prompt for LLMs. The
following sections provide detailed introduction to
the phases of Logic Extraction, Logic Extension,
and Logic Translation.

Logic Extraction. In the Logic Extraction phase,
we use LLMs to extract formal logic expressions
from the input context through two stages. Firstly,
we instruct LLMs to select sentences containing
conditional reasoning relationships from the input
context to generate collection of sentences with
logical relationships. Subsequently, we use LLMs
to extract the set of propositional symbols P and
the set of logical expressions E from the collection.
During the process of Logic Extraction, LLMs iden-
tify propositions with similar meanings and repre-
sent them using identical propositional symbols.
Furthermore, LLMs analyze the logical relation-
ships between propositions from their natural lan-
guage descriptions, ultimately deriving the logical
expressions. For propositions expressing opposite
meanings, the negation ¬ is added. When there is a
conditional relationship between two propositions,
the implication → is used to connect their corre-
sponding propositional symbols. We also incorpo-
rate well-designed hints about logical relationships
into the prompt, such as phrases like "if...then..."
or "...causes..." to further guide LLMs in analyzing
logical connections and minimize errors. For ex-
ample, as depicted in Figure 2, LLMs extract the
same meaning description "be able to use a com-
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Context:
If you have no keyboarding skills at all, you will not be able to
use a computer. And if you are not able to use a computer, you
will not be able to write your essays using a word processing
program.
Question:
......
Options:
......

Logical Propositions: 
A: have keyboarding skills;
B: be able to use a computer;
C: be able to write your essays using a word
processing program

Context:
If you have no keyboarding skills at all, you will not be able to
use a computer. And if you are not able to use a computer, you
will not be able to write your essays using a word processing
program.
Question:
If the statements above are true, which one of the following
must also be true on the basis of them?
Options:
A. If you are not able to write your essays using a word
processing program, you have no keyboarding skills.
B. If you are able to write your essays using a word processing
program, you have at least some keyboarding skills. 
C. If you are not able to write your essays using a word
processing program, you are not able to use a computer. 
D. If you have some keyboarding skills, you will be able to
write your essays using a word processing program.  

Logical Reasoning Laws: 

Transitive Law: (p → q) ∧ (q → r) ⇒ (p → r)

Double Negation Law：¬¬p ⇔ p

Contraposition Law: (p → q) ⇔ (¬q → ¬p)

Extended Logical Expressions: 
C → A

C → A:

If you are able to write your essays using a word processing program,
then you have keyboarding skills.

Logical Deduction:
(¬A → ¬B) ∧ (¬B → ¬C) ⇒ (¬A → ¬C)

(¬A → ¬C) ⇒ (C → A)

Extended Context:
If you have no keyboarding skills at all, you will not be able to use a
computer. And if you are not able to use a computer, you will not be able
to write your essays using a word processing program. If you are able to
write your essays using a word processing program, then you
have keyboarding skills.

symbol A symbol B

symbol C
Logical Expressions:
 ¬A → ¬B , ¬B →¬C 

Input

Logic Extraction

Logic Extension

Logic Translation

Output

Question:
If the statements above are true, which one of the following must also be
true on the basis of them?
Options:
A. If you are not able to write your essays using a word processing
program, you have no keyboarding skills.
B. If you are able to write your essays using a word processing program,
then you have at least some keyboarding skills. √
C. If you are not able to write your essays using a word processing
program, you are not able to use a computer. 
D. If you have some keyboarding skills, you will be able to write your
essays using a word processing program.  

LLMs Input

Figure 2: The framework of LoT consisting of three phases. On the left side of the diagram is the Logic
Extraction phase, where we employ LLMs to extract propositions and logical relations. In the middle is the Logic
Extension phase, where we apply logical reasoning laws to derive logical expressions. On the right side is the Logic
Translation phase, where we utilize LLMs to translate logical expressions into their natural language descriptions.

puter" from two different sentences, symbolized
as B. Then, through analyzing its logical relation-
ship with other propositions, LLMs apply ¬ to B
and another proposition A and add → between
them, which results in a new logical expression
¬A → ¬B.

Logic Extension. During the Logic Extension
phase, we apply logical reasoning laws to the col-
lection of logical expressions from the Logic Ex-
traction phase. These logical expressions can be
further expanded using a Python program to imple-
ment logical deduction. As illustrated in the Figure
2, the extracted logical expressions ¬A → ¬B
and ¬B → ¬C serve as inputs for our logical
deduction program. Through expansion based on
Transitive Law and Contraposition Law, we finally
obtain the new expression C → A, which will be
used in the next phase.

Logic Translation. During the Logic Translation
phase, we use LLMs to translate the generated ex-
tended logical expressions into natural language
descriptions. Subsequently, we combine the nat-
ural language descriptions of propositional sym-
bols according to the extended logical expressions
to form a new part of the original input prompt.
Through this approach, we inject the deduced log-
ical information as additional augmentation into
the original prompt, thus avoiding information loss.
As shown in Figure 2, by associating C with its
description "be able to write your essays using a

word processing program", A with its description
"have keyboarding skills", and → with the logical
description "if...then...", we can translate the afore-
mentioned logical expression C → A back to its
natural language description and add it to original
prompts as new input prompts.

4 Experiments

4.1 Datasets

In the experiment, we employ five logical reason-
ing datasets: (1) ReClor (Yu et al., 2020), which
is collected from standardized test logical reason-
ing questions, including the Law School Admis-
sion Test (LSAT) and the Graduate Management
Admission Test (GMAT); (2) LogiQA (Liu et al.,
2020), which is derived from expert-written ques-
tions for testing human logical reasoning; (3) Rule-
Taker (Clark et al., 2021), which is automatically
generated via programming, utilizing connectives
including ∧, ¬, and →; (4) ProofWriter (Tafjord
et al., 2021), which comprises numerous small rule-
bases composed of facts and rules; and (5) FOLIO
(Han et al., 2022), which is characterized by its hu-
man annotations and first-order logic annotations.

4.2 Baselines

We consider 5 widely used prompting methods and
2 neuro-symbolic methods for comparison. The
prompting methods include: (1) Direct prompt-
ing, which directly input the question; (2) Self-
Consistency (SC) (Wang et al., 2022b), which em-
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Method
GPT-3.5-turbo-0125 GPT-4-0613

ReClor LogiQA RuleTaker ProofWriter FOLIO ReClor LogiQA RuleTaker ProofWriter FOLIO

Direct 46.20 36.44 51.89 52.87 68.89 72.17 59.22 64.30 63.74 82.96

LoT 56.02 ↑9.82 36.85 ↑0.41 59.44 ↑7.55 59.35 ↑6.48 76.00 ↑7.11 77.98 ↑5.81 60.11 ↑0.89 64.65 ↑0.35 65.58 ↑1.84 83.55 ↑0.59

CoT 52.17 39.75 60.56 61.02 81.19 77.39 58.97 68.69 69.83 85.33

LoT + CoT 56.52 ↑4.35 41.20 ↑1.45 62.46 ↑1.90 63.35 ↑2.33 78.96 ↓2.23 79.13 ↑1.74 58.40 ↓0.57 69.02 ↑0.33 70.56 ↑0.73 85.48 ↑0.15

SC(5) 56.52 37.10 52.43 53.91 70.37 73.91 59.98 64.32 64.16 82.96

LoT + SC(5) 58.70 ↑2.18 37.48 ↑0.38 59.98 ↑7.55 60.51 ↑6.60 77.04 ↑6.67 80.43 ↑6.52 60.75 ↑0.77 64.53 ↑0.21 65.99 ↑1.83 82.96 ↑0.00

CoT-SC(5) 58.70 41.86 61.63 62.54 81.48 80.43 61.67 69.49 70.56 86.67

LoT + CoT-SC(5) 60.87 ↑2.17 42.63 ↑0.77 65.15 ↑3.52 65.89 ↑3.35 81.48 ↑0.00 82.61 ↑2.18 60.29 ↓1.38 70.73 ↑1.24 71.98 ↑1.42 88.15 ↑1.48

Table 1: Main results of combining LoT with various prompting methods. The number in green indicates an
enhancement in performance, while the number in red signifies a decline in performance.

ploys majority voting to aggregate responses from
multiple Direct prompting and defaults to 5 times;
(3) CoT (Kojima et al., 2022; Wei et al., 2022; Nye
et al., 2021), which utilizes a progressive thinking
approach for reasoning; (4) CoT-SC (Wang et al.,
2022b), which applies majority voting to aggregate
multiple CoT and also defaults to involving 5 rea-
soning paths; (5) ToT (Yao et al., 2024), which
models the reasoning process as a thought search
tree. We also choose two recent neuro-symbolic
methods, SatLM (Ye et al., 2024) and LINC (Olaus-
son et al., 2023), which leverage automated theo-
rem provers to assist LLMs in reasoning.

4.3 Experiment Setup

Main experiments. Main experiments employ
four prompting methods including Direct, CoT,
SC, CoT-SC and combination of these prompting
methods with LoT using GPT-3.5-turbo-0125
and GPT-4-0613 across five datasets. We utilize
the zero-shot setting for all methods and employ
default values for temperature top_p and top_k. For
the ReClor dataset, we selected all 46 data entries
in the test set that pertain to the implication section.
For the ProofWriter dataset, we selected all 985
test data points that conform to the Closed-World
Assumption (CWA) and have a depth of 5. For the
RuleTaker dataset, we also selected all 967 test data
points that conform to CWA and have a depth of 5.
For the LogiQA dataset, we selected a combined
set of 1302 Chinese and English test data points.
For the FOLIO dataset, we selected 135 test data
entries that conform to CWA.

Comparison between LoT and existing neuro-
symbolic methods. We conduct comparative
experiment with SatLM and LINC. To lever-

age the SatLM implementation (Ye et al.,
2024), we reran it in a one-shot setting with
GPT-3.5-turbo-instruct. To ensure compatibil-
ity with our experimental setup, we also chose to
conduct evaluation on the ReClor dataset, as se-
lected 46 data entries in the ReClor dataset closely
mirror the LSAT dataset tested in (Ye et al., 2024).
For LINC, we re-evaluated its performance on the
FOLIO dataset through using its public code and
retaining all its original settings (e.g., 8-shot).

Analysis of ToT with LoT. In this experi-
ment, we evaluate the performance enhancement
achieved by LoT under the guidance of ToT on the
ProofWriter dataset, leveraging GPT-4-0613. We
re-implemented ToT based on the work presented
in (Yifan et al., 2024). In this experiment, the
Direct, ToT, and LoT+ToT were all implemented
in few-shot setting. For the ToT-related experi-
ments, each successful state explored up to five
new states. The success or failure of a state was
verified by assessing its compliance with the estab-
lished rules. The exploration process terminated
either after achieving four successful state explo-
rations or when no new states were available for
exploration. We utilized 100 randomly selected
data entries with a depth of 5 from the ProofWriter
validation set.

4.4 Main Results
In this section, we integrate LoT prompting with
four baseline prompting methods, namely Direct,
CoT, SC and CoT-SC, to conduct a comparative
analysis of whether LoT enhances logical reason-
ing abilities across five distinct datasets. The results
presented in Table 1 reveal some key observations:

• Combining LoT with existing prompting

10172



SatL
M

Dire
ct Lo

T
CoT

Lo
T+C

oT SC

Lo
T+S

C

CoT
-S

C

Lo
T+C

oT
-S

C
0

10

20

30

40

50

60
Ac

cu
ra

cy
 (%

)

21.74

43.04
44.78

47.82
50.00

36.96

43.48

56.52

50.00

Figure 3: Comparison between SatLM and LoT in
the ReClor dataset.

methods can achieve best performance, which
highlights the superiority of our methods.
Specifically, LoT+CoT-SC(5) outperforms all
other methods across all five datasets with
GPT-3.5-turbo-0125 and four datasets with
GPT-4-0613.

• LoT enhances the performance of four base-
line prompting methods in most experiments,
suggesting that LoT can be seamlessly inte-
grated into existing prompting methods to fur-
ther improve the logical reasoning ability of
LLMs. Among total 40 comparisons (includ-
ing four baseline prompting methods across
five datasets with two LLMs), LoT signifi-
cantly enhances the performance of baseline
prompting methods in 37 instances.

• Upon utilizing GPT-4 on the LogiQA dataset,
we observe that LoT+CoT and LoT+CoT-SC
marginally trailed behind CoT and CoT-SC,
recording a decline of 0.57% and 1.38% re-
spectively. We find that the primary factor is
the deviation in extracting logical information
during the Logic Extraction phase, where we
provide an example in the Appendix B.

• LoT achieves significant enhancements in the
accuracy of Direct across all datasets and out-
performs CoT in eight out of ten sets of com-
parative data. Thus, this provides compelling
evidence that the standalone utilization of LoT
can achieve or even exceed the logical reason-
ing capability exhibited by CoT.

Method GPT-3.5-turbo-0125 GPT-4-0613

Direct 68.89 82.96
LINC 45.19 55.56
LoT 76.00 83.55

Table 2: Comparison between LINC and LoT in the
FOLIO dataset.

4.5 Comparison with Neuro-symbolic
Methods

In this section, we conduct comparison with two
neuro-symbolic approaches, SatLM and LINC.

Performance Study. As shown in Figure 3, it
can be first observed that LoT significantly outper-
forms SatLM in terms of accuracy on the Reclor
dataset as well as obtains notable improvements
across various prompting methods, including Di-
rect (+1.74%), CoT (+2.18%), and SC (+6.52%),
which also shows LoT’s effectiveness. But we ob-
serve that in this set of experiments, the perfor-
mance of LoT+CoT-SC is inferior to that of CoT-
SC. We speculate that this is due to a bias in the
extraction of logical information, which is also dis-
cussed in Section 4.4. Additionally, from Table
2, we can also observe that LoT can significantly
outperform LINC, which also shows LoT’s effec-
tiveness. Furthermore, SatLM and LINC exhibit
poor performance under our setting compared to
Direct prompting. This is in line with our motiva-
tion that these neuro-symbolic methods are more
likely to encounter the issue of information loss
when extracting logical symbolic expressions, po
compromising their overall performance.

Case Study. We also conduct a comparative case
study between SatLM and LoT. As depicted in Fig-
ure 4, SatLM induces information mistakes and
loss. Specifically, during logical extraction, SatLM
erroneously employs "abilities" to represent "can",
leading to semantic errors in constraints. Addition-
ally, SatLM confuses "has a sense of self" with "has
a sense of the minds of others" and only utilizes
"possesses" to represent them together. In contrast
to SatLM, LoT successfully extracts logical propo-
sition descriptions and symbolizes them. Here,
we have an interesting finding: when directly ex-
amining the extracted logical expressions, a small
mistake in A → B results in an incorrect A → C
(i.e., we cannot infer general "animal" from spe-
cific "great ape"). However, when translating the
deduced logical expressions A → C into natural
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Extended context:
Any great ape can learn to recognize its reflection in a mirror. Any animal that recognizes its
reflection in a mirror has a sense of self. An animal has a sense of the minds of others only if
it possesses a sense of self. 
Question: 
Which one of the following follows logically from the information above?
Options:
A. All great apes have the ability to develop a sense of the minds of others.
B. Any animal that is incapable of developing a sense of self is not a great ape.
C. If an animal is not a great ape it is not capable of developing a sense of the minds of others.
D. Any animal that does not recognize its reflection in a mirror does not have a sense of self.

Input

LLMs

Extended context:
Any great ape can learn to recognize its reflection in a mirror. Any animal that recognizes its
reflection in a mirror has a sense of self. An animal has a sense of the minds of others only if it
possesses a sense of self. If a great ape can learn to recognize its reflection in a mirror, then it
has a sense of self. 
Question: 
Which one of the following follows logically from the information above?
Options:
A. All great apes have the ability to develop a sense of the minds of others.
B. Any animal that is incapable of developing a sense of self is not a great ape.
C. If an animal is not a great ape it is not capable of developing a sense of the minds of others.
D. Any animal that does not recognize its reflection in a mirror does not have a sense of self.

LoT

Answer: BTrue Answer: B

SatLM

Answer: A/DZ3

# Declare variables:
animals = EnumSort([great_ape, animal])
abilities = Function([animals] → [bool])
possesses = Function([animals] → [bool])

# Constraints:
1. ForAll([a:animals], Implies(abilities(a), possesses(a)))
2. ForAll([a:animals], Implies(possesses(a), abilities(a)))
3. ForAll([a:animals], Implies(possesses(a), abilities(a)))
# Which one of the following follows logically from the information above?
(A)is_valid(ForAll([a:animals], Implies(abilities(a), possesses(a))))
(B)is_valid(ForAll([a:animals], Implies(Not(abilities(a)), Not(a == great_ape))))
(C)is_valid(ForAll([a:animals], Implies(Not(a == great_ape), Not(abilities(a)))))
(D)is_valid(ForAll([a:animals], Implies(Not(possesses(a)), Not(abilities(a)))))

Information mistake:
Mistakenly using "abilities" to
represent "can" from the first
sentence, and causing the
semantic errors of constraints.

Logical expressions:
A → B, B → C

Logical propositions:
A: great ape can learn to
recognize its reflection in a
mirror, 
B: animal recognizes its
reflection in a mirror, 
C: animal has a sense of self

Newly extended expressions:
A → C

Information loss:
Confusing 'has a sense of self'
and 'has a sense of the minds of
others' together. Only use
"possesses" to represent.

Figure 4: A comparative case of SatLM and LoT from the ReClor dataset.
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Figure 5: Comparison between ToT and LoT+ToT
in the ProofWriter dataset. We conducted this experi-
ments based on (Yifan et al., 2024).

language, LLMs recognize the subordinate relation-
ship between "ape" and "animal" and correct this
error, resulting in correct augmentation to prompts
and right answers. This reflects that LoT fully lever-
ages the LLM’s understanding of natural language
descriptions, enabling it to correct errors from ear-
lier phases in the three-phase process. This avoids
the pitfalls of neuro-symbolic methods, which rely
entirely on the accuracy of logical extraction, where
errors in intermediate results directly propagate to
errors in the final outcome.

4.6 In-depth Analysis of ToT with LoT

In this experiment, we assess the enhancing effect
of LoT on ToT. As shown in Figure 5, we can ob-
serve that under the complex reasoning scenario
with a deduction depth of 5 in the ProofWriter

dataset, Direct only achieves performance similar
to random guessing (50%). The accuracy rate of
ToT is +19% higher than Direct, reaching 70%,
which shows that ToT can assist LLMs in better
solving multi-step reasoning. LoT+ToT reaches
+8% increase in accuracy compared to ToT, indi-
cating that LoT can effectively enhance the ability
of ToT in complex logical reasoning.

To further investigate the influence of LoT on
ToT, we carefully analyze a range of indices within
ToT, including the count of total states (TS), the
count of successful states (SS), and the propor-
tion of samples that complete full reasoning (FS),
which means four successful states explorations
are achieved. As shown in Table 3, we observe
+2.14% increase in the overall states of LoT+ToT
compared to ToT. This suggests that LoT facilitates
an expanded exploration scope for ToT. Moreover,
LoT improves the full reasoning of ToT by +2%,
which shows that LoT has a more comprehensive
explored space. Furthermore, compared to ToT,
LoT+ToT also exhibits a +5.06% increase in suc-
cessful states, indicating that LoT can significantly
enhance the effectiveness of ToT’s explored states.
We present an example in Appendix A, comparing
state exploration between ToT and LoT+ToT.

4.7 Ablation Study

In this section, we investigate the impact of the
quality of generated additional logical information
on the results. Specifically, we remove one of the
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Method TS SS FR (%)

ToT 18.70 7.70 90
LoT+ToT 19.10 ↑2.14% 8.09 ↑5.06% 92 ↑2%

Table 3: Comparison of reasoning states. TS means
the count of total states. SS means the count of suc-
cessful states. FR means the proportion of samples that
complete full reasoning.

Method FOLIO

LoT 76.00

w/o Contraposition Law 72.22
w/o Half of Generated Description 72.96

Table 4: Ablation study of generated additional log-
ical information. w/o Contraposition Law refers to
removing Contraposition Law during the Logic Exten-
sion phase. w/o Half of Generated Description means
retaining only half of the additionally generated logical
descriptions.

three logical reasoning laws (i.e., the Contraposi-
tion Law in our experiment) and retain only half of
the generated information. These two conditions
are, respectively, denoted as w/o Contraposition
Law and w/o Half of Generated Description. We
conduct the ablation experiment using GPT-4-0613
in the FOLIO dataset. As shown in Table 4, ei-
ther of the variants reduces additional logical in-
formation generated by LoT, ultimately leading to
a decrease in accuracy. This underscores the ef-
fectiveness of the logical information deduced by
LoT.

In addition, we also conduct another ablation
experiment of the Logic Extension phase on the
LogiQA and RuleTaker datasets. Specifically, we
directly translate the logical expressions extracted
from the Logic Extraction phase into natural lan-
guage without performing logical extension (i.e.
removing the Logic Extension). As shown in Table
5, the results demonstrate that removing the Logic
Extension leads to a drop in LoT’s accuracy, though
it still outperforms the Direct approach. This high-
lights the necessity of first extracting and analyzing
logical relationships before allowing the LLM to
directly address the problem, as well as the effec-
tiveness of leveraging logical reasoning laws to ex-
tend the extracted logical expressions and enhance
the injected logical information.

Method LogiQA RuleTaker

Direct 36.44 51.89
LoT 36.85 59.44
LoT w/o Extension 36.79 59.05

Table 5: Ablation study of Logic Extension.

5 Related Work

5.1 Prompting Methods for LLMs Reasoning
Numerous studies are dedicated to exploring en-
hancements in LLMs reasoning through prompting
methods (Kojima et al., 2022; Wei et al., 2022;
Wang et al., 2022b). CoT (Wei et al., 2022), which
breaks down a multi-step reasoning problem into
multiple intermediate steps to gradually generate
answers, has significantly improved logical reason-
ing, mathematical logic, and interpretability. CoT-
SC (Wang et al., 2022b) further generates multiple
thought chains, and the final answer is obtained
through majority voting. Least-To-Most (Zhou
et al., 2022a) deconstructs a problem into multiple
sub-questions, addressing them step by step, with
the answer to the previous sub-question serving as
the input for the next. Similar decomposition meth-
ods of sub-problems include Lambada (Kazemi
et al., 2022) and the Divide-and-Conquer (Zhang
et al., 2024). (Lightman et al., 2023) employs a
process-supervised method, providing feedback on
the intermediate reasoning process to enhance log-
ical reasoning capabilities. (Shum et al., 2023;
Zelikman et al., 2022; Zhou et al., 2022b) utilize
various strategies to select optimal candidates from
multiple chains of thought. ToT (Yao et al., 2024)
and GoT (Besta et al., 2024) achieve logical branch-
ing and the aggregation of multiple thoughts by
utilizing more complex reasoning topology. How-
ever, these prompting methods occasionally exhibit
unfaithful reasoning and lack in-depth exploration
of logical information in logical reasoning tasks.

5.2 Neuro-symbolic Methods
The neuro-symbolic methods, which combine
LLMs with symbolic reasoning, are considered an
effective approach to address the issue of unfaith-
ful reasoning and enhance the logical reasoning
ability of LLMs (Wan et al., 2024; Olausson et al.,
2023; Ye et al., 2024). LReasoner (Wang et al.,
2022a) proposes a framework for context exten-
sion that expands the logical information contained
in the context by applying logical reasoning laws.
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Logic-LM (Pan et al., 2023) initially utilizes LLMs
to transform natural language problems into sym-
bolic formulas. Subsequently, a symbolic solver
is determined to reason about the formalized prob-
lems. Moreover, a self-refinement module is in-
troduced, which utilizes error messages from the
symbolic solver to modify the symbolic formal-
ization. SatLM (Ye et al., 2024) utilizes LLMs
to generate declarative task specifications rather
than imperative programs, and leverages readily
available automated theorem solver to derive the
final answers. LINC (Olausson et al., 2023) con-
siders LLMs as a semantic parser, which translates
premises and conclusions from natural language
into first-order logic expressions, which are then
offloaded to an external theorem solver. However,
these neuro-symbolic methods rely entirely on sym-
bolic solvers, which inherently leads to information
loss in extracting logical expressions and limits
their accuracy.

6 Conclusion

In this paper, we introduce a zero-shot prompting
approach Logic-of-Thought (LoT), designed to ad-
dress the challenge of information loss inherent in
existing neuro-symbolic methods. LoT leverages
propositional logic to derive expanded logical infor-
mation from input context, which serves as a sup-
plementary augmentation to the original prompts,
and can enhance logical reasoning capabilities of
LLMs. LoT exhibits compatibility with widely
used prompting techniques. In the experiments, we
demonstrate that LoT significantly boosts the per-
formance of various existing prompting methods
across multiple logical reasoning datasets and can
be seamlessly integrated with them.

7 Limitations

Although our proposed LoT has achieved excel-
lent performance in various logical reasoning tasks,
there are still some limitations in LoT. Firstly, cur-
rent LoT supports a limited set of connectives and
logical reasoning laws. More connectives and log-
ical reasoning laws in LoT means more complex
prompt design in the Logic Extraction and Logic
Translation phase, and increased difficulty in logi-
cal deducing in the Logic Extension phase. In the
future, we will try to include additional connec-
tives and logical reasoning laws in LoT to further
enhance the logical reasoning capabilities.

Additionally, although LoT preserve original

question structures and utilizes extra deduced logi-
cal information as additional augmentation to mit-
igate information loss issue, hallucination issues
inherent in LLMs can still lead to some failure
in the Logic Extraction phase and need to be ad-
dressed, such as repetition of expressions, omission
of logical relationships, and deviations in logical
propositions and expressions.
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A Comparative Study of States in ToT
and LoT+ToT

We present a comprehensive analysis of an illustra-
tive example, comparing the exploration of states
when utilizing ToT and LoT+ToT. In Figure 6, we
can observe that in LoT+ToT, LoT generates the
logical description "If things are rough, then things
are round", from which ToT further generates 4
successful states. The corresponding premises are:
(1)"If Charlie is round, then Charlie is young and
nice", (2)"Charlie is not young", (3)"If Charlie
is quiet and round, then Charlie is young", (4)"If
Charlie is round and rough, then Charlie is white".
Subsequently, the generated information by the
LoT and ToT serves as an enhancement to the in-
put prompt, enabling LLMs to produce correct re-
sults. Compared to using ToT alone, the logical
description generated by LoT enables ToT to gen-
erate an additional four successful states, which
leads to the correct results. This indicates that LoT
enhances the total number of states as well as the
number of successful states, thereby expanding the
reasoning space and improving the accuracy of ToT
reasoning.

B An Error Case of LoT

Figure 7 illustrates an instance of inaccuracies in
extracting logical information during the Logic Ex-
traction process, leading to erroneous logical ex-
pressions and errors in the final outcome. When
LoT selects sentences with logical relationships,
there are biases in the information extracted by
LLMs. The sentences "Today is Easter, but Cindy’s
hair is still braided", "Cindy’s hair is braided,
which means it must be a special occasion", and "If
it’s a holiday, Cindy will most likely have her hair
braided" all exhibit inaccuracies. Subsequently,
extracted logical expressions, such as D → ¬B,
B → C, C → D exhibit errors. These accumu-
lated errors result in erroneous generated logical
descriptions and incorrect final outcomes.

C An Example of Overlap Capabilities
between CoT and LoT

The following example illustrates the overlap in
capabilities between CoT and LoT. In the example,
LoT first extracts propositions A, B, and C from
the context and identifies the relationships A → B
and B → C. Then, it extends to a new expres-
sion A → C. This new expression is translated
into additional logical information "If a person

reads a book, that person becomes smarter". This
logical information directly links "Harry read the
book" and "become smarter" in the context, helping
LLMs correctly infer the answer. CoT’s reasoning
process involves first deriving proposition B from
proposition A based on the second sentence, then
deriving proposition C from proposition B based
on the third sentence, ultimately arriving at the an-
swer. We can see that both CoT and LoT handle
this problem by linking conditional statements and
reasoning step by step, indicating that CoT and
LoT sometimes have overlapping capabilities.

C.1 An Example of Overlap Capabilities
Between CoT and LoT

# Context:
1. Books contain tons of knowledge.
2. When a person reads a book , that
person gains knowledge.
3. If a person gains knowledge , they
become smarter.
4. Harry read the book "Walden" by Henry
Thoreau.

# Whether this inference is correct:
Harry is smarter than before.
-------------------------------------
# LoT:
## Logic Extraction:
2. When a person reads a book , that
person gains knowledge.
3. If a person gains knowledge , they
become smarter.
----
A: a person reads a book , B: person
gains knowledge , C: become smarter
A → B, B → C

## Logic Extension:
A → C

## Logic Translation:
If a person reads a book , that person
become smarter.

## Extended context:
1. Books contain tons of knowledge.
2. When a person reads a book , that
person gains knowledge.
3. If a person gains knowledge , they
become smarter.
4. Harry read the book "Walden" by Henry
Thoreau.

5. If a person reads a book , that person
become smarter.

## LLM Answer:
Correct
-------------------------------------
# CoT:
Let 's think step by step:
Given that Harry read the book "Walden"
by Henry Thoreau , it can be concluded
that he gained knowledge from reading
the book.
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   Failed state

         Successful state

ToT

Extended context:
Bob is rough. Charlie is nice. Charlie is rough. Charlie is white. Dave is
not white. Gary is cold. Gary is quiet. Rough, white things are quiet. If
Charlie is round and Charlie is quiet then Charlie is rough. All young
things are round. Nice things are white. Rough, nice things are cold. If
something is round and rough then it is nice. If something is rough then
it is young. If things are rough, then things are round.
Conclusion: 
Charlie is quiet.

New premises of successful states:
1. If Charlie is round, then Charlie is young and nice.
2. Charlie is not young.
3. If Charlie is quiet and round, then Charlie is young.
4. If Charlie is round and rough, then Charlie is white.

Context:
Bob is rough. Charlie is nice. Charlie is rough. Charlie is white. Dave
is not white. Gary is cold. Gary is quiet. Rough, white things are
quiet. If Charlie is round and Charlie is quiet then Charlie is rough.
All young things are round. Nice things are white. Rough, nice things
are cold. If something is round and rough then it is nice. If something
is rough then it is young.
Conclusion: 
Charlie is quiet.

LLMs

Answer: False

Correct answer: True

ToT inference ending

Context:
Bob is rough. Charlie is nice. Charlie is rough. Charlie is white. Dave
is not white. Gary is cold. Gary is quiet. Rough, white things are
quiet. If Charlie is round and Charlie is quiet then Charlie is rough.
All young things are round. Nice things are white. Rough, nice things
are cold. If something is round and rough then it is nice. If something
is rough then it is young.
Conclusion: 
Charlie is quiet.

ToT

1 2

3 4

Extended context:
Bob is rough. Charlie is nice. Charlie is rough. Charlie is white. Dave is not
white. Gary is cold. Gary is quiet. Rough, white things are quiet. If Charlie is
round and Charlie is quiet then Charlie is rough. All young things are round.
Nice things are white. Rough, nice things are cold. If something is round and
rough then it is nice. If something is rough then it is young. If things are
rough, then things are round. If Charlie is round, then Charlie is young and
nice. Charlie is not young. If Charlie is quiet and round, then Charlie is
young. If Charlie is round and rough, then Charlie is white.
Conclusion: 
Charlie is quiet.

LLMs

ToT inference ending

Answer: True

Correct answer: True

ToT

LoT+ToT

Figure 6: Case study of state exploration in ToT and LoT+ToT.

Therefore , based on the context provided
, it is reasonable to conclude that
Harry is smarter than before.

## LLM Answer:
Correct

D The in-depth analysis of LoT

LoTh comprises three phases: Logical Extraction,
Logical Expansion, and Logical Translation. In
this study, we statistically compare the experi-
mental outcomes of Direct and LoT utilizing the
GPT-3.5-turbo-0125 on the FOLIO dataset. Our
analysis is presented in Table, each corresponding
to the correctness of the Logical Extraction phase,

the Logical Translation phase, and the overall im-
pact of the LoT on changes in the answers. Within
the entire sample set, it was observed that 40% of
the samples encountered errors during the logical
extraction phase. No errors were recorded during
logical expansion. Additionally, 5.18% of the sam-
ples experienced errors in the logical translation
stage. Overally, 42.22% of the samples exhibited
at least one error across the three steps.

The data displayed in the table indicates the pro-
portion of samples with changes in results due to
specific errors relative to the entire sample set. For
example, the data in the first row and first column
of Table 6 indicate that when the logical extraction
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Direct → LoT Right Extraction(%) Wrong Extraction(%) Sum(%)

Answer Right → Wrong 5.19 6.67 11.85
Answer Wrong → Right 8.15 10.37 18.52
Answer Right → Right 38.51 19.26 57.78
Answer Wrong → Wrong 8.15 3.70 11.85

SUM 60.00 40.00 100.00

Table 6: Direct → LoT: The impact of Logical Extraction phase.

Direct → LoT Right Translation(%) Wrong Translation (%) Sum(%)

Answer Right → Wrong 11.11 0.74 11.85
Answer Wrong → Right 16.30 2.22 18.52
Answer Right → Right 56.30 1.48 57.78
Answer Wrong → Wrong 11.11 0.74 11.85

Sum 94.82 5.18 100.00

Table 7: Direct → LoT: The impact of Logical Translation phase.

process is executed correctly, 5.19% of the total
sample can obtain the correct answer using the di-
rect method, while using the LoT method yields
the incorrect answer.

E Full Set of Prompts

E.1 Logic Extraction Prompt in LoT

# Prompt for ReClor and LogiQA:
Please use uppercase English letters
such as A, B, C, etc. to identify all
possible propositions. Do not include
negative tones such as "not" in the
propositions. For example , if the
sentence is "It is not bored ," you
should use "A: bored" to represent it.

Next , for each proposition , use the
symbol to represent its negative form.
For example , the negative form of
proposition A can be expressed as A.

Now , please carefully analyze the
context and find causal relationship
between propositions seriously. A causal
expression is only established when the
context directly supports this

relationship. Use arrows (→) to
indicate causal relationships , for
example , "If A, then B", "B if A" and "A
causes B" etc. can be represented as A

→B.

Finally , output propositions and causal
expressions.

# Prompt for RuleTaker, ProofWriter and FOLIO:
Please use uppercase English letters
such as A, B, C, etc. to identify all
possible propositions. Do not include
negative tones such as "not" in the
propositions. For example , if the
sentence is "It is not bored ," you
should use "A: bored" to represent it.

Next , for each proposition , use the
symbol to represent its negative form.
For example , the negative form of
proposition A can be expressed as ¬A.

Now , please carefully analyze the
context and find causal relationship
between propositions. A causal
expression is only established when the
context directly supports this
relationship. Use arrows (→) to
indicate causal relationships , for
example , "If A, then B", "B if A" and "A
causes B" etc. can be represented as A

→B.

Finally , output propositions and causal
expressions.

E.2 Logic Translation Prompt in LoT

# Logical Translation Prompt for All Datasets:
Please use the provided propositions to
translate each expression into a
complete sentence.

¬A represents the negation of
proposition A, the arrow (→) represents
the causal relationship , and A→B
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Direct → LoT LoT Right(%) LoT Wrong(%) Sum(%)

Answer Right → Wrong 5.19 6.67 11.85
Answer Wrong → Right 6.67 11.85 18.52
Answer Right → Right 37.78 20.00 57.78
Answer Wrong → Wrong 8.15 3.70 11.85

Sum 57.78 42.22 100.00

Table 8: Direct → LoT: The overall impact of LoT.

represents if A, then B.

Only output the sentences in a paragraph
!

E.3 SatLM Prompt

# SatLM Prompt for LSAT:
Nine different treatments are available
for a certain illness: three antibiotics
(F, G, and H) three dietary regimens (M

, N, and O) and three physical therapies
(U, V, and W). For each case of the

illness , a doctor will prescribe exactly
five of the treatments , in accordance

with the following conditions: If two of
the antibiotics are prescribed , the

remaining antibiotic cannot be
prescribed. There must be exactly one
dietary regimen prescribed. If O is not
prescribed , F cannot be prescribed. If W
is prescribed , F cannot be prescribed.

G cannot be prescribed if both N and U
are prescribed. V cannot be prescribed
unless both H and M are prescribed.

Question: If O is prescribed for a given
case , which one of the following is a

pair of treatments both of which must
also be prescribed for that case?
(A) F, M (B) G, V (C) N, U (D) U, V (E)
U, W

treatments = [F, G, H, M, N, O, U, V, W]
antibiotics = [F, G, H]
dietary_regimens = [M, N, O]
physical_therapies = [U, V, W]
prescribed = Function(treatments , bool)

Count ([t:treatments], prescribed(t)) ==
5
Count ([a:antibiotics], prescribed(a)) <=
2

Count ([d:dietary_regimens], prescribed(d
)) == 1
Implies(Not(prescribed(O)), Not(
prescribed(F)))
Implies(prescribed(W), Not(prescribed(F)
))
Implies(And(prescribed(N), prescribed(U)
), Not(prescribed(G)))
Implies(prescribed(V), And(prescribed(H)
, prescribed(M)))

solve(Implies(prescribed(O), And(
prescribed(U), prescribed(V)))) # (A)
solve(Implies(prescribed(O), And(
prescribed(G), prescribed(V)))) # (B)
solve(Implies(prescribed(O), And(
prescribed(N), prescribed(U)))) # (C)
solve(Implies(prescribed(O), And(
prescribed(U), prescribed(V)))) # (D)
solve(Implies(prescribed(O), And(
prescribed(U), prescribed(W)))) # (E)

E.4 ToT Prompt

# ToT Prompt for Final Conclusion:
{{# system }}
Suppose you are one of the greatest AI
scientists , logicians and mathematicians
. Let us think step by step.
Read and analyze the "Premises" first ,
then judge whether the "Hypothesis" is
True , False.
Please make sure your reasoning is
directly deduced from the "Premises" and
"Propositions" other than introducing

unsourced common knowledge and unsourced
information by common sense reasoning.

----
{{/ system }}

{{~# each examples }}
{{# user}}
---
"Premises ": "{{ this.premises }}"
"Hypothesis ": "{{ this.conclusion }}"
{{/ user}}

{{# assistant }}
"Thoughts ": "Let us think step by step.
From the premises , we can deduce
propositions: {{this.propositions }}"
{{/ assistant }}
{{# assistant }}
"Reasoning ": "Let us think step by step ,
{{this.reasoning }}"

{{/ assistant }}
{{# assistant }}
"Recall the Hypothesis ": "{{ this.
conclusion }}"
{{/ assistant }}
{{# assistant }}
"Judgement ": "Now we know that the
Hypothesis is {{this.judgement }}{{/
assistant }}
{{~/ each}}
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{{# user}}
---
"Premises ": "{{ premises }}"
"Hypothesis ": "{{ conclusion }}"
{{/ user}}

{{# assistant }}
"Thoughts ": "Let us think step by step.
From the premises , we can deduce
propositions: {{ propositions }}"
{{/ assistant }}
{{# assistant }}
"Recall the Hypothesis ": "{{ conclusion
}}"
{{/ assistant }}
{{# assistant }}
"Reasoning ": "Let us think step by step ,
{{/ assistant }}
{{# assistant }}
{{gen "reasoning" temperature =0.7
max_tokens =300 stop=[' textbackslash n
']}}{{/ assistant }}
{{# assistant }}
"Recall the Hypothesis ": "{{ conclusion
}}"
{{/ assistant }}
{{# assistant }}
"Judgement ": "Now we know that the
Hypothesis is
{{/ assistant }}
{{# assistant }}
{{gen "judgement" temperature=
temperature max_tokens =1 stop='
textbackslash \n'}}
{{/ assistant }}

# ToT Prompt for Generate Proposition:
{{# system }}
Suppose you are one of the greatest AI
scientists , logicians and mathematicians
. Let us think step by step. Please use
Logical Reasoning Rules(LRR) to deduce

a "Proposition" from two given "Premises
" and the proposition does not include "
if". Logical Reasoning Rules(LRR): 1. "
Two premises ": "If A,then B. A is true."
then "Proposition ": "B is true." 2. "

Two premises ": "If A,then B. B is not
true." then "Proposition ": "A is not
true" 3. "Two premises ": "A is either C
or D. A is not C." then "Proposition ": "
A is D." Please make sure that the "
Proposition" is logically correct.
Please make sure that the "Proposition"
is not a duplicate of the "Premises ".
Please make sure your reasoning is

directly deduced from the "Premises" and
"Propositions" other than introducing

unsourced common knowledge and unsourced
information by common sense reasoning.

Please remember that your "
Proposition" should be useful to
determine whether the "Hypothesis" is
True , False.
----{{#system }}

{{~# each examples }}
{{# user}} --- ``Premises ": "{{ this.
premises }}" We want to deduce more

propositions to determine the
correctness of the following "Hypothesis
": ``Hypothesis ": "{{ this.conclusion }}"
Can you deduce a new "Proposition" from
at least two given "Premises "?
{{# user}}
{{# assistant }}
"Proposition ": "{{ this.propositions }}"
{{/ assistant }}
{{~/ each}}
{{# user}} --- Premises ": "{{ this.
premises }}" We want to deduce more
propositions to determine the
correctness of the following "Hypothesis
": ``Hypothesis ": "{{ this.conclusion }}"
Can you deduce a new "Proposition" from
at least two given "Premises "?
{{# user}}
{{# assistant }}
"Proposition ": "
{{/ assistant }}
{{# assistant }}
{{gen "proposition" temperature=
temperature max_tokens =50 stop='
textbackslash \n'}}
{{/ assistant }}

# ToT Prompt for Validate Deduction:
{{# system }}
Suppose you are one of the greatest AI
scientists , logicians and mathematicians
. Let us think step by step.
Please use the Logical Reasoning Rules(
LRR) to determine whether the deduction
of the given "Premises" to a "
Proposition" is valid or not , reply with
True or False.

Logical Reasoning Rules(LRR):
1. "Two premises ": "If A,then B. A is
true." then "Proposition ": "B is true."
2. "Two premises ": "If A,then B. If B,
then C." then "Proposition ": "If A, then
C."

3. "Two premises ": "If A,then B. B is
not true." then "Proposition ": "A is not
true"

4. "Two premises ": "A is either C or D.
A is not C." then "Proposition ": "A is D
."
----{{/system }}
{{~# each examples }}
{{# user}}
---
"Premises ": "{{ this.premises }}"
"Proposition ": "{{ this.propositions }}"
{{/ user}}

{{# assistant }}
"Judgement ": "Is this deduction valid?
{{this.validation }}"
{{/ assistant }}
{{~/ each}}

{{# user}}
---
"Premises ": "{{ premises }}"
"Proposition ": "{{ propositions }}"
{{/ user}}

{{# assistant }}
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"Judgement ": "Is this deduction valid?
{{/ assistant }}
{{# assistant }}
{{gen "validation" temperature=
temperature max_tokens =1 stop='
textbackslash \n'}}
{{/ assistant }}

# ToT Prompt for Sourced Deduction:
{{# system }} Suppose you are one of the
greatest AI scientists , logicians and
mathematicians. Let us think step by
step.
Please determine whether the "
Proposition" is directly deduced from
the "Premises" with certainty other than
introducing unsourced information by

common sense reasoning , reply with True
or False.
----
{{/ system }}

{{~# each examples }}
{{# user}}
---
"Premises ": "{{ this.premises }}"
"Proposition ": "{{ this.propositions }}"
{{/ user}}

{{# assistant }}
"Judgement ": "Is this proposition
directly deduced from the premises? {{
this.sourced }}"
{{/ assistant }}
{{~/ each}}

{{# user}}
---
"Premises ": "{{ premises }}"
"Proposition ": "{{ propositions }}"
{{/ user}}

{{# assistant }}
"Judgement ": "Is this proposition
directly deduced from the premises? {{/
assistant }}
{{# assistant }}
{{gen "sourced" temperature=temperature
max_tokens =1 stop='textbackslash \n
'}}{{/ assistant }}
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Context:
Cindy always braids her hair on Christmas. Today is Easter.
Cindy' s hair is braided.
Question:
If the statements above are correct, then what cannot be
true?
Options:
A. Cindy only braids her hair on Christmas.
B. Cindy dislikes braiding her hair since it takes too long.
C. Cindy only braids her hair on holidays.
D. Cindy never braids her hair during July or August.

Extened context:
Cindy always braids her hair on Christmas. Today is Easter.
Cindy' s hair is braided.If it is Christmas, then it is a holiday.
If it is Christmas, then today is Easter. If it is Christmas, then
Cindy's hair is not braided. If it is Christmas, then today is
not Easter. If Cindy's hair is braided, then today is Easter. If
it is a holiday, then Cindy's hair is not braided.

Logical Propositions:
A: It's Christmas, 
B: Cindy's hair is braided, 
C: It's a holiday, 
D: Today is Easter

Logical Expressions:
A→B, D→¬B, B→C, C→D

Extended expressions: 
A→C, A→D, A→¬B, A→¬D, B→D, C→¬B

Answer:
A. Cindy only braids her hair on Christmas. - This cannot be true because the given context states that Cindy always braids her hair
on Christmas, but today is Easter and her hair is still braided.
B. Cindy dislikes braiding her hair since it takes too long. - This could be true, as there is no information given about Cindy's
feelings towards braiding her hair.
C. Cindy only braids her hair on holidays. - This cannot be true because the given context states that Cindy always braids her hair
on Christmas, which is a holiday, but today is Easter and her hair is still braided.
D. Cindy never braids her hair during July or August. - This could be true, as there is no information given about Cindy braiding her
hair during July or August.
Therefore, the correct answer is C. Cindy only braids her hair on holidays.

Sentences containing conditional reasoning relationships:
1. If it's Christmas, Cindy will always braid her hair.
2. Today is Easter, but Cindy's hair is still braided.
3. Cindy's hair is braided, which means it must be a special
occasion.
4. If it's a holiday, Cindy will most likely have her hair braided.
5. Even though it's not Christmas, Cindy's hair is still braided.

Mistake in Logic Extraction

True answer: A

+ Question, Options

Deviation in selecting logical sentences

Deviation in extracting logical propositions and
expressions

Figure 7: Errors in Logic Extraction using LoT.
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