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Abstract

Transformer-based large-scale pre-trained mod-
els achieve great success. Fine-tuning is the
standard practice for leveraging these models
in downstream tasks. Among the fine-tuning
methods, adapter-tuning provides a parameter-
efficient fine-tuning by introducing lightweight
trainable modules while keeping most pre-
trained parameters frozen. However, existing
adapter-tuning methods still impose substantial
resource usage. Through our investigation, we
show that each adapter unequally contributes
to both task performance and resource usage.
Motivated by this insight, we propose Selec-
tive Adapter FrEezing (SAFE), which gradually
freezes less important adapters early to reduce
unnecessary resource usage while maintaining
performance. In our experiments, SAFE re-
duces memory usage, computation amount, and
training time by 42.85%, 34.59%, and 11.82%,
respectively, while achieving comparable or
better task performance compared to the base-
line. We also demonstrate that SAFE induces
regularization effect, thereby smoothing the
loss landscape, which enables the model to gen-
eralize better by avoiding sharp minima.

1 Introduction

Large-scale pre-trained language models (PLMs)
have manifested superior performance in various
tasks (Kenton and Toutanova, 2019; Liu et al.,
2019; Radford et al., 2019; Yang et al., 2019).
However, training PLMs from the scratch is time-
consuming and resource-intensive. Common prac-
tice has been hence to fine-tune the large-scale
pre-trained models by adapting all the parameters
with the downstream tasks, i.e., full parameter fine-
tuning (full-tuning).

Recently, Parameter-Efficient Fine-Tuning
(PEFT), which focuses on optimizing a small
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Figure 1: Comparison between full-parameter fine-
tuning, adapter-tuning and our proposed SAFE on the
BERTlarge model with SQuAD dataset. SAFE signifi-
cantly reduces memory usage while providing compara-
ble accuracy to adapter-tuning.

fraction of parameters for downstream tasks, is
receiving much attention (Houlsby et al., 2019;
Lester et al., 2021; Li and Liang, 2021; Liu et al.,
2022, 2023). Among various PEFT strategies,
adapter-tuning has emerged as a prevalent method.
It integrates lightweight modules, termed adapters,
into each layer of PLMs and only tunes the
adapters with the downstream tasks. As shown in
Figure 1(a), the adapter-tuning methods (Houlsby
et al., 2019; Pfeiffer et al., 2021; Zaken et al.,
2022; Hu et al., 2021; Zhang et al., 2022), signifi-
cantly reduce the number of trainable parameters
compared to the full-tuning while exhibiting better
performance on a downstream task.

As adapter-tuning reduces the number of train-
able parameters, it is also expected to reduce the
resource (i.e., memory) usage accordingly. Un-
fortunately, parameter-efficiency does not always
translate into resource-efficiency. As shown in
Figure 1(b), although adapter-tuning significantly
reduces the number of trainable parameters (by
99.37%, on average) compared to the full-tuning,
the memory usage is not much reduced (only by
22.19%, on average). This is because adapter-
tuning does not reduce activation memory (i.e.,
intermediate values for reuse during backpropaga-
tion) which account for 76.00% of memory usage
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— it only reduces optimizer memory (e.g., gradi-
ents and momentum vectors). Considering the re-
markable increase in model size compared to the
modest increase in GPU memory capacity, adapter-
tuning methods still face challenges in terms of
memory efficiency. For example, fine-tuning of a
LLaMA-65B (Touvron et al., 2023) requires more
than 780GB of GPU memory. As shown in Figure
1(b), enabling resource-efficient fine-tuning may
enhance accessibility of fine-tuning to researchers
and end-users, by reducing memory requirements
below the capacity of commodity GPU memory.

According to previous work, the activation mem-
ory mostly depends on the backpropagation length
(Chen et al., 2016; Rhu et al., 2016), which is de-
termined by the number of adapters trained during
the backward pass. Hence, to reduce the activa-
tion memory, it is crucial to reduce the number
of training adapters. However, merely reducing
the number of training adapters degrades accuracy.
Here, a pivotal research problem arises:

Can we reduce the number of training adapters
without sacrificing accuracy?

To answer the question, we analyze the impact of
individual adapters on the accuracy and resource
usage of training (Figure 2 in Section 3). We ob-
serve that some adapters are being trained, even
after they finish contributing to the accuracy im-
provement, occupying memory. Thus, it is possible
to stop training (i.e., freezing) such adapters early if
they do not contribute to the adaptation for a down-
stream task, de-allocating their activation memory.
We also observe that such early freezing can even
lead to the regularization effect on the model (Fu
et al., 2023), improving the accuracy.

In this paper, we propose SAFE (Selective
Adapter FrEezing), which adaptively freezes
adapters in the early epochs of training. In each
epoch, SAFE identifies adapters that contribute rel-
atively less to the accuracy improvement by using
an importance score (Kornblith et al., 2019). It
then freezes the adapters whose importance score
is lower than a pre-defined threshold, reducing
the memory usage and accelerating training time.
By early freezing less important adapters, SAFE
induces regularization effect on the model being
trained, leading to a flatter loss surface. This is
beneficial for finding an optimal point with higher
generalization performance while optimizing neu-
ral network. In our evaluation, SAFE significantly
reduces the average memory usage and TFLOPs by

46.89% and 51.73%, respectively, across various
models and downstream tasks without compromis-
ing accuracy compared to the baseline, LoRA (Hu
et al., 2021). SAFE even improves the accuracy for
some tasks, compared to LoRA, by up to 4.33%
while reducing memory usage by 53.60%, by in-
ducing the regularization effect.

In summary, our key contributions include:
• We uncover that adapters exhibit varying de-

grees of contribution to model adaptation and
resource usage (Section 3).

• Motivated by this observation, we propose
SAFE, a novel approach that enables resource-
efficient fine-tuning by selectively early-
freezing less important adapters (Section 4).

• Our evaluation on various downstream tasks
demonstrates that SAFE not only achieves
comparable or even better task performance
to baselines but also significantly reduces re-
source usage by inducing the regularization
effect on the model (Section 5).

2 Related Work

Parameter-Efficient Fine-Tuning: To efficiently
adapt large-scale PLMs to downstream tasks, many
adapter-tuning methods (Chen et al., 2023; He
et al., 2023; Hu et al., 2021; Houlsby et al., 2019;
Karimi Mahabadi et al., 2021; Liu et al., 2022)
have been proposed. In general, adapter-tuning
methods inject small, trainable, and task-specific
adapter modules into each transformer layer of a
pre-trained model. Given a pre-trained weight ma-
trix W0 ∈ Rd×k and input x ∈ Rk×1, the weight
update of adapter-tuning is expressed as W0+∆W .
During training, W0 is frozen and does not receive
gradient updates, while ∆W contains trainable pa-
rameters. For h = W0x, The modified forward
pass in adapter-tuning yields:

h = W0x+∆Wx. (1)

To further improve parameter efficiency of
adapter-tuning, AdaLoRA (Zhang et al., 2022)
adaptively adjusts the number of trainable parame-
ters among adapters according to their importance
score — it reduces the number of trainable param-
eters for less important adapters. However, the
adapter-tuning methods still use a large amount of
memory, as shown in Figure 1, since they do not
reduce the activation memory which accounts for a
large portion of memory usage.
Pruning LLM Model Parameters: To reduce the
model memory of fine-tuning, two categories of
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Figure 2: (a) Accuracy and (b) Resource usage of adapter-tuning by injecting an adapter into each transformer layer
of BERTbase model on MNLI and QNLI datasets from GLUE.

pruning methods have been proposed (Liang et al.,
2021): structured pruning and unstructured prun-
ing. Structured pruning methods remove grouped
parameters (e.g., channels, layers) from the LLM.
However, they usually degrade the accuracy. Fur-
thermore, they have a limitation in terms of the
compression ratio because of the low flexibility.
LLM-Pruner (Ma et al., 2023) compensates the ac-
curacy drop coming from pruning, by employing
post-training.

To overcome the limitation of structured prun-
ing, unstructured pruning methods remove partial
values of weight matrices regardless of their struc-
tures (Li et al., 2022b; Frantar and Alistarh, 2023).
However, unstructured pruning also degrades the
accuracy.
Resource Efficient Fine-Tuning: Several works
have tried to target resource efficient fine-tuning.
AdapterDrop (Rücklé et al., 2021), randomly ex-
cludes partial adapters from each training step.
However, it cannot de-allocate the activation mem-
ory for the adapters, because of the random se-
lections — an adapter excluded from training in
a step can be included in training in the follow-
ing steps. SparseAdapter(He et al., 2022) applies
unstructured pruning to the adapters. However, it
also does not reduce the actual memory usage —
this is because the weight matrices pruned with
zero values still need to be fully allocated in the
memory. LoRAPrune(Zhang et al., 2023) employs
structured pruning for LoRA. Unfortunately, the
aforementioned methods usually have an adverse
impact on the accuracy. MEFT (Liao et al., 2024)
applies a reversible model to PEFT. By using the
reversible network, MEFT calculates activations
with accumulated outputs of layers, without saving
the intermediate activations reducing the activation
memory. However, calculations of the activations
severely degrades the training time performance.

Different from the previous works, this work

freezes less important adapters in early steps of
training. Since the frozen adapters can only be
used for the forward pass, early freezing of less
important adapters can effectively reduce the back-
propagation length as well as the activation mem-
ory. Moreover, it induces regularization effect on
the model, improving its accuracy.

3 Motivation

In this section, we present a pivotal research ques-
tion for resource-efficient fine-tuning.

RQ: Do all adapters contribute equally to the
process of adaptation?

To answer this question, we analyze the impact
of adapters injected into each transformer layer on
accuracy and resource efficiency. We measure the
accuracy and memory usage of BERTbase model on
MNLI and QNLI dataset from GLUE (Wang et al.,
2018), by attaching an adapter to each transformer
layer one-by-one. Figure 2(a) and (b) show the
measured accuracy and memory usage respectively
— the x-axis indicates the index of transformer layer
that the adapter is injected into.

As shown in Figure 2(a), each adapter has differ-
ent impact on the accuracy, and the importance
of each adapter varies depending on the down-
stream task. In addition, despite uniform counts of
trainable parameters, resource usage decreases for
adapters closer to the output layer, as depicted in
Figure 2(b). These observations point to the possi-
bility that adapters in early layers contribute less to
task adaptation, even though they require consid-
erable resources. In other words, if we selectively
deactivate less impactful adapters, it is possible to
co-optimize the resource efficiency and accuracy.

To further analyze changes of the feature repre-
sentations for each adapter throughout the training
process, we quantify the representation similarity
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Figure 3: Visualization of representation similarity be-
tween the trained model and the model at different train-
ing steps during adapter-tuning of the BERTbase model
on the MNLI and QNLI datasets from GLUE.

between adapters in each training step and those
in the final model (which we obtained after the
convergence of fine-tuning). We quantify the repre-
sentational similarity using Centered Kernel Align-
ment (CKA) by referring to previous works (Li
et al., 2022a). Figure 3 visualizes the representa-
tional similarity measured throughout the training
process for each adapter for BERTbase model on
MNLI and QNLI dataset from GLUE (Wang et al.,
2018) — lighter the color becomes, higher the fea-
ture representation similarity is.

As shown in Figure 3, even in the early train-
ing steps, the feature representations of several
adapters are almost the same as those of the fi-
nal model — similar patterns are observed in
other models and datasets. This means that those
adapters are already representing the features that
should be represented by the final model, and thus
they may not further be adapted for the downstream
task in the rest of the training steps. This is why
such adapters are less contributing to the accuracy
improvement of the model on the downstream tasks
in Figure 2. One intuition is that lower adapters
generally learn basic understanding of the input
data, such as data bias and structural characteris-
tics of the data, while adapters closer to the output
build features unique to different tasks (Houlsby
et al., 2019). Motivated by the observation where
not all adapters consistently contribute to adap-
tation, in the next section, we propose a selec-
tive adapter freezing method which preemptively
freezes adapters that are relatively less important
for each task.

4 Selective Adapter Freezing (SAFE)

In this section, we propose a selective adapter freez-
ing method, SAFE. SAFE adaptively freezes less
important adapters in the early training steps, in
order to reduce unnecessary computation and mem-

ory usage without compromising the accuracy.
Figure 4 shows the overview of SAFE. SAFE

consists of two stages: warm-up stage and freezing
stage. In the warm-up stage, SAFE performs sev-
eral epochs of fine-tuning while monitoring the fea-
ture representation changes (i.e., importance score)
of the adapters (Section 4.1). If the important score
of all adapters is not much changed for consecu-
tive epochs, SAFE enters the freezing stage. In the
freezing stage, SAFE gradually freezes adapters
that contribute less to the adaptation, based on the
importance score (Section 4.2). By early freezing
less important adapters, SAFE induces regulariza-
tion effect on model (Section 4.3), leading to better
performance.

4.1 Importance Score
In the warm-up stage1, we identify less impor-
tant adapters by monitoring the feature represen-
tation changes of the adapters. To capture the fea-
ture representation changes of the adapters, SAFE
uses Centered Kernel Alignment (CKA), which is
a representative metric for representation similar-
ity — similar practice has been used in previous
works (Neyshabur et al., 2020; Raghu et al., 2021).
It calculates CKA between the activation of a layer
adapted with an adapter and that of the original
layer as:

CKAi(Xi, Yi) =
∥Y T

i Xi∥2F
∥XT

i Xi∥F ∥Y T
i Yi∥F

, (2)

where Xi and Yi are the activations of a layer that
is adapted with an adapter and the original layer,
respectively, i = Index of Layer, and ∥ · ∥2F repre-
sents the square of the Frobenius norm of a matrix.

Higher CKA value indicates that the feature rep-
resentation of a layer is still similar with that of
the original one. To this end, SAFE calculates the
importance score of an adapter as:

Imp(Adapteri) = 1− CKAi(Xi, Yi) (3)

4.2 Adapter Freezing
In the freezing stage, SAFE gradually freezes
adapters based on their importance score. At tw-th
epoch, SAFE compares the importance score of
adapters with threshold τT . If the importance score
of an adapter is lower than τT , SAFE identifies the
adapter as a freezing candidate. After identifying

1We define the number of warm-up epochs as the epoch
at which the importance score of all adapters change by less
than 5% for consecutive epochs.
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Figure 4: Design overview of Selective Adapter Freezing (SAFE). At the warm-up stage, SAFE identifies important
adapters by calculating importance score. At the freezing stage, SAFE gradually freezes the adapter based on their
importance score with moving threshold τ by following a cubic schedule.

freezing candidates, SAFE freezes them based on a
moving threshold until tf -th epoch — it increases
the threshold from 0 to τT

2 between tw-th and tf -th
epochs following a cubic schedule as (Zhang et al.,
2022):

τt =





0 0 ≤ t < tw,

τT − τT
(
1− t−tw

tf−tw

)3

tw ≤ t < tf ,

τT o.w.

(4)

where t is the current epoch, tw is the number of
initial warm-up epochs, tf is the number of final
freezing epochs. The cubic schedule follows a non-
linear growth pattern, enabling rapid exploration of
the search space during initial stages and gradually
slowing down to reliably converge to the target
point. We leverage these advantages by freezing
more less-important adapters in the early stages.
As the number of trainable parameters in the model
decreases, SAFE gradually reduces the number of
freezing adapters, reaching the threshold τT stably.

4.3 Regularization Effect of SAFE
By selectively freezing less critical adapters, SAFE
induces a regularization effect within the model.
In transformer-based PLM N0, each of the l trans-
former blocks Tl is equipped with a distinct set of
parameters θ0l for l ∈ {1, . . . , n}. To reduce the
computational overhead of fine-tuning all param-
eters θ0l , lightweight adapters ∆θl are introduced.
To clarify how introducing adapters contribute to
performance enhancements, Fu et al. (2023) for-
malize the optimization function as follows:

min
θ

L(θ) + ∥(I −M)(θ − θ0)∥2, (5)

2We empirically determine τT and final freezing epochs
tf based on extensive experiments with various models and
datasets.

where θ = θ0 +M∆θ and M ∈ {0, 1}m×m, with
m = dim(θ), serves as a diagonal matrix for selec-
tive parameter adjustment. Each diagonal element
Mii ∈ {0, 1} indicates whether the corresponding
parameter of ∆θi is active (1) or inactive (0), with
all off-diagonal elements Mij set to 0. The regular-
ization term is crucial for explaining how parame-
ter constraints introduced by adapters can enhance
model performance on downstream tasks. The
rank(M) is bounded by m, reflecting full capacity
for parameter adaptation within each transformer
block. However, such an approach can lead to ex-
cessive computation (See Figure 1). In contrast,
our study explores the implications of constraining
the rank(M) to a reduced upper bound from m to
the number of trainable parameters following the
proposed freezing algorithm in Section 4.2. For
instance, in our motivational analysis in Section 3,
where we limit the number of trainable parameters
to one adapter per layer, the rank(M) is bounded
by m

l by selectively activating ∆Wl for Tl. This
constraint not only optimizes computational effi-
ciency but also preserves the adaptability essential
for superior performance on downstream tasks, as
evidenced by our empirical results detailed in Sec-
tion 5.3.

5 Experiments

5.1 Experimental Setting
Models: We assess the fine-tuning efficacy of
SAFE using state-of-the-art transformer-based
models, including BERTbase, BERTlarge (Ken-
ton and Toutanova, 2019), RoBERTabase,
RoBERTalarge (Liu et al., 2019), GPT-2medium,
GPT-2large (Radford et al., 2019), and
LLaMA-27B (Touvron et al., 2023).
Datasets: The aforementioned models are evalu-
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Table 1: Experimental results with BERTlarge on natural language understanding tasks from the GLUE benchmark.
SAFE significantly reduces memory usage while achieving GLUE score comparable to the baseline. Note that we
report memory usage and computation costs on RTE task.

CoLA SST-2 MNLI RTE QQP MRPC QNLI STS-B Avg. Memory Computation

Matthews corr Accuracy Accuracy Accuracy Accuracy F1 Score Accuracy Pearson corr (GB) (TFLOPs)

LoRA 65.24 93.65 85.40 72.66 90.49 87.90 90.06 91.88 84.66 20.35 46,698

+ Zhang et al. 61.78 91.97 84.61 73.18 89.20 86.83 90.00 87.50 83.13 11.20 35,415

+ AdapterDrop 64.24 92.54 85.19 73.38 89.02 86.51 91.51 91.39 84.22 20.35 35,114

+ SparseAdapter 65.25 92.66 85.19 74.10 90.43 88.50 91.61 91.99 84.97 20.35 46,698

+ LoRAPrune 63.03 91.54 83.97 70.59 88.28 87.74 84.13 86.48 81.97 10.37 25,137

+ MEFT 64.57 92.66 84.33 72.92 88.70 88.30 90.98 90.15 84.08 11.15 88,363

+ SAFE 65.26 92.78 85.41 74.10 89.96 88.84 91.78 91.80 84.99 12.1140.47%↓ 30,28535.15%↓

ated across various tasks that span a broad spectrum
of NLP applications, including Natural Language
Understanding (NLU), Question Answering (QA),
and Natural Language Generation (NLG). Initially,
we utilize eight datasets from the General Lan-
guage Understanding Evaluation (GLUE) (Wang
et al., 2018) which comprises two single-sentence
classification tasks, three similarity and paraphrase
tasks, and four natural language inference tasks.
Furthermore, we conduct experiments on the
SQuAD dataset (Rajpurkar et al., 2016) with both
BERT and RoBERTa model families. Decoder-
only models such as GPT-2large are also tested to
determine if SAFE maintains its effectiveness in
the E2E NLG Challenge (Novikova et al., 2017).
Finally, to investigate the scalability to larger mod-
els, we evaluate SAFE on the large language model
(LLaMA-27B) and the WikiText-2 dataset (Merity
et al., 2022). Detailed dataset descriptions are avail-
able in Appendix C.3.
Baselines: To evaluate the effectiveness of
SAFE, we benchmark against state-of-the-art
PEFT method, LoRA (Hu et al., 2021). We
compare SAFE with five effective resource
efficient fine-tuning methods, a previous
work (Zhang et al.), AdapterDrop (Rücklé
et al., 2021), SparseAdapter (He et al., 2022),
LoRAPrune (Zhang et al., 2023), and MEFT (Liao
et al., 2024). SAFE’s performance is further
compared with four other PEFT methods such as
Houlsby (Houlsby et al., 2019), Pfeiffer (Pfeiffer
et al., 2020), BitFit (Zaken et al., 2022), and the
adaptive method AdaLoRA (Zhang et al., 2022)
to demonstrate its versatility and applicability
across different adapter-tuning frameworks (see
Figure 1 and Appendix B for detailed results).
Comprehensive details on the experimental setup
and hyperparameters, such as training epochs and

batch sizes, can be found in Appendix C.

5.2 Main results
5.2.1 Natural Language Understanding
Table 1 shows the results of different methods
on GLUE tasks. Since SAFE selectively freezes
51.04% of less important adapters early through-
out the training process, SAFE significantly re-
duces memory usage by 40.47%, from 20.35GB
(LoRA) to 12.11GB, and decreases computation
costs (FLOPs) by 35.15%. Even with such im-
provements in resource efficiency, SAFE improves
the average GLUE score from 84.66 (LoRA) to
84.99 — this is because SAFE induces a regular-
ization effect on less-important adapters improving
generalization performance of the model (see Sec-
tion 5.3).

Figure 5 shows the freezing patterns of
BERTlarge fine-tuned with SAFE — we observe
similar patterns for other tasks. We find that SAFE
tends to freeze adapters more in layers closer to the
input layer. Such behavior aligns with empirical
observations presented in Figure 2 where adapters
closer to the output layer need further adaptation to
the downstream tasks compared to those in earlier
layers, contributing more to model performance.

Compared to a previous work (Zhang et al.),
which attaches adapters only to the upper layers,
SAFE achieves 2.24% higher GLUE score. This
is because some adapters attached to lower lay-
ers keep contributing to the adaptation even in later
training epochs, as shown in Figure 5 (e.g., 2nd and
5th adapters in QNLI task). Compared to Adap-
terDrop, SAFE provides up to 2.69% higher score
(MRPC) while reducing memory usage by 49.47%
(0.91% higher GLUE score and 40.47% reduced
memory usage on average). This is because Adap-
terDrop reduces computation costs (FLOPs) by ran-
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Figure 5: The freezing patterns when fine-tuning
BERTlarge on GLUE with SAFE. Colors indicate
adapters that are frozen, while white represents an
adapter that is not frozen — the lighter the color is,
the higher importance score is.

Figure 6: Comparison of (a) perplexity and (b) resource
usage between LoRA and SAFE on the LLaMA-27B
model evaluated on the WikiText-2 dataset.

domly dropping adapters for each step, whereas
SAFE selectively freezes less-important adapters
preserving critical adapters and thus achieving bet-
ter performance. AdapterDrop also does not lower
memory usage because the memory allocated to
the dropped adapters cannot be de-allocated for
the next step — adapters dropped in a step may
not be dropped in the next step. Compared to
SparseAdapter, SAFE reduces memory usage by
40.47% and computation cost by 35.15% while pro-
viding comparable GLUE score. This is because
SparseAdapter performs pruning of redundant pa-
rameters but uses unstructured pruning with mask-
ing, which does not actually improve resource effi-
ciency. On the other hand, although LoRAPrune is
effective to reduce the memory usage, it severely
degrades the accuracy as it fully eliminates less im-
portant adapter weights through structural pruning.
As a result, SAFE achieves 3.68% higher GLUE
score compared to LoRAPrune. MEFT reduces the
memory usage at the cost of more than 2x of the
FLOPs and training time. This is because MEFT
applies a reversible model to LoRA, which reduces
memory usage by not caching intermediate acti-
vations, but causes substantial computation over-
head due to recomputation. Overall, SAFE strikes
a better accuracy/memory efficiency/training-time
performance trade-off compared to SOTA methods.

Table 2: Experimental results on question answering
task from the SQuAD dataset.

F1 Score
Memory Usage

(GB)
Computation

(TFLOPs)

BERTbase
LoRA 86.99 5.95 611,295
+ SAFE 87.22 4.6122.52%↓ 455,27425.52%↓

BERTlarge
LoRA 89.22 15.79 2,117,791
+ SAFE 89.72 7.4452.88%↓ 869,62458.94%↓

RoBERTabase
LoRA 90.95 11.51 1,225,147
+ SAFE 91.16 7.8032.23%↓ 808,23934.03%↓

RoBERTalarge
LoRA 93.39 17.73 2,117,791
+ SAFE 94.13 3.5679.92%↓ 245,54188.41%↓

Table 3: Experimental results on natural language gen-
eration from the E2E NLG Challenge. For all metrics,
higher is better. Note that we report memory usage re-
duction in blue.

BLEU NIST METEOR ROUGE-L CIDEr

GPT-2medium
LoRA 68.91 8.68 46.48 71.33 2.47
+ SAFE 68.67 8.66 46.40 70.88 2.43 34.34%↓

GPT-2large
LoRA 70.27 8.85 46.40 71.63 2.52
+ SAFE 70.26 8.87 46.58 71.68 2.53 25.50%↓

5.2.2 Question Answering

Table 2 shows the results of SQuAD dataset. SAFE
consistently outperforms baseline under all settings.
Notably, SAFE reduces memory usage and com-
putation costs by up to 79.92% and 88.41% on
RoBERTalarge by freezing 91.67% of the adapters,
while improving the F1 score from 93.39 (LoRA)
to 94.13. This result also demonstrates that the ben-
efits and effectiveness of SAFE are not restricted
to specific model sizes, making it a valuable strat-
egy for enhancing adapter-tuning outcomes across
models of varying scales.

5.2.3 Natural Language Generation

Table 3 shows that SAFE prevails on natural lan-
guage generation task with GPT-2. SAFE achieves
comparable performance to LoRA across all met-
rics while significantly reducing memory usage.
This result also demonstrates that SAFE is effec-
tive not only for encoder models but also works
well with decoder models.

Figure 6 compares (a) perplexity and (b) mem-
ory usage between LoRA and SAFE on the
LLaMA-27B using the WikiText-2 dataset, to ex-
amine the applicability of SAFE on large language
models. As shown in Figure 6, SAFE reduces mem-
ory usage by 48.37%, from 66.35GB (LoRA) to
34.20GB, without any degradation in model qual-
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Figure 7: (a) Loss landscape demonstrates that SAFE yields a flatter loss surface compared to the baseline, as shown
in the second and third columns. (b) Hessian eigenvalue spectrum analysis shows that the magnitude of the Hessian
eigenvalues for SAFE is smaller than those for the baseline, indicating a flatter local curvature and potentially better
generalization properties.

ity. This result implies that SAFE can significantly
improve the scalability of large language models by
reducing the resource usage, making it feasible to
train these models on resource-constrained devices
or with larger batch sizes.

5.3 Regularization Effect

To elucidate the underlying mechanisms behind
SAFE’s enhancements in model performance and
memory efficiency, we conduct a detailed empir-
ical analysis. We visualize and compare the loss
landscapes of the baseline and SAFE. Addition-
ally, we quantitatively evaluate the flatness of the
loss surfaces by analyzing the spectrum of Hessian
eigenvalues. This methodical approach allows us to
substantiate the improvements attributed to SAFE,
providing insights into its effectiveness in optimiz-
ing both performance and resource utilization.

Loss Landscape Analysis. The flatness of a loss
landscape is a recognized indicator of the general-
ization ability of models (Jiang et al., 2020). Specif-
ically, flatter landscapes are indicative of enhanced
robustness to parameter perturbations (Xie et al.,
2021), reduced model complexity (Blier and Ol-
livier, 2018), and improved generalization capabil-
ities (Cha et al., 2021, 2022; Choromanska et al.,
2015; Park and Kim, 2021; Wu and Su, 2023). To
examine these properties, we employ a compara-
tive visualization of the loss landscapes for LoRA
and SAFE using the BERTbase model on the QNLI
and SST-2 datasets, following the methodology

outlined in (Park and Kim, 2021)3. Our analysis
reveals that SAFE yields a flatter loss landscape
compared to LoRA. This flattening is attributed to
SAFE’s mechanism of controlling the norm of the
weights through regularization effects (See Equa-
tion (5)), which consequently enhances resistance
to weight perturbations, as depicted in Figure 7(a).
Hessian Eigenvalue Spectrum Analysis. To
quantitatively assess the visualized loss landscape
shown in Figure 7(a), we perform a detailed anal-
ysis of the top-5 Hessian eigenvalue spectrum. A
pivotal finding in our analysis is the reduced mag-
nitude of the maximum Hessian eigenvalue, which
correlates with a flatter loss landscape, indicative
of enhanced generalization potential. Moreover,
the diminution of large Hessian eigenvalues facili-
tates more effective model training (Ghorbani et al.,
2019). Furthermore, the suppression of the largest
negative Hessian eigenvalues markedly contributes
to a more convex loss landscape, enhancing the
stability of the training process. Figure 7(b) demon-
strates that SAFE not only effectively reduces the
magnitude of Hessian eigenvalues relative to LoRA
but also leads to a smoother and more consistent
loss landscape. This evidence highlights the advan-
tages of SAFE in promoting a more reliable and
steady training behavior for adapter-tuning.

3This involves generating two orthogonal random vectors
in a 1D flattened parameter space, which are then normalized
and used to perturb the parameters. The strength of these per-
turbations is determined by their x and y coordinates, with the
origin (0, 0) representing the unperturbed state of the param-
eters, and increasing distance indicating greater perturbation
intensity.
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Table 4: SAFE improves efficiency over the baseline
in all aspects including memory usage, computation
amount and training time. Note that we report computa-
tion costs for 1-step training.

NLU QA NLG

Memory Usage LoRA 20.35 12.75 16.97
(GB) + SAFE 12.11 40.47%↓ 5.85 54.08%↓ 11.90 29.91%↓

Computational Cost LoRA 1.24 5.94 8.64
(TFLOPs) + SAFE 0.93 24.74%↓ 2.33 60.86%↓ 6.79 21.42%↓

Training Time LoRA 1 1 1
(Normalized) + SAFE 0.90 10.29%↓ 0.89 10.92%↓ 0.80 19.76%↓

5.4 Resource Efficiency
We evaluate the resource efficiency of SAFE in
terms of memory usage, computation amount, and
training time. Table 4 shows the average resource
efficiency improvement for the main results on
NLU, QA and NLG tasks. Overall, SAFE reduces
memory usage, computation amount, and training
time by 42.85%, 34.59%, and 11.82% compared
to LoRA, respectively (on average). This means
that SAFE can fine-tune twice as many downstream
tasks under the same FLOPs budget and further en-
able on-device fine-tuning for personalization. For
example, when fine-tuning a RoBERTalarge model
with a question answering downstream task, SAFE
reduces memory usage from 17.73GB to 3.56GB;
8GB is the usual memory size of the edge devices.

5.5 Expanded Experimental Results
Image Classification Task Evaluations. In Ap-
pendix A, we conduct comprehensive evaluations
of SAFE on a variety of image classification tasks.
These experiments consistently demonstrate the ef-
ficacy of SAFE, confirming its robust performance
across diverse vision-related applications.
Compatibility with Advanced Adapters. Fur-
ther discussions on the integration of SAFE with
various advanced adapter modules are presented
in Appendix B. Our results highlight SAFE’s ver-
satility and compatibility with multiple adapter-
tuning frameworks (Houlsby et al., 2019; Zaken
et al., 2022). This adaptability ensures that SAFE’s
methodology remains effective, independent of spe-
cific adapter designs, thereby facilitating scalability
across existing adapter-tuning methods.

6 Conclusion

In this paper, we propose SAFE, which selectively
freezes adapters for enabling resource efficient
fine-tuning of PLMs. We observe that not all

adapters contribute equally to adaptation. Moti-
vated by the observation, SAFE gradually freezes
less-important adapters, which do not contribute to
adaptation during the early training steps. In our
evaluation on various models and datasets, SAFE
significantly saves memory usage and computation
and accelerating training time, with comparable (or
even better) accuracy. We also demonstrate that
SAFE induces regularization effect, thereby im-
proving generalization performance and accuracy
compared to the state-of-the-art PEFT methods.
We believe that SAFE can enable resource-efficient
fine-tuning of large-scale PLMs, and further pave
the path forward to personalized fine-tuning on
resource-constrained edge devices.

7 Limitations

We suggest the need for combination with prior re-
search on memory-efficient training. These include
low precision, micro-batching, weight sharding,
and gradient checkpointing techniques. Though we
have not evaluated SAFE along with such memory-
efficient training methods, SAFE can be com-
plementarily used along with the methods since
SAFE can be applied independently of the training
method or weight precision. In particular, since the
quantization-based compression technique is quite
popular and effective in terms of both compression
ratio and preservation of final accuracy, favorable
results are expected from combining the proposed
technique with the memory-efficient training meth-
ods (Han et al., 2015).
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A Results on Image Classification Tasks

We conduct experiments with 8 datasets including class-level transfer and task-level transfer in the image
classification tasks within Computer Vision (CV) domain. These datasets include CIFAR-10, CIFAR-100
(Krizhevsky et al., 2009), Country-211 (Radford et al., 2021), Fashion MNIST (Xiao et al., 2017), Food-
101 (Bossard et al., 2014), Oxford Flowers (Nilsback and Zisserman, 2008), Standford Cars (Krause et al.,
2013) and Tiny ImageNet (Le and Yang, 2015).

Table 5 shows that SAFE can effectively reduce memory usage while achieving comparable accuracy
on eight datasets in the image classification task. For example, SAFE achieves a 50.69% memory usage
reduction on ViTlarge while maintaining comparable accuracy. Additionally, SAFE remains consistently
effective regardless of variations in the pre-trained model size and backbone structure.

Table 5: Experimental results on eight common computer vision tasks. SAFE significantly reduces memory usage
while achieving accuracy comparable to the baseline. Note that blue indicates the memory usage reduction rate of
SAFE compared to the baseline.

CIFAR-10 CIFAR-100 Country-211 Fashion MNIST Food-101 Oxford Flowers Stanford Cars Tiny ImageNet Avg.

LoRA 97.77 95.68 16.56 94.52 88.84 99.41 82.56 88.90 83.03ViTbase + SAFE 98.66 95.55 16.29 93.71 88.78 99.61 82.05 89.16 82.98 24.35%↓

LoRA 99.09 96.71 20.44 94.92 90.32 - 86.97 92.13 82.94ViTlarge + LoRA 99.13 97.00 20.44 94.88 90.69 - 86.83 92.03 83.00 50.69%↓

LoRA 98.92 96.20 20.06 95.12 91.36 99.50 87.14 90.31 84.83SWINbase + SAFE 98.94 96.31 20.26 95.12 91.51 99.71 86.88 90.14 84.86 32.01%↓

LoRA 99.07 97.01 22.19 95.44 92.68 - 85.06 92.02 83.35SWINlarge + LoRA 99.17 96.72 22.66 95.47 92.69 - 85.13 92.11 83.42 25.06%↓

B Results with Various PEFT Methods

We validate the applicability of SAFE upon advanced adapter modules (Houlsby et al., 2019; Zaken et al.,
2022; Hu et al., 2021). Table 6 shows that SAFE reduces memory usage by 24.76% on average while
achieving a comparable GLUE score. This result demonstrates that SAFE can be applied to a variety of
adapter-tuning methods to enable resource efficient fine-tuning of large language models.

Table 6: Experimental results for various adapter-tuning methods on the GLUE benchmark. Note that blue indicates
the memory usage reduction rate of SAFE compared to the baseline.

CoLA SST-2 MNLI RTE QQP MRPC QNLI STS-B Avg.

BERTbase Matthews corr. Accuracy Accuracy Accuracy Accuracy F1 Score Accuracy Pearson corr.

Houlsby 62.38 91.17 83.44 70.50 90.85 89.52 90.59 90.75 83.65

+ SAFE 62.83 93.00 84.15 74.10 90.93 89.70 91.03 91.29 84.6325.70%↓

BitFit 60.92 91.86 82.41 71.94 89.20 88.14 89.80 90.95 83.15

+ SAFE 61.73 93.00 81.85 69.78 89.21 88.85 89.51 90.75 83.09 25.53%↓

LoRA 64.46 91.63 82.88 71.22 90.01 88.39 90.01 90.86 83.68

+ SAFE 66.80 90.83 82.03 71.22 89.74 88.51 90.65 90.26 83.7623.06%↓
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C Experimental Setup

C.1 Model
We conduct experiments using a pre-trained model deployed on HuggingFace (Wolf et al., 2019). For
experiments on the NLU and QA benchmarks, we use bert-base-uncased and bert-large-uncased trained
on BookCorpus, a dataset consisting of 11,038 unpublished books and English Wikipedia. We use roberta-
base and roberta-large trained on 5 datasets (BookCorpus, English Wikipedia, CC-News, OpenWebText,
and Stories) for the RoBERTa model. For experiments on the NLG benchmark, we use GPT-2 medium
and GPT-2 large distributed by OpenAI. We also employ the LLaMA-2 7B model, an open-weight
large language model released by Meta, which has been trained on a mixture of publicly available and
licensed datasets, including Common Crawl, C4, GitHub, Wikipedia, Project Gutenberg, ArXiv, and
Stack Exchange. We use vit-base-patch16-224-in21k and vit-large-patch16-224-in21k distributed by
Google for experiments in the ViT model. Finally, We use the swin-base-patch4-window7-224 and
swin-large-patch4-window7-224 models distributed by Microsoft for experiments in the SWIN model.

C.2 Computing Resources
Our experimental setup leverages 2 RTX4090 with 24GB memory for NLU, QA, and NLG tasks and 1
RTX 4090 for CV downstream task, excluding the LLaMA experiments.

C.3 Dataset Statistics
We present the dataset statistics of GLUE (Wang et al., 2018), SQuAD (Rajpurkar et al., 2016), E2E
NLG Challenge (Novikova et al., 2017), and WikiText-2 (Merity et al., 2022) in following table. We
fine-tune models on the LaMini instruction dataset (Wu et al., 2024) for LLaMA-27B and evaluate their
performance on WikiText-2 using perplexity.

Table 7: Summary of the NLU, QA, and NLG benchmarks.

NLU Benchmark

Dataset # Train # Valid # Test # Label Task Evaluation Metric

Single-Sentence Classification (GLUE)

CoLA 8,551 521 522 2 Acceptability Matthews corr
SST-2 66,349 1,000 872 2 Sentiment Accuracy

Pairwise Text Classification (GLUE)

MNLI 392,702 9,832 9,815 3 NLI Accuracy
RTE 2,490 138 139 2 NLI Accuracy
QQP 362,846 1,000 40,431 2 Paraphrase Accuracy
MRPC 3,668 204 204 2 Paraphrase F1 score
QNLI 103,743 1,000 5,463 2 QA/NLI Accuracy

Pairwise Text Classification (GLUE)

STS-B 5,749 750 750 1 Similarity Pearson corr

QA Benchmark

Dataset # Train # Valid # Test # Label Task Evaluation Metric

SQuAD 87,600 5,300 5,300 2 Question Answering F1 score

NLG Benchmark

Dataset # Train # Valid # Test # Label Task Evaluation Metric

E2E NLG Challenge 42,061 4,672 4,693 Generation BLEU, NIST, METEOR, ROUGE-L, and CIDEr
WikiText-2 2,589,000 1,000 4,360 Language Modeling Perplexity (PPL)
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The following table lists dataset statistics evaluated in the CV domain.

Table 8: Summary of CV benchmark.

CV Benchmark

Dataset # Train # Valid # Test # Label Task Evaluation Metric

CIFAR-10 45,000 5,000 10,000 10 Classification Accuracy
CIFAR-100 45,000 5,000 10,000 100 Classification Accuracy
Fashion MNIST 54,000 6,000 10,000 10 Classification Accuracy
Oxford Flowers 6,453 717 1,020 102 Classification Accuracy
Food-101 68,220 7,580 25,300 102 Classification Accuracy
Country-211 25,920 2,880 21,100 211 Classification Accuracy
Stanford Cars 7,326 814 8,040 196 Classification Accuracy
Tiny ImageNet 90,000 10,000 10,000 200 Classification Accuracy
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C.4 Hyperparameter Settings
We explore 10% of all epochs for at least 5 learning rates. Hyperparameter settings, including learning
rate, are made by referring to previous works (He et al., 2023; Houlsby et al., 2019; Hu et al., 2021; Zaken
et al., 2022). We use the AdamW optimizer (Loshchilov and Hutter, 2018) and LinearLR learning rate
scheduler and set weight decay to 0 in experiments. In our evaluation, we configure LoRA as follows: r =
4, alpha = 16, target modules = ["query", "value"], and LoRA dropout = 0.1.

Since the lower layers of the BERT model are more easily converted to fine-tuning than the upper
layers, we extend the previous study (Zhang et al.) that froze most of the lower layers with adapter-tuning
and experiment with a baseline that naively inserts adapters only into six layers. For LoRAPrune, we
configure the pruning ratio to 0.5, pruning frequency to 10, and the pruning metric to ’lora,’ as these
settings have shown effective results in prior work (Zhang et al., 2023). In the case of MEFT, for a fair
comparison, we set the reversible layers to half of the total number of layers. We employ the MEFT1

method, where the F architecture is the layer, from the three reversible transformation methods proposed
in MEFT. For the hyperparameters of MEFT, such as λ and β, we follow the values proposed in previous
work (Liao et al., 2024) to ensure consistency in the evaluation.
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Table 9: Hyperparameter settings on the NLU and QA tasks.

pre-trained model dataset method final learning rate batch size # epochs

BERT-base-uncased

GLUE / CoLA
LoRA, LoRA + SAFE 6.00E-04 32 100
BitFit, BitFit + SAFE 9.00E-04 32 100
Houlsby, Houlsby + SAFE 5.00E-04 32 100

GLUE / SST-2
LoRA, LoRA + SAFE 7.00E-04 32 75
BitFit, BitFit + SAFE 7.00E-04 32 75
Houlsby, Houlsby + SAFE 2.00E-04 32 75

GLUE / MNLI
LoRA, LoRA + SAFE 9.00E-04 32 50
BitFit, BitFit + SAFE 8.00E-04 32 50
Houlsby, Houlsby + SAFE 4.00E-04 32 50

GLUE / RTE
LoRA, LoRA + SAFE 9.00E-04 32 100
BitFit, BitFit + SAFE 8.00E-04 32 100
Houlsby, Houlsby + SAFE 4.00E-04 32 100

GLUE / QQP
LoRA, LoRA + SAFE 4.00E-04 32 50
BitFit, BitFit + SAFE 6.00E-04 32 50
Houlsby, Houlsby + SAFE 4.00E-04 32 50

GLUE / MRPC
LoRA, LoRA + SAFE 5.00E-04 16 50
BitFit, BitFit + SAFE 5.00E-04 32 50
Houlsby, Houlsby + SAFE 5.00E-04 32 50

GLUE / QNLI
LoRA, LoRA + SAFE 5.00E-04 32 50
BitFit, BitFit + SAFE 5.00E-04 32 50
Houlsby, Houlsby + SAFE 4.00E-04 32 50

GLUE / STS-B
LoRA, LoRA + SAFE 8.00E-04 32 50
BitFit, BitFit + SAFE 9.00E-04 32 50
Houlsby, Houlsby + SAFE 5.00E-04 32 50

SQuAD
LoRA, LoRA + SAFE 3.00E-04 16 50
BitFit, BitFit + SAFE 9.00E-04 16 50
Houlsby, Houlsby + SAFE 1.00E-04 16 50

BERT-large-uncased

GLUE / CoLA LoRA, LoRA + SAFE 1.00E-04 32 80
GLUE / SST-2 LoRA, LoRA + SAFE 6.00E-04 32 60
GLUE / MNLI LoRA, LoRA + SAFE 1.00E-04 16 40
GLUE / RTE LoRA, LoRA + SAFE 6.00E-04 32 80
GLUE / QQP LoRA, LoRA + SAFE 3.00E-04 16 40
GLUE / MRPC LoRA, LoRA + SAFE 3.00E-04 4 50
GLUE / QNLI LoRA, LoRA + SAFE 2.00E-04 8 50
GLUE / STS-B LoRA, LoRA + SAFE 8.00E-04 32 50

SQuAD

Full-param Fine-tuning 7.00E-05 16 50
LoRA, LoRA + SAFE 3.00E-04 16 50
BitFit, BitFit + SAFE 9.00E-04 16 50
Houlsby, Houlsby + SAFE 1.00E-04 16 50
Pfeiffer, Pfeiffer + SAFE 3.00E-04 16 50
AdaLoRA, AdaLoRA + SAFE 4.00E-04 16 50

RoBERTa-base SQuAD
LoRA, LoRA + SAFE 5.00E-04 32 50
BitFit, BitFit+SAFE 8.00E-04 32 50
Houlsby, Houlsby+SAFE 4.00E-04 32 50

RoBERTa-large SQuAD
LoRA, LoRA + SAFE 6.00E-04 16 50
BitFit, BitFit+SAFE 7.00E-04 16 50
Houlsby, Houlsby+SAFE 4.00E-04 16 50

Table 10: Hyperparameter settings on the NLG task.

pre-trained model GPT-2 medium GPT-2 large LLaMA-2 7B

Training
final learning rate 1.00E-04 5.00E-05 1.00E-04
batch size 8 4 128 (w/ micro batch size 2)
# epochs 10 10 3
Seq Length 512 512 512
Label Smooth 0.1 0.1

Inference
Beam Size 10 10
Length Penalty 0.8 0.8
no repeat ngram size 4 4
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Table 11: Hyperparameter settings on the CV task.

pre-trained model dataset method final learning rate batch size # epochs

ViT-base-patch16-224

CIFAR-10
BitFit, BitFit + SAFE 3.00E-03 64 100
LoRA, LoRA + SAFE 3.00E-03 64 100

CIFAR-100
BitFit, BitFit + SAFE 3.00E-03 64 100
LoRA, LoRA + SAFE 3.00E-03 64 100

Fashion MNIST
BitFit, BitFit + SAFE 4.00E-03 64 100
LoRA, LoRA + SAFE 3.00E-03 64 100

Oxford Flowers
BitFit, BitFit + SAFE 2.00E-03 64 30
LoRA, LoRA + SAFE 8.00E-04 64 40

Food-101
BitFit, BitFit + SAFE 4.00E-03 64 100
LoRA, LoRA + SAFE 3.00E-03 64 100

Tiny ImageNet
BitFit, BitFit + SAFE 1.00E-03 64 100
LoRA, LoRA + SAFE 8.00E-04 64 100

Country-211
BitFit, BitFit + SAFE 2.00E-03 64 100
LoRA, LoRA + SAFE 4.00E-03 64 100

Stanford Cars
BitFit, BitFit + SAFE 9.00E-03 64 100
LoRA, LoRA + SAFE 7.00E-03 64 100

ViT-large-patch16-224

CIFAR-10
BitFit, BitFit + SAFE 4.00E-03 64 100
LoRA, LoRA + SAFE 6.00E-04 64 100

CIFAR-100
BitFit, BitFit + SAFE 2.00E-03 64 100
LoRA, LoRA + SAFE 5.00E-04 64 100

Fashion MNIST
BitFit, BitFit + SAFE 3.00E-03 64 100
LoRA, LoRA + SAFE 9.00E-04 64 100

Oxford Flowers
BitFit, BitFit + SAFE - - -
LoRA, LoRA + SAFE - - -

Food-101
BitFit, BitFit + SAFE 9.00E-04 64 100
LoRA, LoRA + SAFE 7.00E-04 64 100

Tiny ImageNet
BitFit, BitFit + SAFE 8.00E-04 64 100
LoRA, LoRA + SAFE 6.00E-04 64 100

Country-211
BitFit, BitFit + SAFE 2.00E-03 64 100
LoRA, LoRA + SAFE 9.00E-04 64 100

Stanford Cars
BitFit, BitFit + SAFE 1.00E-03 64 100
LoRA, LoRA + SAFE 1.00E-03 64 100

SWIN-base-patch4-window7-224

CIFAR-10 LoRA, LoRA + SAFE 1.00E-03 64 50
CIFAR-100 LoRA, LoRA + SAFE 1.00E-03 64 50
Fashion MNIST LoRA, LoRA + SAFE 1.00E-03 64 50
Oxford Flowers LoRA, LoRA + SAFE 7.00E-04 64 30
Food-101 LoRA, LoRA + SAFE 9.00E-04 64 50
Tiny ImageNet LoRA, LoRA + SAFE 1.00E-03 64 50
Country-211 LoRA, LoRA + SAFE 7.00E-04 64 50
Stanford Cars LoRA, LoRA + SAFE 1.00E-03 64 50

SWIN-large-patch4-window7-224

CIFAR-10 LoRA, LoRA + SAFE 8.00E-04 64 50
CIFAR-100 LoRA, LoRA + SAFE 7.00E-04 64 50
Fashion MNIST LoRA, LoRA + SAFE 1.00E-03 64 50
Oxford Flowers LoRA, LoRA + SAFE - - -
Food-101 LoRA, LoRA + SAFE 5.00E-04 64 50
Tiny ImageNet LoRA, LoRA + SAFE 6.00E-04 64 50
Country-211 LoRA, LoRA + SAFE 6.00E-04 64 50
Stanford Cars LoRA, LoRA + SAFE 3.00E-03 64 50
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