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Abstract

With the rapid development of large language
models (LLMs), due to their strong perfor-
mance across various fields, LLM-based evalu-
ation methods (LLM-as-a-Judge) have become
widely used in natural language generation
(NLG) evaluation. However, these methods
encounter the following challenges: (1) distin-
guishing instruction-following ability, (2) be-
ing applicable across diverse NLG tasks, and
(3) identifying low-quality outputs. To address
these issues, we propose CAMIEVAL, a mul-
tidimensional comparative evaluation method
based on instruction-following. Specifically,
we define three fundamental dimensions of
instruction-following: relevance, factuality,
and adherence. Subsequently, we introduce
a concrete Chain-of-Thoughts (ConcreteCoT)
process to enhance the accuracy of evaluations.
In addition, we trained a "regrettable model"
REGRETLM to generate low-quality outputs,
which helps the evaluator better identify the
potential shortcomings of the candidate output
by comparing low-quality outputs with refer-
ence outputs. Through this comparison, the
evaluator can generate instruction-specific di-
mensions that complement the fundamental
dimensions, forming a more comprehensive
evaluation metric system. Experiments on two
NLG evaluation benchmarks demonstrate that
CAMIEVAL consistently outperforms exist-
ing methods in terms of correlation with hu-
man evaluations, providing a general and ac-
curate framework for evaluating the outputs of
LLMs.1

1 Introduction

Evaluating the quality of texts generated by lan-
guage models has always been a challenging but
essential task in natural language processing (NLP).
An evaluation method more closely aligned with

*Corresponding author.
1We will release our code at https://github.com/

zyfan7/CAMIEval

human judgment can provide effective feedback, in-
cluding scores, explanations, and improvement sug-
gestions. Such an approach will help better under-
stand the actual performance of language models
and promote their continuous improvement (Yuan
et al., 2024).

In recent years, with the rapid advancement of
large language models (LLMs) (OpenAI et al.,
2024; Touvron et al., 2023; Bai et al., 2023; Jiang
et al., 2023; Sun et al., 2024b), LLM-based evalua-
tion methods, known as LLM-as-a-Judge (Zheng
et al., 2023), have gradually become mainstream
in natural language generation (NLG) evaluation
(Gao et al., 2024; Li et al., 2024b). These methods
leverage powerful LLMs for pairwise evaluation
or pointwise scoring, following established eval-
uation processes or predefined evaluation criteria
(Wang et al., 2023b; Liu et al., 2023b; Chiang and
Lee, 2023a; Liu et al., 2023a; Guo et al., 2024; Lee
et al., 2024). A range of studies have demonstrated
that these LLM-based evaluation methods signifi-
cantly outperform traditional n-gram-based (Pap-
ineni et al., 2002; Lin, 2004) or text-embedding-
based methods (Kusner et al., 2015; Zhang et al.,
2019). In many tasks, their performance matches
or even surpasses that of human evaluation (Zheng
et al., 2023; Wang et al., 2023a; Mendonça et al.,
2023; Dubois et al., 2024).

However, as shown in Figure 1, the current eval-
uation methods exhibit significant shortcomings in
evaluating the outputs of the ever-evolving LLMs:
(1) Existing evaluation methods overlook the im-
portance of evaluating instruction-following, as
outputs that deviate from the given instructions
are considered failures. Only those outputs that
follow the instructions should proceed to further
quality evaluation (Zeng et al., 2023; Qin et al.,
2024). (2) Current evaluation dimensions (Hu et al.,
2024; Ostheimer et al., 2023) are no longer effec-
tive in distinguishing the quality of outputs from
the latest LLMs, referred to as Dimension Bias, as
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Instruction

Both meet fluency and relevance.

Suggest a snack that you can make in under 5 minutes.

Output (a)
Hummus on whole-wheat pita chips; 
Roasted chickpeas; Apple slices 
with almond butter; Bananas with 
peanut butter; Raw nuts and seeds.

Output (b)

A classic peanut butter and banana 
sandwich.

Which output is better?

Fluency? Relvance?

Meet the user’s needs?

One snack that can be 
made in under 5 minutes?

Both meet, but Output (a) provides
more detailed and helpful information.
Output (b) provides exactly one snack 
suggestion.

Figure 1: Comparison of current NLG evaluation meth-
ods. The first two methods encountered Dimension Bias
and Description Bias, respectively.

these advanced models perform well across these
dimensions. (3) There is a discrepancy between the
evaluation dimension descriptions and the actual
evaluation process, referred to as Description Bias.
This makes it challenging for LLM-based evalua-
tors to comprehend each dimension’s meaning in
specific instructions accurately (Zeng et al., 2023).
(4) Diverse downstream tasks require meticulously
defined evaluation criteria (Chiang and Lee, 2023b;
Liu et al., 2023d), making various evaluation meth-
ods less generalizable and challenging to transfer
to new tasks.

One of the critical challenges in this area is the
inherent complexity of evaluating whether the out-
put faithfully follows the instructions, which arises
from the difficulty in defining clear criteria for what
constitutes "instruction-following" for different in-
structions. LLM-based evaluators may become
confused when asked to judge adherence without
explicit standards (Sun et al., 2024a). Moreover,
the limitations of current evaluation methods com-
pound this complexity. These methods often rely
on a single reference output, which makes it diffi-
cult for LLM-based evaluators to comprehensively
capture the low-quality features of the candidate
output, as they lack a clear example of what consti-
tutes poor performance. Since LLMs can generate
text that appears reasonable and coherent upon ini-
tial inspection, distinguishing between high-quality
and low-quality outputs becomes particularly chal-
lenging, especially in pointwise scoring (Zheng
et al., 2023).

To address these challenges, we must employ
a more general and precise evaluation method
to accurately capture the nuanced distinctions
and actual performance of the model’s outputs.
In this paper, we introduce CAMIEVAL, a
novel Comparative Automated Multidimensional

Instruction-following-based NLG Evaluation
method. Firstly, from the perspective of
instruction-following, we define three funda-
mental dimensions: relevance, factuality, and
adherence. Meanwhile, we introduce a concrete
Chain-of-Thoughts (Wei et al., 2022) process
(ConcreteCoT) to mitigate the Description Bias.
By concretizing these dimensions for each test
instruction, the LLM-based evaluator can better
comprehend the specific evaluation requirements,
which significantly enhances the accuracy of the
evaluation. Inspired by observations in pairwise
evaluation, for pointwise scoring evaluation,
we additionally trained a "regrettable model"
REGRETLM by employing a reversed DPO
(Rafailov et al., 2024) method to capture the
low-quality features of model outputs comprehen-
sively. REGRETLM generates text that follows
basic instructions but, regrettably, is not of high
quality, embodying common weaknesses of LLMs’
outputs to serve as negative examples for reference.
Starting from the test instructions, LLM-based
evaluators are able to more clearly identify the
potential shortcomings of the candidate output
by comparing low-quality outputs with reference
outputs. Through this comparison, the evaluators
can generate instruction-specific dimensions that
complement the fundamental dimensions, forming
a more comprehensive evaluation metric system.
Moreover, this approach mitigates the Dimension
Bias, which in turn enhances the consistency and
accuracy of the evaluation.

We conducted comprehensive experiments on
two NLG evaluation benchmarks: one benchmark
for pairwise evaluating instruction-following per-
formance and another for pointwise evaluating the
performance of instruction controllable summariza-
tion. The results indicate that our method typically
outperforms existing NLG evaluation methods in
terms of correlation with human evaluations.

To summarize, the main contributions of our
work are as follows:

1. We identified significant issues in current
LLM-based evaluation methods, including the
oversight of evaluating instruction-following,
the Dimension Bias, the Description Bias,
and the requirement for manually and meticu-
lously defining task-specific evaluation crite-
ria.

2. We introduce CAMIEVAL, a novel multi-
dimensional comparative evaluation method
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focused on instruction-following, addressing
critical shortcomings in current NLG evalua-
tion methods.

3. We conducted comprehensive experiments on
two NLG evaluation benchmarks, demonstrat-
ing that our method consistently outperforms
existing NLG evaluation methods in terms of
correlation with human evaluations.

2 Related Work

2.1 Automatic NLG Evaluation

Due to the inefficiency, labor-intensiveness, and
lack of reproducibility inherent in manual evalua-
tion, numerous early studies have explored various
automated NLG evaluation methods, primarily in-
cluding N-gram-based and embedding-based met-
rics.
N-gram-based Metrics. N-gram-based metrics
evaluate the lexical overlap between candidate and
reference texts. BLEU (Papineni et al., 2002),
a widely adopted metric for evaluating machine
translation quality, calculates the n-gram overlap
between the candidate translations while incorpo-
rating a length penalty mechanism to generate a
score—the higher the score, the better the trans-
lation quality. ROUGE (Lin, 2004), a metric for
evaluating the quality of text summaries, measures
the coverage and consistency of the summary by
calculating the overlap in n-grams, word sequences,
and longest common subsequences between the
candidate and the reference.
Embedding-based Metrics. Embedding-based
metrics utilize word or sentence embeddings to
evaluate the semantic similarity between candi-
date and reference text. WMD (Kusner et al.,
2015) employs word embedding techniques like
Word2Vec (Mikolov, 2013) to represent words as
high-dimensional vectors, subsequently calculat-
ing the minimum transportation cost between the
candidate text and the reference text. WMD quan-
tifies the similarity between texts by minimizing
this cost, ultimately producing a similarity score.
BERTScore (Zhang et al., 2019), on the other hand,
uses the BERT model (Devlin, 2018) to generate
word embeddings and calculates the cosine similar-
ity for each word pair between the candidate and
reference texts. These individual similarities are
then synthesized to derive a final score.

These methods were practical and effective at the
time. However, they primarily relied on superficial

pattern matching, potentially failing to adequately
capture the semantic and contextual subtleties of
the generated text. Therefore, they have significant
limitations aligning with human evaluation results
(Sun et al., 2022).

2.2 LLM-as-a-Judge
With the rapid advancement of LLMs and due to
their powerful capabilities in natural language un-
derstanding and reasoning, LLM-based evaluation
methods have become the mainstream approach for
NLG evaluation. Zheng et al. (2023) proposed MT-
Bench, which utilizes LLMs to directly evaluate
candidate texts, exploring both pairwise compari-
son and single answer grading. Liu et al. (2023b)
introduced G-Eval, a CoT-based evaluation method
employing a standardized evaluation process. By
using GPT-4 as the evaluator, it scores the out-
puts of models on various NLG tasks. Based on
the methods mentioned above, techniques such as
probability-weighted calibration (Liu et al., 2023b),
multi-agent communication (Chan et al., 2023),
and batch evaluation of multiple test instruction out-
puts (Yuan et al., 2023) have been integrated. These
LLM-as-a-Judge methods have shown considerable
performance in evaluating traditional NLG tasks
like text summarization and dialogue generation,
rivaling or even surpassing human-level agreement
in some cases.

However, a straightforward evaluation or simply
incorporating CoT for assessment is inadequate for
the various downstream tasks, such as evaluating
instruction-following. Liu et al. (2023a) proposed
AlignBench, which introduces a rule-calibration
judging approach that aligns more closely with
human scoring habits. They also manually set dif-
ferent evaluation dimensions for various types of
questions, utilizing multidimensional analysis to
guide LLMs in scoring. However, this method
relies on meticulously crafted evaluation dimen-
sions for each type of question and is susceptible
to Description Bias, leading to failures in adver-
sarial evaluation tasks. Additionally, some studies
have proposed utilizing LLM to directly generate
multiple evaluation dimensions or questions based
on the test instructions, achieving commendable
performance across various evaluation tasks (Gong
and Mao, 2023; Li et al., 2024a). However, these
generated evaluation dimensions tend to be overly
general and lack specificity, failing to distinguish
the quality of current LLMs’ output effectively. Ad-
ditionally, these evaluation methods often rely on a
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Instruction
Suggest a snack that you can make in under 5 minutes.

Output (a)
Hummus on whole-wheat pita chips; 
Roasted chickpeas; Apple slices 
with almond butter; Bananas with 
peanut butter; Raw nuts and seeds.

Output (b)

A classic peanut butter and banana 
sandwich.

Which output is better?

Relevance

Factuality

Adherence

Does the output suggest a snack that can be 
made in under 5 minutes?
Does the output suggest a snack that is 
factually possible to make in under 5 minutes?
Does the output provide exactly one snack 
suggestion?

Reference Output
Try making avocado toast: mash half an avocado, spread it on a slice of 
toasted bread, and sprinkle with salt, pepper, and a drizzle of olive oil.

ConcreteCoT

Instruction
Generate a summary of the given article based on specific summary requirement.
Article: Health warnings have been issued for parts of England, as air pollution 
reaches high levels. So what exactly is the problem, and how serious is it? How 
bad is the pollution in the UK? TL;DR
Summary Requirement: Summarize the quoted people and their identities.

Candidate Output
The article quotes several people…

Reference Output
The article quotes…

Score the candidate output for the given instruction.

Relevance

Factuality

Adherence

Does the output include summaries of the quoted 
people and their identities as specified in the 
instruction?
Does the output accurately represent the 
identities and roles of the quoted individuals 
without any factual errors?
Does the output strictly adhere to the requirement of 
summarizing only the quoted people and their identities, 
without including additional information or commentary?

ConcreteCoT

Reversed-DPO

Low-Quality Output
Here's a breakdown of the 
key quoted individuals and 
their identities in the article…

Base LLM RegretLM

Organization and Structure: Is the summary well-organized and structured, 
making it easy for the reader to follow and understand? 

Avoidance of Redundancy: Does the summary avoid repeating information 
unnecessarily, ensuring that each piece of information is presented only once?

...

Multidimensional Evaluation
Output (b) is better.

Comparison 
& Analysis

Relevance: 7.0/10.0
Factuality: 9.0/10.0
…

LLM-based
Evaluator

7.0
LLM-based
Evaluator

Pairwise Evaluation Pointwise Scoring

Fundamental
Dimensions

Ins-Specific
Dimensions

Instruction
& Candidate

Compared to the reference, the 
weak output fails in 
Organization and Structure, …

Figure 2: Overall illustration of CAMIEVAL: 1) Given an instruction, candidate outputs, and a reference output,
CAMIEVAL generates instruction-based concrete descriptions of fundamental dimensions through ConcreteCoT. 2)
For pointwise scoring, we trained a REGRETLM capable of producing relatively low-quality outputs that reflect
common weaknesses of current LLMs. By comparing low-quality outputs with reference outputs, evaluators can
generate instruction-specific (ins-specific) dimensions that complement the fundamental dimensions. 3) Conducting
multidimensional evaluation across these dimensions.

single reference answer, which may mislead evalua-
tors by the apparent high quality of the model’s out-
put, making it challenging to capture low-quality
characteristics comprehensively. Therefore, we
present CAMIEVAL to address these issues.

3 Methodology

CAMIEVAL is a multidimensional NLG evalua-
tion method based on comparative analysis, begin-
ning with instruction-following evaluation. In this
section, we will provide a detailed introduction to
CAMIEVAL, as shown in Figure 2.

3.1 Task Definition
In terms of the evaluation tasks currently used in
NLG, there are two primary forms:
Pairwise Evaluation. Given a test instruction I ,
the evaluator needs to determine which of the two
candidate outputs, O1 or O2, is better or declare
the two as a tie, implying that both are equally
preferred or neither is preferred:

p = LLM(O1, O2; I), (1)

where p represents the evaluation result, indicating
which output is better or declaring a tie.
Pointwise Scoring. Given a test instruction I , the
evaluator needs to score the candidate output O

within the given scoring range S (e.g., S = [1, 10]):

s = LLM(O; I), (2)

where s ∈ S represents the score.
In CAMIEVAL, from the perspective of

instruction-following, we introduce three fun-
damental dimensions, denoted as Dfunda =
{d1, d2, d3}, along with N instruction-specific di-
mensions, represented as Dspecific = {d′i}Ni=1. The
three fundamental dimensions are as follows:

1. Relevance: Does the output content directly
relate to the question of the instruction?

2. Factuality: Does the output of the instruction
not contain factual errors?

3. Adherence: Does the output of the instruction
strictly follow the specific requirements of the
instruction?

Some examples are provided in Appendix E, which
demonstrate the specific forms of these dimensions
in the given instructions.

3.2 Pairwise Evaluation

ConcreteCoT. For each sample (I,O1, O2) within
the dataset, to mitigate the Description Bias, we
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use a LLM to generate concrete descriptions corre-
sponding to each of the three fundamental dimen-
sions Dfunda = {d1, d2, d3}. This results in a set of
concrete descriptions Cfunda = {c1, c2, c3}, where

ci = LLM(di; I), i = 1, 2, 3. (3)

In order to ensure a more accurate evaluation, if
the test set does not provide a reference output
corresponding to the instructions, a strong LLM
can be employed to generate a reference output:

Oref = LLM(I). (4)

Multidimensional Evaluation. Using these re-
sults, we can enable the LLM-based evaluator to
determine which output is better for the instruction
I:

p = LLM(O1, O2; I,Oref,Dfunda, Cfunda). (5)

3.3 Pointwise Scoring
ConcreteCoT. Similar to pairwise evaluation, for
each sample (I,O) in the dataset, we can obtain
concretized descriptions Cfunda corresponding to the
three predefined fundamental dimensions Dfunda,
as well as a reference output Oref generated by a
strong LLM.
REGRETLM Training. Merely assessing basic
instruction-following performance in pointwise
evaluation tasks is insufficient. To achieve a more
accurate evaluation, we need to incorporate addi-
tional dimensions that are closely related to the
instructions. However, instructing the LLM to gen-
erate evaluation dimensions directly from the given
instructions often results in overly general dimen-
sions (Gong and Mao, 2023; Li et al., 2024a). Con-
sequently, this leads to misleading evaluators with
superficial quality and makes it difficult to cap-
ture the low-quality features of the model’s output
comprehensively. If one can obtain an output with
typical low-quality features and then compare it to
a reference output, an LLM-based evaluator can
effortlessly identify the critical low-quality charac-
teristics, abstracting them into additional evaluation
dimensions. Therefore, it is imperative that we un-
derstand what constitutes low-quality output and
how to obtain such output.

Coincidentally, we discovered that direct pref-
erence optimization (DPO, Rafailov et al., 2024)
serves as the antithesis to our objective. DPO uti-
lizes preference datasets to enhance the model’s
output to align with human preferences. It in-
creases the log probability of preferred responses

and decreases the log probability of non-preferred
responses, ensuring higher evaluation scores for the
model’s output. In contrast, our goal is to capture
the low-quality features of the output. To achieve
this, we need to acquire a relatively weak output
that receives lower scores in the evaluation.

Building upon this observation, we perform
reversed-DPO on an LLM, aiming to train a "regret-
table model" REGRETLM specifically designed to
generate relatively weak outputs. Given the prefer-
ence dataset D = {(x,yw,yl)}, where yw and yl

are responses to x and marked as "win" and "lose"
by human respectively, the loss function can be
represented as:

Lreversed-DPO(πθ) = −E(x,yw,yl)∼D (6)
[
log σ

(
β

(
log

πθ(yl | x)
πref(yl | x)

− log
πθ(yw | x)
πref(yw | x)

))]
,

where we consider an LLM as a policy πθ(y | x)
parameterized by θ, πref is the reference model
used for regularizing πθ with Kullback-Leibler di-
vergence.

By generating relatively low-quality outputs
based on given instructions that exhibit common
weaknesses of current LLM’s outputs, the LLM-
based evaluators will have both a positive example
(reference output) and a negative example (rela-
tively weak but essentially correct output) for com-
parison. This enables the LLM-based evaluators
to identify where the weak output falls short com-
pared to the reference output, allowing them to
generate evaluation dimensions that are more dis-
tinct and effective in distinguishing between high-
quality and low-quality outputs, while remaining
precisely aligned with the given instructions.
Contrastive Analysis. Utilizing REGRETLM we
have obtained, we can derive a relatively weak out-
put Oweak for the given instruction I:

Oweak = REGRETLM(I). (7)

With the relatively low-quality output Oweak, we
can leverage the LLM to compare it with the ref-
erence output Oref. By integrating the instruc-
tion I , generate N instruction-specific dimensions
Dspecific = {d′i}Ni=1 and their corresponding con-
crete descriptions Cspecific = {c′i}Ni=1, where

(d′i, c
′
i) = LLM(Oweak; I,Oref,Dfunda, Cfunda),

i = 1, . . . , N. (8)
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Methods NATURAL
ADVERSARIAL Average

NEIGHBOR GPTINST GPTOUT MANUAL Average

GPT-4o
Vanilla 95.0 66.4 81.5 72.3 73.9 73.5 77.8
Vanilla* 94.0 76.1 82.6 74.5 76.1 77.3 80.7
CoT 94.0 76.9 84.8 66.0 71.7 74.9 78.7
CoT* 97.0 81.3 90.2 76.6 78.3 81.6 84.7
Metrics 93.0 85.1 90.2 66.0 82.6 81.0 83.4
Metrics* 97.0 85.8 89.1 68.1 84.8 82.0 85.0
CAMIEVAL 95.0 80.6 90.2 78.7 87.0 84.1 86.3
CAMIEVAL∗ 98.0 79.9 92.4 83.0 91.3 86.7 88.9

Qwen2.5-72B-Instruct
Vanilla 88.0 45.5 66.3 74.5 63.0 62.3 67.5
Vanilla* 89.0 58.2 72.8 76.6 63.0 67.7 71.9
CoT 89.0 67.2 73.9 66.0 67.4 68.6 72.7
CoT* 91.0 71.6 77.2 74.5 71.7 73.8 77.2
Metrics 92.0 64.2 75.0 70.2 67.4 69.2 73.8
Metrics* 94.0 70.1 80.4 74.5 69.6 73.7 77.7
CAMIEVAL 94.0 76.1 81.5 72.3 73.9 76.0 79.6
CAMIEVAL∗ 97.0 75.4 88.0 74.5 80.4 79.6 83.1

Table 1: Accuracies with GPT-4o and Qwen2.5-72B-Instruct on LLMBar. * indicates the use of a reference. The
highest accuracy in each column is highlighted in bold.

Multidimensional Evaluation. With these results,
we can let the LLM-based evaluator score the can-
didate output O:

s = LLM(O; I,Oref,D, C), (9)

where s ∈ S represents the score, D = Dfunda ∪
Dspecific, C = Cfunda ∪ Cspecific.

4 Experiment

We evaluate CAMIEVAL on two benchmarks,
LLMBar (Zeng et al., 2023) and InstruSum (Liu
et al., 2023c), which respectively represent pair-
wise evaluation of instruction-following and point-
wise scoring of instruction controllable summariza-
tion.

4.1 Experimental Setup

We choose to utilize GPT-4o (2024-05-13) as our
evaluator in CAMIEVAL, setting the temperature
to 0 to ensure reproducibility. Additionally, we use
Qwen2.5-72B-Instruct (Qwen Team, 2024), one of
the most powerful open-source LLMs, with greedy
decoding for consistent results. For REGRETLM,
we choose Mistral-7B-Instruct-v0.3 (Jiang et al.,
2023) as the base model and use the Infinity-
Preference dataset2 for reversed-DPO training. We
adopt and modify the prompt templates from LLM-
Bar and AlignBench for the final evaluation phase,

2https://huggingface.co/datasets/BAAI/
Infinity-Preference

with LLMBar’s templates used for pairwise evalua-
tion and AlignBench’s templates used for pointwise
scoring. All prompt templates used in CAMIEVAL

are provided in the Appendix D.

4.2 Benchmarks

LLMBar (Zeng et al., 2023) is a dataset de-
signed to evaluate evaluators’ discernment ability
in instruction-following. It contains 419 pairwise
samples, divided into Natural (100) and Adversar-
ial (319) subsets. The Natural set is refined from
benchmarks such as AlpacaFarm (Dubois et al.,
2024) and LLMEval2 (Zhang et al., 2023). The
Adversarial set includes outputs that appear high-
quality but lack correct answers, categorized as
Neighbor, GPTInst, GPTOut, and Manual. Since
the LLMBar dataset does not include cases of a tie,
we use accuracy as the evaluation metric, which is
consistent with the approach of LLMBar.

InstruSum (Liu et al., 2023c) is a dataset for evalu-
ating instruction controllable summary generation,
containing 400 samples. Each sample consists of
an article, specified summary requirements, and
model output. We use the summaries in the hy-
brid subset as reference summaries. We select the
overall criterion and use Pearson, Spearman, and
Kendall-Tau correlations as metrics to assess the
performance of the evaluation methods, similar to
G-Eval.
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Methods
INSTRUSUM

GPT-4o Qwen2.5-72B-Instruct

r ρ τ r ρ τ

Vanilla 0.438 0.404 0.325 0.388 0.382 0.313
Vanilla* 0.517 0.495 0.387 0.440 0.434 0.354
CoT 0.417 0.369 0.288 0.359 0.358 0.285
CoT* 0.517 0.496 0.393 0.443 0.436 0.349
G-Eval 0.368 0.337 0.271 0.296 0.286 0.239
G-Eval* 0.376 0.339 0.273 0.399 0.389 0.324
Metrics* 0.523 0.512 0.379 0.422 0.309 0.303
CAMIEVAL∗

base 0.509 0.481 0.357 0.484 0.464 0.349
CAMIEVAL∗ 0.572 0.557 0.413 0.505 0.492 0.369

Table 2: Pearson (r), Spearman (ρ), and Kendall-Tau (τ ) correlations with summary-level human judgments on
InstruSum. * indicates the use of a reference. The highest correlation in each column is highlighted in bold.
CAMIEVAL∗

base indicates the use of only the fundamental dimensions.

4.3 Baselines

We compare CAMIEVAL with several current
LLM-as-a-Judge evaluation methods.
Vanilla. We instruct the LLM to select better out-
puts or provide an evaluation score, where the LLM
is required to directly output its evaluation results
without any explanation.
Chain-of-Thoughts. Instead of directly generating
evaluation results, we instruct the LLM to generate
a step-by-step reasoning process before judgment.
Self-Generated Metrics (Metrics). This approach
prompts the LLM to generate a set of instruction-
specific evaluation metrics that represent various
dimensions essential for evaluating the correspond-
ing output. During the evaluation phase, these
metrics are provided to the LLM-based evalua-
tor. This method aligns with those previously pro-
posed in pairwise evaluation (Zeng et al., 2023)
and pointwise scoring (Gong and Mao, 2023; Li
et al., 2024a).
G-Eval. In this method (Liu et al., 2023b), the
LLM is instructed to evaluate based on the estab-
lished evaluation process, which includes a pre-
defined explanation of the evaluation criteria and
detailed self-generated evaluation steps. G-Eval ap-
plies only to a single downstream task, as it requires
manually defining customized evaluation criteria
for different NLG tasks. Therefore, this approach
is employed in the pointwise scoring task.

4.4 Results for Pairwise Evaluation

The first section of Table 1 illustrates the evaluation
performance with GPT-4o as the evaluation model,
while the second section illustrates the performance
with Qwen2.5-72B-Instruct.

As shown in Table 1, CAMIEVAL achieved an
accuracy of 88.9% on the LLMBar dataset, sig-
nificantly surpassing existing evaluation methods.
Specifically, CAMIEVAL-GPT-4o demonstrated
an improvement of 3.9 points (4.6%) in accuracy
compared to the current optimal method, and for
CAMIEVAL-Qwen, this enhancement reached 5.4
points (6.9%).

4.5 Results for Pointwise Scoring

Similar to the pairwise evaluation scenario, we
demonstrated the evaluation performance of LLMs
using GPT-4o and Qwen2.5-72B-Instruct, respec-
tively. As shown in Table 2, CAMIEVAL-GPT-4o
achieved Pearson, Spearman, and Kendall-Tau cor-
relations of 0.572, 0.557, and 0.413 with humans
across the InstruSum benchmark, markedly sur-
passing existing evaluation methods. Likewise, for
CAMIEVAL-Qwen, the correlations also outper-
formed other evaluation methods.

Note that the evaluation performance showed a
significant decline without the instruction-specific
dimensions. It indicated that in pointwise scoring
scenarios, fundamental dimensions are insufficient,
and instruction-specific dimensions need to be in-
troduced to form a comprehensive evaluation met-
ric system.

5 Analysis

The Effect of ConcreteCoT. To mitigate Descrip-
tion Bias, we introduce the ConcreteCoT process
to concretize the fundamental dimensions for eval-
uating the instruction-following performance. We
compared the performance without using Concrete-
CoT in pairwise evaluation, as shown in Table 3.
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Methods NAT. ADV. Average

CAMIEVAL-GPT-4o 98.0 86.7 88.9
w/o ConcreteCoT 97.0 84.4 86.9

CAMIEVAL-Qwen 97.0 79.6 83.1
w/o ConcreteCoT 94.0 78.2 81.3

Table 3: Comparison of CAMIEVAL without Concrete-
CoT in pairwise evaluation. The highest accuracies
are in bold. NAT. denotes the LLMBar-Nature subset,
while ADV. denotes the LLMBar-Adversarial subset.

On average, CAMIEVAL-GPT-4o dropped by 2.0
points (2.2%), and CAMIEVAL-Qwen dropped
by 1.8 points (2.2%). Compared to using general
descriptions, we observe that the concrete descrip-
tions obtained after ConcreteCoT identify the ref-
erence points needed during evaluation, thus re-
ducing the reasoning difficulty and evaluation cost
for LLMs and achieving better evaluation perfor-
mance.

Methods
INSTRUSUM

r ρ τ

CAMIEVAL-GPT-4o 0.572 0.557 0.413
w/ predefined 0.539 0.527 0.395

CAMIEVAL-Qwen 0.505 0.492 0.369
w/ predefined 0.425 0.429 0.331

Table 4: Comparison of CAMIEVAL with predefined
dimensions from SummEval in pointwise scoring. The
highest correlations are in bold.

The Effect of Dimensions in CAMIEVAL. In Sec-
tion 1 and 2, we discussed that manually defining
evaluation dimensions is a labor-intensive process.
Furthermore, the currently predefined evaluation
dimensions fail to distinguish the quality of out-
puts from current LLMs and are inapplicable to
various downstream NLG tasks (Dimension Bias).
To address these issues, we introduced a two-stage
approach to generate and concretize fundamental
and instruction-specific dimensions. To validate
the effectiveness of our approach, we adopted the
predefined dimensions of Coherence, Consistency,
Fluency, and Relevance, as proposed in SummEval
(Fabbri et al., 2021), and applied them in the In-
struSum benchmark. As demonstrated in Table
4, these predefined dimensions fail to accurately
evaluate the quality of the outputs compared to our
method.
The Effect of REGRETLM. In order to capture
the low-quality features of LLM’s outputs and ob-

Methods
INSTRUSUM

r ρ τ

CAMIEVAL-GPT-4o 0.572 0.557 0.413
w/o REGRETLM 0.544 0.526 0.386
w/o comparison 0.539 0.522 0.380

CAMIEVAL-Qwen 0.505 0.492 0.369
w/o REGRETLM 0.462 0.457 0.342
w/o comparison 0.431 0.415 0.305

Table 5: Comparison of CAMIEVAL in pointwise eval-
uation under two conditions: (1) evaluation with normal
outputs, and (2) evaluation without comparison. The
highest correlations are in bold.

tain evaluation dimensions that better align with
instructions, we trained REGRETLM designed to
generate relatively low-quality outputs. It allows
LLM-based evaluators to refine the evaluation met-
ric system through comparative analysis. To verify
the effectiveness of REGRETLM, we: (1) used the
base model of REGRETLM, Mistral-7B-Instruct-
v0.3, to generate outputs corresponding to the in-
structions, which were subsequently used to derive
instruction-specific dimensions; (2) prompted the
LLM to directly generate new evaluation dimen-
sions based on the content of the instructions and
the fundamental dimensions. As shown in Table 5,
evaluation performance declined to varying degrees
under the two different ablation settings, demon-
strating the effectiveness of REGRETLM.
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Figure 3: Comparison of instruction-specific dimen-
sions for different values of N , where N = 0 represents
only fundamental dimensions.

The Effect of Dimension Quantity. We explore
how the number of instruction-specific dimensions
affects evaluation performance in pointwise scor-
ing. As shown in Figure 3, when using GPT-4o
as the evaluation model, the highest Pearson and
Spearman correlation coefficients are achieved at
N = 3, while for Qwen2.5-72B-Instruct, the opti-
mal values are at N = 5. Full experimental results
are provided in Appendix B.2. Overall, evaluation
performance initially increases and then decreases
with N ; therefore, choosing a moderate value is
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beneficial for better evaluation.

6 Conclusion

In this paper, we introduced CAMIEVAL, a novel
evaluation method for natural language genera-
tion that addresses critical shortcomings in cur-
rent approaches, such as Dimension Bias, Descrip-
tion Bias, and insufficient focus on instruction-
following. By defining fundamental dimensions
and leveraging a ConcreteCoT process, along
with a "regrettable model" REGRETLM to gen-
erate low-quality outputs for comparative analysis,
CAMIEVAL provides a general and precise eval-
uation framework. Experimental results on the
LLMBar and InstruSum benchmarks demonstrate
that CAMIEVAL significantly outperforms exist-
ing methods, achieving higher correlations with
human evaluations and offering a versatile solution
for evaluating the performance of LLMs.

Limitations

CAMIEVAL requires that the LLM-based evalua-
tor possesses a sufficient instruction-following abil-
ity. Without this ability, it may fail to understand
the prompts, leading to an inability to follow the
specified output format or producing inaccurate
evaluation results. Therefore, it is unsuitable for
relatively weak models (e.g., 7B LLMs). In addi-
tion, our method introduces a detailed intermediate
reasoning process, which makes the context length
longer. Consequently, the model is required to have
certain capabilities for handling long contexts.

Ethics Statement

CAMIEVAL is based on existing advanced LLMs,
which effectively adhere to the HHH principle
(Helpful, Honest, and Harmless, Askell et al., 2021)
and refuse to respond to potentially harmful in-
structions. Additionally, all the training datasets
and benchmarks used in our approach do not con-
tain harmful information. Therefore, we believe
that our approach is sufficiently safe and poses no
potential ethical concerns.
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A Experimental Details

Models. We use GPT-4o-2024-05-13 and
Qwen2.5-72B-Instruct as our evaluators.
Training Settings. We use Mistral-7B-Instruct-
v0.3 as the base model of REGRETLM. During
reversed-DPO training, we set out the batch size to
128, the learning rate to 5e-7, β to 0.01, warmup
ratio to 0.01, and trained for one epoch. We use
4× 8 A800 40G GPUs for reversed-DPO training.
We use the Infinity-Preference dataset for reversed-
DPO training.
Inference Settings. We set the temperature to 0
to ensure reproducibility in CAMIEVAL-GPT-4o.
We use greedy decoding in CAMIEVAL-Qwen.
For REGRETLM, we set the temperature to 0.7 to
ensure the essential quality of the generated output.
We use the vLLM library (Kwon et al., 2023) for
inference.

B More Results

In this section, we present more experimental re-
sults, including experiments and their results to
verify the robustness of our method, as well as the
full results of dimension quantity effects.

B.1 Robust Analysis

Positional Bias. In pairwise evaluation, positional
bias has always been a persistent issue in vari-
ous evaluation methods (Zheng et al., 2023; Wang
et al., 2023b). It refers to LLMs’ sensitivity to
the position of responses. To verify the robustness
of CAMIEVAL to response positions, we reverse
the positions of responses in the original LLMBar
dataset and check for agreement with the evaluation
results of the original experiment. As shown in Ta-
ble 6, CAMIEVAL effectively mitigates positional
bias. It is worth noting that the CoT method intro-
duces extreme positional bias. Therefore, explicitly
providing the reasoning path (fundamental dimen-
sions and their concrete descriptions) is necessary
when evaluating instruction-following.
Interference. To further verify the robustness of
our method, we employed the following prompt to
introduce interference with the LLM-based evalua-
tors and observed their confidence in their evalua-
tion results:

I think there might be a problem with your analy-
sis. Please review it again and analyze it to reach a
conclusion. Your response this time should end with
"Decision: [[Your Decision]]" to indicate your fi-
nal decision, either "Decision: [[Output (a)]]" or

"Decision: [[Output (b)]]". Do NOT say both /
neither are good.

As shown in Table 7, LLM still firmly believes
in most of its evaluation results. After interference,
the overall performance shows slight variation, and
the evaluation conclusions remain unchanged in
most cases, demonstrating our method’s robust-
ness.

B.2 Full Results of Dimension Quantity
Effects

Table 8 shows the full results of evaluating perfor-
mance as the number of instruction-specific dimen-
sions N changes in pointwise scoring.

B.3 Analysis of Low-Quality Outputs
The relatively poor quality of the output can be
expressed in various ways. Here are two cases for
reference:

1. The instruction requires finding the key events
in the news; although the output of RE-
GRETLM also includes the required key
events, it also includes less critical events.

2. The instruction requires outputting specific
entities one by one with numerical labels; al-
though the output of REGRETLM includes all
the specific entities, it outputs them one by
one with dot labels.

As mentioned in Section 1, the current model is
difficult to directly capture the low-quality features
of the candidate output. In addition, if the model is
directly prompted to generate "relatively weak but
essentially correct outputs", the model’s output will
tend to be factually wrong rather than essentially
correct outputs. Table 9 shows the experimental
result after replacing the original output from RE-
GRETLM with prompting Qwen2.5-72B-Instruct
to generate a lower-quality output. It can be found
that performance has dropped significantly, which
also verifies the necessity of reversed-DPO.

B.4 More Results on Pairwise Evaluation
CAMIEVAL is applicable to both pairwise and
pointwise evaluation, and high-quality datasets are
needed to verify the effect of our method. We se-
lected LLMBar and InstruSum, which are two high-
quality datasets corresponding to pairwise evalua-
tion and pointwise evaluation respectively. In addi-
tion, many datasets, including MT-Bench (Zheng
et al., 2023) and LLMEval2 (Zhang et al., 2023)

8719



Methods NATURAL
ADVERSARIAL Average

NEIGHBOR GPTINST GPTOUT MANUAL Average

Qwen2.5-72B-Instruct
Vanilla* 90.0 78.4 87.0 93.6 89.1 87.0 87.6
CoT* 88.0 79.1 79.3 78.7 78.3 78.9 80.7
Metrics* 95.0 78.4 85.9 89.4 87.0 85.2 87.1
CAMIEVAL∗ 96.0 89.6 83.7 93.6 91.3 89.6 90.8

Table 6: Agreement rates with Qwen2.5-72B-Instruct on LLMBar. The highest agreement rate in each column is
highlighted in bold.

Methods NATURAL
ADVERSARIAL Average

NEIGHBOR GPTINST GPTOUT MANUAL Average

Qwen2.5-72B-Instruct
CAMIEVAL∗ 97.0 75.4 88.0 74.5 80.4 79.6 83.1

w/ interference 93.0 76.9 90.2 78.7 84.8 82.7 84.7
Consistency 94.0 94.0 97.8 95.7 87.0 93.6 93.7

Table 7: Comparison of CAMIEVAL with interference on LLMBar. The highest accuracies are in bold. The last
line indicates the proportion of cases in which the evaluation conclusions remain unchanged after interference.

Methods
INSTRUSUM

r ρ τ

GPT-4o
CAMIEVALbase 0.509 0.481 0.357
CAMIEVALN=1 0.542 0.524 0.388
CAMIEVALN=2 0.567 0.550 0.405
CAMIEVALN=3 0.572 0.557 0.413
CAMIEVALN=4 0.544 0.524 0.387
CAMIEVALN=5 0.542 0.527 0.388

Qwen2.5-72B-Instruct
CAMIEVALbase 0.484 0.464 0.349
CAMIEVALN=1 0.499 0.489 0.369
CAMIEVALN=2 0.493 0.467 0.344
CAMIEVALN=3 0.491 0.478 0.350
CAMIEVALN=4 0.494 0.492 0.363
CAMIEVALN=5 0.505 0.492 0.369
CAMIEVALN=6 0.496 0.485 0.356
CAMIEVALN=7 0.463 0.442 0.328

Table 8: Full results of comparing instruction-specific
dimensions in different values of N .

datasets, as Zeng et al. (2023) mentioned, do not
ensure the objective correctness of the preferences,
so the accuracies on them do not reliably reflect
the evaluators’ capabilities. Considering this fac-
tor, we did not present the relevant experimental
results in the main text. However, we still provide
the performance of baselines and CAMIEVAL on
MT-Bench and LLMEval2 datasets here. As shown
in Table 10, considering all datasets, our method

Methods
INSTRUSUM

r ρ τ

Qwen2.5-72B-Instruct
N = 1* 0.482 0.466 0.349
N = 2* 0.478 0.465 0.339
N = 3* 0.444 0.428 0.313
N = 4* 0.449 0.423 0.310
N = 5* 0.456 0.437 0.326
CAMIEVAL * 0.505 0.492 0.369

Table 9: Comparison of CAMIEVAL with the model
directly prompted to generate low-quality output. * indi-
cates the use of a reference. N represents the number of
instruction-specific dimensions. The highest correlation
in each column is highlighted in bold.

still achieved the best average performance.

B.5 Pairwise Evaluation with
Instruction-Specific Dimensions

As we mentioned in Section 5, REGRETLM pro-
duces relatively low-quality outputs. By com-
paring and analyzing with the reference output,
the evaluation dimensions are complemented, and
excellent performance is achieved in pointwise
evaluation. For pairwise evaluation, it naturally
has one positive example and one negative exam-
ple. By concretizing the fundamental dimensions
through ConcreteCoT, good performance has been
achieved. The additional subsequent "instruction-
specific dimensions generation" process has lit-
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Methods LLMBar MTBench LLMEval2 Average

Vanilla 67.5 83.0 77.0 75.8
Vanilla* 71.9 83.5 76.5 77.3
CoT 72.7 80.0 76.5 76.4
CoT* 77.2 81.5 75.5 78.1
Metrics 73.8 82.5 77.5 77.9
Metrics* 77.7 84.5 76.5 79.6
CAMIEVAL-Qwen 79.6 82.5 76.5 79.5
CAMIEVAL-Qwen* 83.1 81.5 79.0 81.2

Table 10: Accuracies with Qwen2.5-72B-Instruct on LLMBar, MT-Bench and LLMEval2. * indicates the use of a
reference. The highest accuracy in each column is highlighted in bold.

Methods NATURAL
ADVERSARIAL Average

NEIGHBOR GPTINST GPTOUT MANUAL Average

Qwen2.5-72B-Instruct
N = 1* 94.0 79.9 90.2 76.6 82.6 82.3 84.7
N = 2* 96.0 76.9 90.2 76.6 82.6 81.6 84.5
N = 3* 97.0 76.1 88.0 78.7 76.1 79.7 83.2
N = 4* 96.0 74.6 88.0 76.6 82.6 80.5 83.6
N = 5* 95.0 73.9 85.9 78.7 76.1 78.7 81.9
CAMIEVAL∗ 97.0 75.4 88.0 74.5 80.4 79.6 83.1

Table 11: Accuracies with instruction-specific dimensions on LLMBar. * indicates the use of a reference. N
represents the number of instruction-specific dimensions. The highest accuracy in each column is highlighted in
bold.

tle effect. As shown in Table 11, by adding the
instruction-specific dimensions for evaluation, the
best performance is only 1.6 points (1.9%) higher
than the original result.

B.6 Ablation Experiment on Fundamental
Dimensions

Table 12 shows the performance on the LLMBar
dataset using only one of the fundamental dimen-
sions. It can be seen from the results that using only
one dimension cannot capture the partial order re-
lationship in pairwise evaluation well. In addition,
among the three fundamental dimensions, adher-
ence is the most important. It is very close to the
performance of CAMIEVAL.

B.7 Results Using Qwen Models of Different
Sizes

Qwen2.5 has multiple sizes. We further explore
the performance of CAMIEVAL under different
sizes of Qwen2.5. As shown in Table 13 and Table
14, the performance of the 32B model is roughly
equivalent to that of the 72B model, while the per-
formance of the 14B model is slightly worse. The
performance of the 7B model is so poor that it can

hardly complete the evaluation task.

C Data Leakage Analysis

We used the latest benchmarks possible to validate
our method (LLMBar released in October 2023
and InstruSum released in November 2023). Due
to the unknown specific cutoff dates for the model
training data (Qwen2.5-72B-Instruct released in
September 2024 with an unknown training data
cutoff date, and GPT-4o released in May 2024 with
a training data cutoff in October 2023), there is a
risk of dataset leakage during the evaluation pro-
cess. We will employ the latest NLG evaluation
benchmarks in future work to validate our methods
further.

D Example Prompts

Table 15 - Table 19 show all the prompts used in
CAMIEVAL. We adopt and modify the prompt
templates from LLMBar and AlignBench for the
final evaluation phase, respectively, for pairwise
evaluation (Table 16, 17) and pointwise scoring
(Table 19).
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Methods NATURAL
ADVERSARIAL Average

NEIGHBOR GPTINST GPTOUT MANUAL

Qwen2.5-72B-Instruct
Relevance Only* 95.0 76.9 85.9 70.2 71.7 79.9
Factuality Only* 92.0 76.9 84.8 80.9 73.9 81.7
Adherence Only* 94.0 77.6 87.0 72.3 82.6 82.7
CAMIEVAL * 97.0 75.4 88.0 74.5 80.4 83.1

Table 12: Comparison of CAMIEVAL with a single fundamental dimension in pairwise evaluation. * indicates the
use of a reference. The highest accuracy in each column is highlighted in bold.

Models NATURAL
ADVERSARIAL Average

NEIGHBOR GPTINST GPTOUT MANUAL

Qwen2.5-7B-Instruct 85.0 69.4 75.0 57.4 67.4 70.8
Qwen2.5-7B-Instruct* 84.0 68.7 77.2 61.7 60.9 70.5
Qwen2.5-14B-Instruct 88.0 68.7 79.3 76.6 73.9 77.3
Qwen2.5-14B-Instruct* 90.0 70.9 79.3 72.3 78.3 78.2
Qwen2.5-32B-Instruct 93.0 76.9 87.0 74.5 80.4 82.4
Qwen2.5-32B-Instruct* 94.0 81.3 93.5 70.2 78.3 83.5
Qwen2.5-72B-Instruct 94.0 76.1 81.5 72.3 73.9 79.6
Qwen2.5-72B-Instruct* 97.0 75.4 88.0 74.5 80.4 83.1

Table 13: Accuracies with different sizes of Qwen2.5 on LLMBar. * indicates the use of a reference. The highest
accuracy in each column is highlighted in bold.

Models
INSTRUSUM

r ρ τ

Qwen2.5-7B-Instruct* 0.360 0.361 0.261
Qwen2.5-14B-Instruct* 0.503 0.473 0.346
Qwen2.5-32B-Instruct* 0.515 0.491 0.364
Qwen2.5-72B-Instruct* 0.505 0.492 0.369

Table 14: Pearson (r), Spearman (ρ), and Kendall-Tau
(τ ) correlations with summary-level human judgments
for different sizes of Qwen2.5 on InstruSum. * indicates
the use of a reference. The highest correlation in each
column is highlighted in bold.

E Example Results

Table 20 - Table 22 show some of the intermediate
processes and results obtained with CAMIEVAL.
Table 23 - Table 25 illustrate, respectively, how
the dimensions of relevance, factuality and adher-
ence manifest in the given instructions. It can be
observed that previous methods fail to capture the
corresponding issues in the candidate outputs; how-
ever, these issues reveal that the candidate outputs
fail to follow the instructions.
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You are a helpful assistant in evaluating the quality of the outputs for a given instruction. I will provide you with 3 basic questions.
Your goal is to concretize the following 3 questions according to the given instruction, to obtain new questions closely related to
the instruction, so as to better evaluate the quality of the output corresponding to the instruction. The 3 concrete questions must
be distinguished from each other and focus on different aspects. Each question must be answerable with single word "Yes" or
"No".

# Question 1
Does the output content directly relate to the question of the instruction?
> Hint: You need to first analyze what this instruction is specifically focusing on, and then concretize this question.
> Example:
> [Instruction] Compare the similarities and differences between NLP and CV.
> [Concrete Question] Does the output focus on NLP and CV, rather than other fields like Speech?

# Question 2
Does the output of the instruction not contain factual errors?
> Hint: You need to first consider what kind of answer is factually correct, then concretize this question.
> Example:
> [Instruction] Calculate the average of the series 1, 2, 3, 4, 5.
> [Concrete Question] Does the output provide the correct average (3) of the specific sequence of numbers provided (1, 2, 3, 4,
5)?

# Question 3
Does the output of the instruction strictly follow the specific requirements of the instruction?
> Hint: Specific requirements include: format requirements (such as specific code formats (like Python), data formats (like JSON),
etc.), structural requirements (such as answering in bullet points, expressing in single sentence instead of detailed explanation,
etc.), quantity requirements (such as providing an example (meaning single example), providing 5 examples (meaning exactly 5
examples)), content requirements (must include or exclude specific information or keywords, must use English, etc.). If the
instruction do not mention these, you can ask whether the output is fluent.
> Example:
> [Instruction] Provide a suggestion for my academic planning.
> [Concrete Question] Does the output provide exactly one suggestion for academic planning?

You should respond in the following format:
# Question 1
[Thinking]
<your thoughts on what answers are directly related to the question>
[Concrete Question]
<concrete question that can be answerable with single word "Yes" or "No">

# Question 2
[Thinking]
<your thoughts on what answers are in fact correct>
[Concrete Question]
<concrete question that can be answerable with single word "Yes" or "No">

# Question 3
[Thinking]
<your thoughts on the specific requirements of the instruction>
[Concrete Question]
<concrete question that can be answerable with single word "Yes" or "No">

[Instruction Start]
{Instruction}
[Instruction End]

Table 15: The prompt template for ConcreteCoT.

8723



You are a helpful assistant in evaluating the quality of the outputs for a given instruction.
Your goal is to select the Output (a) or Output (b) that is better for the given instruction.
The two outputs are generated by two different AI chatbots respectively.

Here are some rules of the evaluation:
(1) You should prioritize evaluating whether the output honestly/precisely/closely executes the instruction,
then consider its helpfulness, accuracy, level of detail, harmlessness, etc.
(2) Outputs should NOT contain more/less than what the instruction asks for, as such outputs do NOT
precisely execute the instruction.
(3) You should avoid any potential bias and your judgment should be as objective as possible. For example,
the order in which the outputs were presented should NOT affect your judgment, as Output (a) and Output
(b) are **equally likely** to be the better.

# Instruction:
{Instruction}

# Output (a):
{Output (a)}

# Output (b):
{Output (b)}

# Questions about Outputs:
Here are three questions about the outputs, which are presented from most important to least important.
You can do the evaluation based on thinking about all the questions.
1. {Question 1}
2. {Question 2}
3. {Question 3}

# A reference output generated by a strong AI assistant:
{Reference Output}

# Analysis and Decision
Answer and analyze the three questions mentioned above for each of the two outputs. Finally, decide
which output is better. Your response should end with "Decision: [[Your Decision]]" to indicate your final
decision, either "Decision: [[Output (a)]]" or "Decision: [[Output (b)]]". Do NOT say both / neither are
good.

Table 16: The prompt template of CAMIEVAL for pairwise evaluation (w/o tie, w/ reference).
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You are a helpful assistant in evaluating the quality of the outputs for a given instruction.
Your goal is to select the Output (a) or Output (b) that is better for the given instruction.
The two outputs are generated by two different AI chatbots respectively.

Here are some rules of the evaluation:
(1) You should prioritize evaluating whether the output honestly/precisely/closely executes the instruction,
then consider its helpfulness, accuracy, level of detail, harmlessness, etc.
(2) Outputs should NOT contain more/less than what the instruction asks for, as such outputs do NOT
precisely execute the instruction.
(3) You should avoid any potential bias and your judgment should be as objective as possible. For example,
the order in which the outputs were presented should NOT affect your judgment, as Output (a) and Output
(b) are **equally likely** to be the better.

# Instruction:
{Instruction}

# Output (a):
{Output (a)}

# Output (b):
{Output (b)}

# Questions about Outputs:
Here are three questions about the outputs, which are presented from most important to least important.
You can do the evaluation based on thinking about all the questions.
1. {Question 1}
2. {Question 2}
3. {Question 3}

# A reference output generated by a strong AI assistant:
{Reference Output}

# Analysis and Decision
Answer and analyze the three questions mentioned above for each of the two outputs.
Finally, decide which output is better. Your response should end with "[[Decision]]" to indicate your
decision, including "[[Output (a)]]", "[[Output (b)]]", "[[Both]]" or "[[Neither]]".

Table 17: The prompt template of CAMIEVAL for pairwise evaluation (w/ tie, w/ reference).
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You are a helpful assistant in evaluating the quality of the outputs for a given instruction. I will provide
you with an instruction, a reference output corresponding to the instruction, and an output generated by a
weak AI model. Additionally, I will provide you with three basic dimensions for evaluating output quality.
Your goal is to compare the reference output with the output generated by the weak AI model, analyze
where the weak AI model’s output falls short compared to the reference output, and supplement with
{n_dimensions} new dimensions for evaluating output quality. This will fill in the aspects not considered
by the original basic dimensions, allowing for a more comprehensive evaluation of output quality.

Specifically, you need to follow these rules:
(1) In the comparative analysis between the reference output and the weak AI model output, after carefully
reading both the reference output and the weak AI model’s output, you need to identify exactly where the
weak AI model’s output falls short compared to the reference output.
(2) Based on your comparative analysis, consider what aspects the original three basic evaluation dimen-
sions have not taken into account, and generate {n_dimensions} new evaluation dimensions accordingly.
The newly generated evaluation dimensions must be distinct from the original three basic evaluation
dimensions and should be formatted in the same way as the original three basic evaluation dimensions.
(3) You need to follow the following output format:
[Comparison and Analysis]
<your comparison and analysis of reference output and weak AI model output>

[Thinking of the New Dimensions]
<your thoughts on what other aspects of the original 3 basic evaluation dimensions have not been taken
into account>

[New Evaluation Dimensions]
Dimension 1: <the name of dimension 1>
Definition: <the definition of dimension 1>
...
Dimension {n_dimensions}: <the name of {n_dimensions}>
Definition: <the definition of dimension {n_dimensions}>

Here is the Instruction:
{Instruction}

Here is the reference output:
{Reference Output}

Here is the output generated by a weak AI model:
{Weak Output}

Here is the basic dimensions:
{Basic Criteria}

Table 18: The prompt template for generating instruction-specific dimensions.
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You are a helpful assistant in evaluating the quality of text. Please evaluate the quality of an AI assistant’s
response to user query as an impartial judge. You need to evaluate the response on the following
dimensions:
{Criteria}
We will provide you with the user’s query, a high-quality reference answer, and the AI assistant’s response
that needs your evaluation. When you commence your evaluation, you should follow the following
process:
1. Compare the AI assistant’s response to the reference answer, pointing out any shortcomings in the AI
assistant’s response and explaining further.
2. Evaluate the AI assistant’s response on different dimensions, and after each dimension evaluation,
assign a score from 1 to 10.
3. Finally, aggregate the assessments from each dimension to give an overall score for the AI assistant’s
response, ranging from 1 to 10.
4. Your scoring should be as strict as possible, and you must adhere to the following scoring rules: Overall,
the higher the quality of the model’s response, the higher the score.
When the model’s response is irrelevant to the question, contains significant factual errors, or generates
harmful content, the total score must be 1 to 2 points.
When the model’s response doesn’t have major errors is generally harmless but of low quality and doesn’t
meet user needs, the total score is 3 to 4 points.
When the model’s response generally meets user requirements but performs poorly on some dimensions,
with medium quality, the total score can be 5 to 6 points.
When the model’s response quality is close to the reference answer in all dimensions and performs well,
the total score is 7 to 8 points.
Only when the model’s response quality significantly surpasses the reference answer, adequately addresses
the user’s question and all requirements, and is close to a perfect score in all dimensions, can it receive 9
to 10 points.
As an example, a reference answer can receive a score of 8.
Please remember to provide evaluations and explanations before your scoring. After your explanation of
each dimension, include a score for that dimension. Finally, provide the final score for the given response
(a number between 0 and 10, which can include decimal points) and put it at the end of your output,
strictly following the format "[[score]]", for example: "Final Score: [[6.0]]".
# User’s Query:
{Instruction}
# Reference Answer:
{Refenence Answer}
# Assistant’s Response:
{Output}

Table 19: The prompt template of CAMIEVAL for pointwise scoring.
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Instruction:
Write a script for a 10-second conversation between two characters.
Output (a):
Person A: Hi, I’m John. It’s nice to meet you. Person B: Hi John, I’m Jane. It’s nice to meet you too. Person A: So what brings
you here? Are you here for an event? Person B: Actually I just came to explore the city, I’m a bit of a wanderer. Person A: That’s
cool, this is a great city to explore. Person B: What about you, why did you come here? Person A: Well I’m actually here for a
work conference. Person B: Ah, I see. What kind of work do you do? Person A: I’m a digital marketer. Person B: That sounds
interesting, what kind of projects have you worked on? Person A: Oh, I’ve done a lot of different things. Person B: That sounds
really cool. Person A: Well, if you’re looking for something to do while you’re here, why not check out this museum? Person B:
Sounds like a plan, I’m always up for discovering new places. Person A: Me too! Well, it was nice meeting you. Person B: Same
here, John.
Output (b):
Person A: Hi, how are you? Person B: I’m doing well, how about you? Person A: I’m doing alright, just dealing with a lot of
changes. Person B: I understand. Changes can usually be hard.
Gold Preference:
Output (b) is better.

Evaluation Result of Vanilla:
Output (a) is better.

Evaluation Result of CoT:
Output (a) provides a more detailed and engaging conversation that fits the context of a 10-second interaction between two
characters. It includes greetings, introductions, and a brief exchange about their reasons for being in the same place, which aligns
well with the instruction to write a script for a 10-second conversation. Output (b), while a valid conversation, is shorter and less
detailed, not fully utilizing the 10-second duration and lacking the depth and context provided in Output (a). Therefore, Output
(a) is better.

Evaluation Result of Metrics:
Metrics:
Does the script contain a conversation that is exactly 10 seconds long?
Does the script include only two characters speaking?
Does the script maintain a natural and coherent flow of dialogue?
Conclusion:
Output (a) is better.

Evaluation Result of CAMIEVAL-Qwen:
Fundamental Dimensions & Descriptions:
Does the output contain a conversation that could be spoken within 10 seconds?
Is the dialogue in the output grammatically correct and logically coherent?
Is the output presented in a script format with dialogue for two characters?
Analysis & Conclusion:
### Analysis of Output (a)
1. Does the output contain a conversation that could be spoken within 10 seconds?
- No. The conversation in Output (a) is quite lengthy and would take more than 10 seconds to read aloud. It includes multiple
exchanges and detailed back-and-forth dialogue.
2. Is the dialogue in the output grammatically correct and logically coherent?
- Yes. The dialogue is grammatically correct and logically coherent. The conversation flows naturally and the characters’
responses are appropriate and contextually relevant.
3. Is the output presented in a script format with dialogue for two characters?
- Yes. The output is presented in a script format with clear dialogue for two characters, Person A and Person B.
### Analysis of Output (b)
1. Does the output contain a conversation that could be spoken within 10 seconds?
- Yes. The conversation in Output (b) is brief and could be spoken within 10 seconds. It consists of a few short exchanges.
2. Is the dialogue in the output grammatically correct and logically coherent?
- Yes. The dialogue is grammatically correct and logically coherent. The conversation is natural and the responses are appropriate.
3. Is the output presented in a script format with dialogue for two characters?
- Yes. The output is presented in a script format with clear dialogue for two characters, Person A and Person B.
### Final Decision
- Output (a) does not meet the primary requirement of being a 10-second conversation, as it is too long. - Output (b) meets all the
criteria: it is a 10-second conversation, the dialogue is grammatically correct and logically coherent, and it is presented in a
script format with dialogue for two characters.
Decision: Therefore, Output (b) is better.

Table 20: Evaluation results of a sample from LLMBar-Natural. The table shows that various previous methods
were affected by the output length, favoring length over quality.
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Instruction:
Tell me three ways we can reduce air pollution.
Output (a):
Three ways to reduce air pollution include reducing the use of vehicles, reducing the use of fossil fuels, and increasing the
efficiency of existing buildings.
Output (b):
Increase usage of public transportation and reduce private vehicle emissions. Ban or enforce stricter emissions standards for
factories and construction sites. Create incentives for citizens and businesses to adopt green energy or environmentally friendly
practices. Build green spaces such as parks and gardens to absorb carbon dioxide from the atmosphere.
Gold Preference:
Output (a) is better.

Evaluation Result of Vanilla:
Output (b) is better.

Evaluation Result of CoT:
Output (b) provides more detailed and specific methods for reducing air pollution, such as increasing public transportation,
enforcing stricter emissions standards, and creating green spaces. It also aligns closely with the reference output in terms of the
level of detail and the practicality of the suggestions. Output (a), while accurate, is less detailed and does not provide as clear or
actionable steps. Therefore, Output (b) is better.

Evaluation Result of Metrics:
Metrics:
Does the output provide exactly three methods to reduce air pollution?
Does each method mentioned in the output clearly and specifically address how it can reduce air pollution?
Does the output avoid including unnecessary information or omitting required details about the methods?
Conclusion:
Output (b) is better.

Evaluation Result of CAMIEVAL-Qwen:
Fundamental Dimensions & Descriptions:
Does the output list methods that are directly related to reducing air pollution?
Does the output contain only scientifically accurate methods for reducing air pollution?
Does the output provide exactly three methods to reduce air pollution?
Analysis & Conclusion:
### Analysis of Output (a):
1. Does the output list methods that are directly related to reducing air pollution?
- Yes, the methods listed (reducing vehicle use, reducing fossil fuel use, and increasing building efficiency) are directly related to
reducing air pollution.
2. Does the output contain only scientifically accurate methods for reducing air pollution?
- Yes, all the methods mentioned are scientifically accurate and effective in reducing air pollution.
3. Does the output provide exactly three methods to reduce air pollution?
- Yes, the output provides exactly three methods.
### Analysis of Output (b):
1. Does the output list methods that are directly related to reducing air pollution?
- Yes, the methods listed (increasing public transportation, enforcing stricter emissions standards, creating incentives for green
energy, and building green spaces) are directly related to reducing air pollution.
2. Does the output contain only scientifically accurate methods for reducing air pollution?
- Yes, all the methods mentioned are scientifically accurate and effective in reducing air pollution.
3. Does the output provide exactly three methods to reduce air pollution?
- No, the output provides more than three methods. It lists four distinct methods: increasing public transportation, enforcing
stricter emissions standards, creating incentives for green energy, and building green spaces.
### Final Decision:
Output (a) is better because it adheres more closely to the instruction by providing exactly three methods to reduce air pollution,
while Output (b) provides more than three methods, which does not precisely execute the instruction.
Decision: Therefore, Output (a) is better.

Table 21: Evaluation results of a sample from LLMBar-Adversarial. The table shows that various previous methods
cannot accurately understand the meaning of the given instruction, and prefer to the longer output.
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Instruction:
Generate a summary of the given article based on specific summary requirement.
Article:
A lifeboat enthusiast has set about recording the country’s RNLI volunteers using Victorian photographic methods. By Francesca WilliamsBBC News Quietly spoken,
Jack Lowe is a man on the verge of his dreams. A life-long love of photography and lifeboats has finally put him on the road around Britain’s coast. Having given
up the Newcastle printmaking business he ran for 15 years, he plans to record all 237 of the Royal National Lifeboat Institution’s stations on glass plates with a
110-year-old camera.
TL;DR
Summary Requirement:
Summarize Jack Lowe’s background and his passion for photography and lifeboats.
Candidate Output:
Jack Lowe is a lifeboat enthusiast and photographer who has embarked on a project to record all of the Royal National Lifeboat Institution’s (RNLI) stations in
Britain using Victorian-era photographic methods. Lowe, who gave up his printmaking business in Newcastle 15 years ago, plans to use a 110-year-old camera to
take glass plate ambrotypes of each of the RNLI’s 237 stations. He is 39 years old.
Lowe says that he was motivated to start the project by his desire to create physical, tangible objects that would last for centuries, and by his desire to engage and
collaborate with the people he photographs. He is excited by the reaction his pictures elicit from their subjects, many of whom are moved to tears by the experience.
The RNLI is supportive of Lowe’s project and believes that the resulting pictures will be effective in conveying the timelessness of the organisation and its crews.
Lowe plans to donate the finished collection of ambrotypes to the RNLI, and sell prints to anyone who wants them, in order to fund the project and pay his living
expenses. He expects the project to take four or five years to complete, and says that he plans to become a lifeboatman himself one day.
Reference:
Jack Lowe is a lifeboat enthusiast and photographer who has embarked on a journey to document all 237 Royal National Lifeboat Institution’s stations using a
110-year-old camera and Victorian photographic methods. With a lifelong love for photography and lifeboats, Lowe gave up his Newcastle printmaking business to
pursue this passion project. He aims to create timeless images that capture the essence of lifeboat crews and their dedication to saving lives at sea.
Gold Score: 3.5/5.0

Evaluation Result of CAMIEVAL-Qwen:
Fundamental Dimensions & Descriptions:
Relevance to Instruction: Does the output focus on Jack Lowe’s background and his passion for photography and lifeboats, rather than other aspects of the article?
Factuality: Does the output provide accurate details about Jack Lowe’s life, his project, and the techniques he uses?
Adherence to Specific Requirements: Does the output strictly adhere to the requirement to summarize Jack Lowe’s background and his passion for photography and
lifeboats, without including irrelevant details?
Instruction-Specific Dimensions & Descriptions:
Conciseness: Does the output provide the necessary information in a concise and to-the-point manner, avoiding unnecessary details and verbosity?
Clarity and Structure: Is the output well-organized and easy to follow, with a clear structure that enhances readability and understanding?
Engagement: Does the output effectively engage the reader by using vivid language, relevant examples, and a compelling narrative?
Essence of the Subject: Does the output capture the essence of the subject, conveying their personality, motivations, and the significance of their actions or projects?
Balance of Information: Does the output maintain a balance between providing essential details and avoiding overloading the reader with too much information,
ensuring that the core message is not lost?
Analysis & Scoring:
### Evaluation of the AI Assistant’s Response
#### Dimension 1: Relevance to Instruction
The AI assistant’s response focuses on Jack Lowe’s background and his passion for photography and lifeboats, as required. However, it includes some additional
details that are not strictly necessary for the summary, such as his age and the specific number of stations. The reference answer is more concise and directly relevant
to the instruction.
Score: 8
#### Dimension 2: Factuality
The AI assistant’s response is factually accurate. It correctly states that Jack Lowe gave up his printmaking business, uses a 110-year-old camera, and plans to
document all 237 RNLI stations. The response also accurately captures his motivations and the reactions of the subjects.
Score: 9
#### Dimension 3: Adherence to Specific Requirements
The AI assistant’s response adheres to the requirement to summarize Jack Lowe’s background and his passion for photography and lifeboats. However, it includes
some extraneous details, such as his age and the specific number of stations, which are not essential to the summary. The reference answer is more focused and
adheres more strictly to the requirements.
Score: 7
#### Dimension 4: Conciseness
The AI assistant’s response is generally concise but includes some unnecessary details, such as his age and the specific number of stations. The reference answer is
more concise and to the point.
Score: 7
#### Dimension 5: Clarity and Structure
The AI assistant’s response is well-organized and easy to follow. It has a clear structure that enhances readability and understanding. However, it could be slightly
more streamlined to avoid redundancy.
Score: 8
#### Dimension 6: Engagement
The AI assistant’s response effectively engages the reader by using vivid language and relevant examples, such as the reactions of the subjects and the RNLI’s support.
However, it could be more compelling in its narrative flow.
Score: 8
#### Dimension 7: Essence of the Subject
The AI assistant’s response captures the essence of Jack Lowe, conveying his personality, motivations, and the significance of his project. It effectively communicates
his passion for photography and lifeboats and the impact of his work.
Score: 8
#### Dimension 8: Balance of Information
The AI assistant’s response maintains a good balance between providing essential details and avoiding overloading the reader with too much information. However, it
could be more concise by omitting some less relevant details.
Score: 7
### Final Score
Aggregating the scores from each dimension, the overall score for the AI assistant’s response is: Final Score: [[7.5]]
Conclusion:
Final Score: 7.5/10.0

Table 22: Evaluation results of a sample from InstruSum. The table shows that our method conducted a meticulous
analysis of the candidate output based on three fundamental dimensions and five instruction-specific dimensions,
and finally obtained a score (7.5/10.0) close to the gold score (3.5/5.0).
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Instruction:
Possible way to solve the collatz conjecture.
Output (a):
The Collatz Conjecture is an unsolved problem in mathematics that asks about the behavior of a particular sequence defined for
positive integers. One possible solution to the Collatz Conjecture could be to use a computer program to perform the required
calculations. However, there could be other solutions as well, and the exact solution would depend on the details of the sequence
and the problem.
Output (b):
The Collatz Conjecture is a famous unsolved problem in mathematics, which is also known as the 3n + 1 conjecture or the Ulam
conjecture. It states that for any positive integer n, if n is even, then divide it by 2, otherwise, if n is odd, then multiply it by 3 and
add 1. Then take the result and repeat this process with the new value obtained, and so on. The conjecture claims that no matter
what positive integer you start with, this process will always eventually reach the number 1.
For example, if we start with the number 6, which is even, we divide it by 2 to get 3. Since 3 is odd, we multiply it by 3 and
add 1 to get 10. Continuing in this way, we get the sequence 6, 3, 10, 5, 16, 8, 4, 2, 1. The conjecture asserts that this sequence
always terminates at 1, no matter what number you start with.
Despite the simplicity of the Collatz Conjecture, it remains unsolved, and no one has been able to prove or disprove it for all
positive integers. While it has been verified by computer for an incredibly large number of cases, it remains one of the most
intriguing open problems in mathematics.
Gold Preference:
Output (a) is better.

Evaluation Result of Vanilla:
Output (b) is better.

Evaluation Result of CAMIEVAL-Qwen:
Fundamental Dimensions & Descriptions:
Does the output focus on methods or approaches to solve the Collatz Conjecture?
Does the output contain any factual errors or incorrect mathematical statements?
Is the output clear and focused on providing meaningful suggestions or methods to solve the Collatz Conjecture?
Analysis & Conclusion:
### Analysis of Output (a)
1. Does the output focus on methods or approaches to solve the Collatz Conjecture?
- Output (a) mentions the use of a computer program to perform calculations, which is a valid approach. However, it does not
provide any specific methods or detailed steps. It also suggests that there could be other solutions but does not elaborate on them.
2. Does the output contain any factual errors or incorrect mathematical statements?
- Output (a) does not contain any factual errors or incorrect mathematical statements.
3. Is the output clear and focused on providing meaningful suggestions or methods to solve the Collatz Conjecture?
- Output (a) is somewhat clear but lacks detail and specificity. It does not provide meaningful suggestions or methods beyond the
general idea of using a computer program.
### Analysis of Output (b)
1. Does the output focus on methods or approaches to solve the Collatz Conjecture?
- Output (b) provides a detailed explanation of the Collatz Conjecture but does not focus on methods or approaches to solve it.
It describes the sequence and its behavior but does not offer any specific strategies or techniques for solving the conjecture.
2. Does the output contain any factual errors or incorrect mathematical statements?
- Output (b) does not contain any factual errors or incorrect mathematical statements. It accurately describes the Collatz
Conjecture and provides a clear example.
3. Is the output clear and focused on providing meaningful suggestions or methods to solve the Collatz Conjecture?
- Output (b) is clear and provides a detailed explanation of the conjecture, but it does not offer any meaningful suggestions or
methods to solve it. It is more focused on explaining the problem itself rather than providing solutions.
### Decision
Output (a) is better because it at least mentions a potential method (using a computer program) to solve the Collatz
Conjecture, even though it lacks detail. Output (b) provides a detailed explanation of the conjecture but does not offer any
methods or approaches to solve it, which is the primary focus of the instruction.
Decision: Therefore, Output (a) is better.

Table 23: An example of a case that fails in terms of relevance from LLMBar. The table shows that Output (b) does
not provide any "possible way", which indicates its lack of relevance to the instruction.
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Instruction:
Identify the cause of this issue: The computer is not working.
Output (a):
First, check that the internet cable is properly connected to the computer. Check the Wi-Fi settings of the device and make sure
the correct network is selected. If the problem still exists, restart the computer and router to check if the issue is resolved. If the
issue persists, contact your internet service provider to check if the issue is caused by them.
Output (b):
The cause of this issue is unknown without more information.
Gold Preference:
Output (b) is better.

Evaluation Result of Vanilla:
Output (a) is better.

Evaluation Result of CAMIEVAL-Qwen:
Fundamental Dimensions & Descriptions:
Does the output provide specific reasons why the computer might not be working?
Does the output contain only technically accurate and plausible reasons for why the computer is not working?
Does the output clearly and directly identify the cause of the computer not working?
Analysis & Conclusion:
### Analysis of Output (a):
1. Does the output provide specific reasons why the computer might not be working?
- Output (a) provides specific steps to troubleshoot the issue, focusing on internet connectivity. However, it assumes the issue is
related to the internet, which may not be the case. The output does not provide a comprehensive list of potential causes for the
computer not working.
2. Does the output contain only technically accurate and plausible reasons for why the computer is not working?
- The steps provided are technically accurate and plausible for troubleshooting internet connectivity issues. However, they are
not relevant to all possible causes of a computer not working.
3. Does the output clearly and directly identify the cause of the computer not working?
- No, the output does not clearly and directly identify the cause. It provides steps to troubleshoot a specific issue (internet
connectivity) but does not address the broader problem of the computer not working.
### Analysis of Output (b):
1. Does the output provide specific reasons why the computer might not be working?
- Output (b) does not provide specific reasons. It acknowledges that the cause is unknown without more information, which is a
more honest and accurate response given the limited information provided in the instruction.
2. Does the output contain only technically accurate and plausible reasons for why the computer is not working?
- The output is technically accurate in stating that the cause is unknown without more information. It does not provide
any incorrect or implausible reasons.
3. Does the output clearly and directly identify the cause of the computer not working?
- No, the output does not identify the cause. However, it is clear and direct in stating that more information is needed to determine
the cause.
### Final Decision:
Output (b) is more honest and accurate in acknowledging that the cause is unknown without more information. While
Output (a) provides specific steps, they are too narrow and assume the issue is related to internet connectivity, which may not be
the case.
Decision: Therefore, Output (b) is better.

Table 24: An example of a case that fails in terms of factuality from LLMBar. The table shows that Output (a)
exhibit a hallucination, assuming that the computer’s malfunction is caused by network issues.
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Instruction:
Format the following passage into a bulleted list. Carbon dioxide emissions are largely caused by burning fossil fuels, such as
coal and natural gas, to generate electricity and power our daily activities.
Output (a):
- Carbon dioxide emissions are largely caused by burning fossil fuels
- Examples of fossil fuels include coal and natural gas
- Burning fossil fuels are used to generate electricity and power our daily activities.
Output (b):
1. Carbon dioxide emissions are largely caused by burning fossil fuels.
2. Fossil fuels include coal and natural gas.
3. Burning fossil fuels is done to generate electricity.
4. Burning fossil fuels also powers our daily activities.
Gold Preference:
Output (a) is better.

Evaluation Result of Vanilla:
Output (b) is better.

Evaluation Result of CAMIEVAL-Qwen:
Fundamental Dimensions & Descriptions:
Does the output present the information from the passage in a bulleted list format?
Does the output accurately state that carbon dioxide emissions are largely caused by burning fossil fuels like coal and natural
gas?
Does the output strictly follow the instruction by only presenting the information in a bulleted list without additional text or
explanations?
Analysis & Conclusion:
### Analysis of Output (a):
1. Does the output present the information from the passage in a bulleted list format?
- Yes, Output (a) presents the information in a bulleted list format.
2. Does the output accurately state that carbon dioxide emissions are largely caused by burning fossil fuels like coal and natural
gas?
- Yes, Output (a) accurately states that carbon dioxide emissions are largely caused by burning fossil fuels, including coal and
natural gas.
3. Does the output strictly follow the instruction by only presenting the information in a bulleted list without additional text or
explanations?
- Yes, Output (a) strictly follows the instruction by only presenting the information in a bulleted list without additional text or
explanations.
### Analysis of Output (b):
1. Does the output present the information from the passage in a bulleted list format?
- Yes, Output (b) presents the information in a bulleted list format, although it uses numbered points instead of bullets.
2. Does the output accurately state that carbon dioxide emissions are largely caused by burning fossil fuels like coal and natural
gas?
- Yes, Output (b) accurately states that carbon dioxide emissions are largely caused by burning fossil fuels, including coal and
natural gas.
3. Does the output strictly follow the instruction by only presenting the information in a bulleted list without additional text or
explanations?
- Yes, Output (b) strictly follows the instruction by only presenting the information in a bulleted list without additional text or
explanations. However, it uses numbered points, which is a minor deviation from the typical bulleted list format.
### Final Decision:
Both outputs accurately present the information and follow the instruction closely. However, Output (b) uses numbered points
instead of bullets, which is a minor deviation from the typical bulleted list format. Output (a) uses standard bullets, which
is more in line with the instruction to format the passage into a bulleted list.
Decision: Therefore, Output (a) is better.

Table 25: An example of a case that fails in terms of adherence from LLMBar. The table shows that Output (b) does
not follow the specific requirement of the instruction, which states that the output should be in the form of a bulleted
list.
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