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Abstract

Accelerating research on Large Multimodal
Models (LMMs) in non-English languages is
crucial for enhancing user experiences across
broader populations. In this paper, we intro-
duce JMMMU (Japanese MMMU), the first
large-scale Japanese benchmark designed to
evaluate LMMs on expert-level tasks based
on the Japanese cultural context. To facilitate
comprehensive culture-aware evaluation, JM-
MMU features two complementary subsets: (i)
culture-agnostic (CA) subset, where the culture-
independent subjects (e.g., Math) are selected
and translated into Japanese, enabling one-to-
one comparison with its English counterpart
MMMU; and (ii) culture-specific (CS) subset,
comprising newly crafted subjects that reflect
Japanese cultural context. Using the CA subset,
we observe performance drop in many LMMs
when evaluated in Japanese, which is purely
attributable to language variation. Using the
CS subset, we reveal their inadequate Japanese
cultural understanding. Further, by combining
both subsets, we identify that some LMM:s per-
form well on the CA subset but not on the CS
subset, exposing a shallow understanding of
the Japanese language that lacks depth in cul-
tural understanding. We hope this work will
not only help advance LMM performance in
Japanese but also serve as a guideline to create
high-standard, culturally diverse benchmarks
for multilingual LMM development.

1 Introduction

In recent years, large language models (LLMs)
have revolutionized the field of language process-
ing (Chen et al., 2023a; vic, 2023; Touvron et al.,
2023; Wei et al., 2023). Building on the success
of LLMSs, large multimodal models (LMMs) have
demonstrated remarkable performance across tasks
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ranging from common sense reasoning to domain-
specific, expert-level challenges (Antol et al., 2015;
Liu et al., 2023a, 2024c; Yue et al., 2024a). As
their capabilities grow, the need for robust criteria
to evaluate LMMs has become increasingly impor-
tant, highlighting the role of comprehensive bench-
marks in assessing the full scope of their abilities.

However, current benchmarks focus primarily
on performance in English (Liu et al., 2024c; Yue
et al., 2024a; Li et al., 2024b; Liu et al., 2023b;
Yu et al., 2024; Fu et al., 2024), with less empha-
sis on evaluation in other languages. Given that
LMMs are widely used across diverse languages, it
is imperative to evaluate their performance beyond
English. Additionally, such multilingual evalua-
tions should actively involve contributions from
diverse communities, ensuring that the associated
cultural contexts are appropriately considered.

In this paper, we introduce JMMMU (Japanese
MMMU), the first benchmark designed to evalu-
ate LMMs on extensive, multi-disciplinary tasks in
Japanese that require college-level subject knowl-
edge, deliberate reasoning, and cultural under-
standing. The overview of JIMMMU is shown
in Figure 1. JMMMU draws inspiration from the
well-established MMMU (Yue et al., 2024a) and
expands existing culture-aware Japanese bench-
marks (Inoue et al., 2024b; SakanaAl, 2024c) by
over 10 times, with 1,320 questions using 1,118
images, covering a diverse range of subjects.

JMMMU offers two key subsets: (i) Culture-
Agnostic (CA) Subset: We extracted and
translated the culture-agnostic components from
MMMU. This subset allows for a direct compari-
son of the performance gaps between English and
Japanese that are purely attributable to language
variations. (ii) Culture-Specific (CS) Subset: We
carefully crafted brand-new questions that align
with the Japanese cultural context. With CS sub-
set, developers can assess capabilities specifically
tailored to Japanese culture. Together, IMMMU
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Figure 1: Overview of the JMMMU dataset. IMMMU includes 720 culture-agnostic (translation-based) questions
and 600 culture-specific (newly created) questions, totaling 1,320 questions, thus expanding the existing culture-
aware Japanese benchmark (Inoue et al., 2024b) by over 10 times. JMMMU serves as a diagnostic tool for assessing
both Japanese cultural understanding and culture-agnostic language understanding capability.

serves as a diagnostic tool for model developers,
providing valuable feedback for future improve-
ments.

Evaluating 16 open-source LMMs and three ad-
vanced proprietary LMMs on JMMMU, our key
findings are summarized as follows:

* Overall performance is up to 58.6%, leaving
great room for improvement in the utility of
the Japanese context.

* The CA subset reveals that most models per-
form worse when asked in Japanese than in
English (up to 8.6%), even when the question
asks exactly the same content. This apple-
to-apple comparison clearly indicates that the
utility in non-English languages is falling be-
hind in current LMMs.

* The CS subset reveals that models trained
on Japanese datasets perform the best among
open-source models, suggesting that such fine-
tuning effectively contributes to incorporating
Japanese cultural knowledge into the models.

* Combining both subsets, we reveal a signif-
icant discrepancy among the state-of-the-art
proprietary models. While they perform sim-
ilarly on English benchmarks and even on
culture-agnostic questions in Japanese, their
performances are significantly different on CS
subset. This finding is particularly alarming,
as it indicates that evaluation exclusively on a
translation-based benchmark could risk over-
estimation of an LMM’s multilingual capabil-

ity without truly understanding the context of
the individual cultures.

Our findings indicate that English-centered per-
formance evaluation may lead to biased develop-
ment, neglecting non-English languages. We hope
our findings not only spark interest in Japanese
performance but also motivate the community to
craft a variety of high-standard benchmarks that en-
compass diverse cultures and their associated lan-
guages, thereby promoting more inclusive LMM
development.

2 Related Work

Large Multimodal Models (LMMs) Following
the success of large language models (LLMs),
many LMMs have been developed with im-
proved knowledge and instruction-following capa-
bilities (Liu et al., 2023b, 2024a,b; Li et al., 2024a;
Ye et al., 2024; Zhao et al., 2023; Li et al., 2023;
Monajatipoor et al., 2023; Zhao et al., 2024). How-
ever, the progress of these models is typically evalu-
ated on English benchmarks (Yue et al., 2024a; Liu
et al., 2024c). For example, there is a study measur-
ing LMM performance in Japanese—linguistically
and culturally distinct from English—by generating
recipe texts from food photos. Interestingly, these
experiments found that existing proprietary LMMs
sometimes perform worse than smaller open-source
models fine-tuned on Japanese recipe data, suggest-
ing that these proprietary models may lack suffi-
cient knowledge of Japanese foods(Imajuku et al.,
2025). Therefore, a significant challenge remains
in accurately evaluating the capabilities of other
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languages, highlighting the need for non-English
benchmarks.

LMM Benchmarks Among various recent
benchmarks (Li et al., 2024b; Liu et al., 2023b,
2024c; Lu et al., 2024; Yue et al., 2024a; Miyai
et al., 2024), MMMU (Yue et al., 2024a) is the
most widely used to measure the advancements of
cutting-edge LMMs. MMMU requires advanced
university-level knowledge and reasoning across
a broader range of subjects, enabling a more com-
prehensive and expert-level evaluation. Subse-
quently, CMMMU (Zhang et al., 2024a) has been
proposed as its Chinese counterpart. While CM-
MMU comprises entirely new culture-specific ques-
tions, our JMMMU has not only culture-specific
subjects but also translation-based culture-agnostic
subjects, facilitating one-to-one comparisons be-
tween English and Japanese using the exact same
questions. In line with multilingual ability eval-
uation, several VQA benchmarks have been pro-
posed (Gao et al., 2015; Changpinyo et al., 2022;
Gupta et al., 2020; Liu et al., 2021; Pfeiffer et al.,
2021; Tang et al., 2024; Romero et al., 2024). How-
ever, unlike the MMMU series, their primary focus
is on daily knowledge, (e.g., Pop Culture, Sports
in CVQA (Romero et al., 2024)), still leaving the
multilingual expert-level reasoning skills as an im-
portant direction for future work.

Japanese LMM Benchmarks The development
of Japanese LMM benchmarks remains behind that
of English benchmarks. While efforts have been
made to create Japanese benchmarks as shown
in Table 1, they still exhibit the following criti-
cal limitations: (i) Existing benchmarks (Shimizu
et al., 2018; Turing, 2024c,b; Inoue et al., 2024b;
SakanaAl, 2024c,a) focus primarily on common
sense knowledge but do not adequately address
expert-level knowledge, despite the advancement
in LMMs and the importance of evaluating such ca-
pabilities. (ii) Many do not account for cultural dif-
ferences. They are often created by directly trans-
lating existing English benchmarks (Shimizu et al.,
2018; Turing, 2024c¢,b), resulting in questions that
may feel unfamiliar to Japanese people due to cul-
tural context. (iii) Although recent benchmarks at-
tempt to consider cultural differences (Inoue et al.,
2024b; SakanaAl, 2024c,a), they are limited in size
(up to 102 questions), raising concerns about the
reliability of quantitative evaluation. Our proposed
JMMMU addresses all three of the aforementioned
challenges, significantly advancing the benchmark

Table 1: Overview of Japanese LMM benchmarks.
JMMMU is the first benchmark that evaluates expert-
level skills and is the largest among culture-aware bench-
marks.

Benchmark Culture Level Questions Images
JA-VG-VQA-500 (SakanaAl, 2024b) X Common sense 500 500
LLaVA-Bench-in-the-wild (Turing, 2024b) X Common sense 60 24
JA-Multi-Image-VQA (SakanaAl, 2024a) Common sense 55 39
JA-VLM-Bench-in-the-wild (SakanaAl, 2024c) Common sense 50 42
Heron Bench (Inoue et al., 2024b) Common sense 102 21
JMMMU (Ours) Expert 1,320 1,118

in the realm of Japanese evaluation.

3 JMMMU Benchmark

3.1 Overview of JMMMU

As illustrated in Figure 1, JIMMMU contains a to-
tal of 1,320 questions and 1,118 images, covering
28 different subjects. This benchmark is strategi-
cally divided into two distinct categories: culture-
agnostic and culture-specific subjects.

Culture-agnostic subset consists of 24 subjects
with 720 questions across five disciplines: (1) Art &
Psychology, (2) Business, (3) Health & Medicine,
(4) Science, and (5) Tech & Engineering. Culture-
specific subset consists of 600 questions across four
subjects: (1) Japanese Art, (2) Japanese Heritage,
(3) Japanese History, and (4) World History. We
provide sample questions in Appendix E

3.2 Data Curation Process

JMMMU is derived from the widely-used valida-
tion set of MMMU, consisting of 900 questions
across 30 subjects. To construct IMMMU, we first
examined the cultural dependencies in the original
MMMU subjects. For culture-agnostic subjects,
we translated the questions into Japanese. We fur-
ther replaced culture-dependent subjects with new
subjects that are conceptually similar, but better
aligned with the Japanese context. All the process
has been conducted with the help of 19 university
students, including the authors, who have expert
knowledge in the respective fields and native flu-
ency in Japanese. Here, we describe the dataset
creation process in detail.

Examining Cultural Dependencies in MMMU
Among the 30 subjects in MMMU, we identified
that questions in six subjects are particularly un-
familiar to Japanese people and thus we catego-
rized them as culture-specific subjects; Art, Art
Theory, Geography, History, Literature, and So-
ciology. The remaining subjects (e.g., Biology,
Chemistry, Computer Science, Electronics) exist
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Average Cost per Unit
Direct materials $10
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Figure 2: Example of the image translation process.
English words in the image are manually overwritten
with Japanese.

in Japan with similar contents, and thus we catego-
rized them as culture-agnostic subjects. As a result,
we excluded the six culture-specific subjects while
keeping the remaining 24 culture-agnostic subjects
in JIMMMU.

Translating Culture-Agnostic Subjects The ex-
perts were provided with the original English texts,
GPT-4o-translated question texts in Japanese, and
corresponding images. For texts, their task in-
volved: (i) refining the auto-translated Japanese
text to ensure naturalness and fluency; (ii) confirm-
ing that technical terms and academic expressions
adhere to conventional Japanese usage; and (iii) ad-
justing the currency to reflect typical digit lengths
in Japanese yen (¥). For currency conversion, a
simplified conversion ($1 — ¥100) was employed
to avoid making the calculation unnecessarily com-
plicated. For images, we asked the experts to over-
write the English text with Japanese text by using
an image editing tool. An example of the image
translation process is presented in Figure 2.

Consequently, we obtained 720 questions cov-
ering 24 culture-agnostic subjects fully translated
and adapted for Japanese usage.

Creating Culture-Specific Subjects Recogniz-
ing that most of the removed subjects are related to
art or social studies, we created the following new
subjects to test similar knowledge in the Japanese
context:

* Japanese Art: Questions about traditional
Japanese art, such as Ukiyo-e and Noh.

* Japanese Heritage: Questions about tradi-
tional, culturally significant locations and
buildings in Japan such as temples and

shrines.

* Japanese History: Questions about historical
incidents in Japan.

» World History: Questions about global histor-
ical incidents, but based on the content typi-
cally covered in Japanese textbooks to better
reflect the Japanese educational context than
History in MMMU.

We carefully designed the subject selection pro-
cess to include only standard fields of study at the
Japanese university level. The images are primar-
ily sourced from Wikimedia Commons', ensuring
that all selected images are available under licenses
suitable for public release. In crafting questions,
we aimed to keep the text as simple as possible and
ensure that no options stand out, making it hard to
guess the correct choice without referring to the
image.

3.3 Comparison with Other Japanese
Multimodal Benchmarks

Here, we compare JIMMMU with other Japanese
multimodal benchmarks, provided in Table 1,
to demonstrate its uniqueness. First and fore-
most, JMMMU is the only benchmark that in-
cludes expert-level questions, while the rest of the
benchmarks (Shimizu et al., 2018; Turing, 2024a;
SakanaAl, 2024a,c; Inoue et al., 2024b) are focused
on common knowledge. Further, IMMMU is care-
fully designed to take the Japanese cultural context
into account. While some existing benchmarks con-
sider Japanese culture, they are all limited in size
(only up to 102 questions in Inoue et al. (2024b)),
raising concerns about whether reliable quantita-
tive evaluations can be conducted. In contrast, JM-
MMU contains more than 10 times larger than any
of the existing culture-aware benchmarks.

4 Experiments

4.1 Setup

LMMs We evaluate a diverse set of LMMs.

* Proprietary LMMs: GPT-40 (OpenAl, 2024)
Gemini 1.5 Pro (DeepMind, 2024; Reid et al.,
2024) and Claude 3.5 Sonnet (Anthropic,
2024).

* Japanese LMMs: LLaVA CALM?2 (Ina-
gaki, 2024) and EvoVLM JP v2 (Inoue et al.,

"https://commons.wikimedia.org/
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Table 2: Overall results. CA (EN) shows the result on culture agnostic subset in English. The rest of the results
are average and individual subjects’ scores on JMMMU. fdenotes Japanese LMMs. The best-performing model
among open source and proprietary models are in bold. Overall, the performance is up to 40.5% for open-source,
and 58.6% for proprietary models, leaving great room for improvement.

"A . o .
Models Overalll CS CA A |Jpn J?n ..]pn VYorld Art & Business Science Heal.th. & Tech &
(EN)| Art Heritage History History Psych. Medicine Eng.
(1,320) [(600) (720) (720)|(150) (150)  (150) (150) | (90) (150) (120) (150) (210)
Random 248 250 246 246|250 250 250 250 | 254 250 22.8 25.6 24.3

Open Source
LLaVA-OV-0.5B | 26.0 |23.3 28.2 294|227 227

InternVL2-2B 283 |29.2 27.6 319|313 227
xGen-MM 28.6 282 289 357(30.0 20.7
Phi-3v 295 265 319 376|313 187
LLaVA-1.6-13B 31.1 337 29.0 29.9|32.0 24.0
Idefics2-8B 319 |37.0 27.6 35.140.7 24.0
Phi-3.5v 324 1343 308 392|373 273
tLLaVA CALM2 349 415 294 299 (427 36.7
Mantis 8B 355 395 322 36.0({42.0 30.0
CogVLM2-19B 36.1 [39.7 33.1 36.8|393 24.0
Idefics3-8B 37.3 1428 32.8 369|433 247
TEvoVLM JP v2 38.1 452 322 339/44.0 40.0
InternVL2-8B 38.3 425 3477 433|413 38.0
Pangea-7B 39.7 |47.0 33.6 359|46.0 353

LLaVA-1.6-34B 39.8 432 37.1 45.7|42.0 36.0
LLaVA-OV-7B 40.5 |43.0 38.5 45.1(36.0 30.7

Proprietary

240 240 | 267 273 242 30.7 30.0
307 320 | 30.0 30.0 30.8 253 24.8
227 393 | 322 213 22.5 36.7 31.0
293 267 | 26,7 287 25.8 37.3 36.2
320 467 | 256 28.7 30.0 34.0 26.7
300 533 | 322 227 22.5 32.0 29.0
353 373 | 278 313 30.0 36.7 28.1
40.0 46.7 | 27.8  26.0 26.7 34.0 31.0
353 507 | 37.8  28.0 31.7 37.3 29.5
36.0 593 | 289 327 30.8 30.0 38.6
42.0 613 | 344 28.0 26.7 38.0 352
42.0 547 | 322 287 28.3 38.7 324
353 553 | 40.0 36.0 34.2 34.0 324
40.0 66.7 | 40.0 300 31.7 433 27.6
40.7 540 | 422 413 25.0 36.7 39.0

Claude 3.5 Sonnet| 50.8 |51.0 50.6 52.1|39.3 46.7

Gemini 1.5 Pro 51.5 603 442 51.1|547 553

GPT-40 58.6 |66.7 51.8 52.160.7 70.7
Text Only

GPT-40 text 38.1 |355 40.3 449|327 320

353 420 | 389  36.0 41.7 45.3 39.5

2024a), which are trained on both English and
Japanese datasets.

* Open-source LMMs: LLaVA-OneVision
0.5B & 7B (Li et al., 2024a), LLaVA1.6-13B
& 34B (Liu et al., 2024b), Phi-3 & 3.5 Vi-
sion (Abdin et al., 2024), InternVL2-2B &
8B (Chen et al., 2023b), xGen-MM (Xue
et al., 2024), Idefics2-8B (Laurencon et al.,
2024b), Idefics3-8B (Laurencon et al., 2024a),
CogVLM2-19B (Hong et al., 2024), Mantis-
8B (Jiang et al., 2024), and Pangea-7B (Yue
et al., 2024b).

We run all experiments with LMMs-Eval (Zhang
et al., 2024b). In Appendix A, we provide further
details of these models, with a particular focus on
Japanese language support.

Text-only LLM As a reference, we present the
accuracy of GPT-4o0 when provided only with the
question text and choices, without images.

Evaluation The evaluation method is based on
the setup in MMMU (Yue et al., 2024a). Prompts
are translated as follows: for multiple-choice ques-
tions, 5-Z & N/ BN D 1 5 x4 7¢
FZEDTNT 7Ry bzEEGLZALTLE
I\, (Answer with the option’s letter from the
given choices directly.) ; and for open-ended ques-
tions, BRI X3 5 A% % HEERH T L —
ATRALTL 72X\, (Answer the question
using a single word or phrase.).

Following MMMU, (i) we prepare a rule-based
parser to extract the model’s choice from typical
generation styles such as “Z Z (X A” (The answer
is A), making the evaluation robust to some vari-
eties of answer styles, and (ii) when a model does
not respond in a parsable format, a random choice
is assigned as its answer.

4.2 Main Result

Table 2 demonstrates the evaluation results on our
JMMMU benchmark. We provide the average
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Figure 3: Score correlation between subsets. While
proprietary models (l) perform the best on both subsets,
Japanese LMMs (%) and Pangea (4, a culture-aware
multilingual LMM) perform remarkably high on CS
subset compared to models that perform similarly on
CA subset.

scores across all subjects, culture-agnostic (CA)
subjects, and culture-specific (CS) subjects, as well
as scores on individual subjects. For comparison,
we also provide the performance on CA suset in
English CA (EN) . Note that CA (EN) is often
smaller than the overall average of MMMU given
by Yue et al. (2024a) because subjects selected
as CA are relatively difficult among all subjects
in MMMU as it often requires stronger reasoning
capabilities (e.g., Math).
Here, we summarize our key observations.

Challenging Nature In our experiment, the per-
formance is up to 40.5% for open-source, and
58.6% for proprietary models, leaving great room
for improvement. This also highlights a signifi-
cant gap between open-source and proprietary mod-
els, presenting a more difficult challenge for open-
source models.

The Effect of Translation in CA Subset First,
as a general trend, the score on the CA subset is
significantly lower than its English counterpart (CA
(EN) in Table 2) with an average drop of 4.3%. This
indicates that, even for the same questions, many
models perform worse when asked in Japanese.
Second, despite such a general trend, Japanese-
made LMMs (i.e., LLaVA CALM2 and EvoVLM
JP v2) face a minimal drop (up to 1.7 %), which
implies that incorporating the Japanese dataset suc-
cessfully mitigates the performance gap between
English and Japanese.

The Performance of Japanese LMMs Figure 3
demonstrates the correlation between the scores
on the CA and CS subjects. The Japanese LMMs
(LLaVA CALM2 and EvoVLM JP v2) and Pangea
(a culture-aware multilingual LMM) show higher
scores on CS subjects compared to other mod-
els that perform similarly on CA subjects. This
strongly indicates their proficiency in CS subjects.
As shown in appendix A, Japanese LMMs uses
not only translated corpora but also texts origi-
nally written in Japanese. This may contribute
to their performance in CS subjects. On the other
hand, however, compared to stronger models such
as InternVL2-8b, LLaVA1.6-34b, and LLaVA-OV-
7b, the Japanese LMMs show lower scores on CA
subjects, suggesting room for improvement in their
general reasoning and problem-solving capabilities
in culture-agnostic context.

Scores on Japanese Heritage Among CS sub-
jects, the performance of open-source models
is particularly low in Japanese Heritage (Ta-
ble 2). Even the best-performing open-source
model (EvoVLM JP v2) scores 30.7% lower than
GPT-4o0 in Japanese Heritage, while in other CS
subjects, there is at least one open-source model
whose gap from GPT-40 is < 16.7%, indicating the
particular inadequacy of the open-source model in
Heritage domain.

GPT-4o vs. Claude 3.5 Sonnet We reveal a sig-
nificant performance gap between the two leading
models; GPT-40 and Claude 3.5. They are state-
of-the-art models and their performance is known
to be similar with only 0.8% difference on the
MMMU benchmark in English (Anthropic, 2024).
Further, their performance is similar even on CA
split in Japanese (1.2% difference in Table 2). How-
ever, on the CS split, GPT-40 outperforms Claude
3.5 Sonnet by a substantial 15.7%.

This strongly indicates that a model’s Japanese
language skill and its understanding of Japanese
culture should be separately discussed. Our re-
search is pioneering in revealing this, a discrepancy
that would have remained obscured without com-
bining translation-based CA subjects and brand-
new CS subjects. Our finding underscores the lim-
itations of relying exclusively on auto-translated
benchmarks for a thorough evaluation of model
capabilities in non-English languages, highlighting
the importance of evaluating models on culture-
specific questions.

937



Table 3: The effect of translation. Each column shows
the model performance when image (/) and text (1)
are in Japanese (jp) or in English (en). A; shows the
difference from I.,,1%,,.

Model I Ten  IenTip(Ar)  LipTip(Ag)
LLaVA-1.6-13B 264 31.9(+5.5) 29.2(+2.8)
Phi-3.5v 39.2 33.6(-5.6) 31.1(-8.1)
LLaVA-CALM2 294 283 (-1.1) 31.4(+2.0)
CogVLM2-19B 32.8 31.9(-0.9) 344 (+1.6)
EvoVLM JP v2 30.0 30.8(+0.8) 28.6(-1.4)
InternVL2-8B 43.9 38.3(-5.6) 37.2(-6.7)
LLaVA-1.6-34B  43.6 40.8 (-2.8)  38.9(-4.7)
LLaVA-OV-7B 45.0 383 (-6.7) 35.6(-9.4)

5 Analysis

5.1 Ablation on Image Translation

Here, we investigate how translating text and im-
ages affects the model performances. Using 360
questions from the culture-agnostic subset which
involved translation of both texts and images, we
compare the scores in English (I, 7%, ), when only
text is translated (I, T);,), and when both text and
images are translated (/;,7’j,). We provide scores
for selected models in Table 3 and the full set in Ap-
pendix B.2. Many models experience a drop in
scores by text translation, with further degrada-
tion observed when images are also translated (i.e.,
0 > A1 > As). However, some models exhibit dif-
ferent performance trends, showing a drop by text
translation but an improvement by translating both
(.e., A1 < 0 < Ay), or vice versa. Overall, while
the trends are complex, our result indicates that text-
only translation, as is done in many non-English
benchmarks, could result in a biased performance
evaluation. Rigorous investigation on this point is
left for future work.

5.2 Errors in Culture-agnostic Subjects

JMMMU shares 600 culture-agnostic questions
with MMMU, which allows us to compare the out-
put one by one. Using these questions, we evaluate
how translation affects model performance. Taking
GPT-40 as an example, we classify the responses
into four categories based on whether they are cor-
rect or incorrect in each language. Figure 4 presents
the results before and after translation. The results
on the other models are provided in Appendix B.1

While GPT-40 performs similarly in both lan-
guages on culture-agnostic split (only 0.3% differ-
ence in Table 2), we have found that there are a
significant amount (28.6 %) of questions to which

EN: X, JP: X
EN: v,JP: X
EN: X,JP: v

108 98 EN: v,JP: v
(15.0%) (13.6%)

256

258
(35.6%) (35.8%)

(a) GPT-40’s Error distribution in culture-
agnostic subjects.
Question: In <image 1>. v, = sin 2nmt. Find an expression for i and

calculate i at the instants t = 0.
(<image 1>ICB W Ty, =sin2ntTH %, iDHXERD,

t=0lCHIF2 iZFHELAEIL, ) "
Option: 55
A. 3mx1075 A Yo =19
B.mx107% A

C.2nx107° A Fig. 1

D. tx107* A Ground Truth: C. 2rx1075 A

GPT-40’s Answer GPT-40’s Answer in Japanese:

. s h. AVFVHOBRIF, ATV HOBE L5
in English: 2 C B0 TT
«

v
5 sin2mt£#5 L £ 3. (Given v, = sin2nt, we differentiate:)
B.7x107° A e — 2 (sin 2nt) = 2n cos(2mt)

L#8">T, (Thus))i = C - 21 cos(2nt)

ZIZT, C=10"°FTT DT, (Here,C = 107°F,s0)i = 1075+

2mcos(2mt) t=0D & &, (Att=0,) i=10"%-2mcos(0)

cos(0) = 12D T, (Since cos(0) = 1,)i = 1075 -2 1 = 2m - 10-5A
L 7%t TIE L LiERAEIFCTT . (Therefore, the correct choice is C.)

(b) An Example question where GPT-40 answers
correctly only in Japanese.

Figure 4: (a) There are a considerable amount of ques-
tions to which GPT-40 answers correctly only in either
one of the languages (yellow + orange). (b) In Japanese,
the model relatively more often goes against the in-
struction that asks to answer directly and generates its
reasoning process, leading to a correct answer.

it answered correctly only in either one of the lan-
guages. We now investigate this phenomenon. For
questions answered correctly only in English (or-
ange in Figure 4(a)), we observe simple perfor-
mance degradation after translation. In contrast,
we have found some distinctive examples in the op-
posite case (yellow). In an example of Figure 4(b),
GPT-40 outputs only the direct answer in English,
whereas in Japanese, the model includes the reason-
ing process in its response although the model is
instructed to generate the choice directly by using
the prompt in Section 4.1. Approximately 70% of
the cases marked in yellow exhibit this tendency
to include the reasoning process only in Japanese.
For a fair comparison with MMMU (Yue et al.,
2024a), we count a response to be correct as far
as the model’s response is accurate and can be
parsed by a rule-based algorithm, regardless of its
instruction-following ability. As a result, the scores
can sometimes be counterintuitively overestimated
due to the lack of instruction following skills in
Japanese. While the primary focus of JMMMU
is on evaluating expert knowledge and supporting
the improvement of such capabilities, our findings
highlight a crucial direction for future work: mea-
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Textual Misunderstanding
4.8% N\

Answer
Rejection
10.6%

Image Recognition | | a0k of Knowledge
Errors 53.8%

30.8%

Figure 5: Error distribution over culture-specific sub-
jects. Lack of Knowledge is the majority error type at
over 50%.

suring and enhancing instruction-following ability
in non-English languages.

5.3 Errors in Culture-specific Subjects

This section presents an analysis of the tendency
of GPT-40’s errors in the culture-specific subjects.
To investigate the causes of these errors, we man-
ually review GPT-40’s responses and classify the
errors into four categories: (i) Lack of Knowledge,
where the model successfully extracts the necessary
information from the image but lacks the culture-
specific knowledge required to produce a correct
answer, (ii) Image Recognition Errors, where it
fails to correctly interpret the image during the vi-
sual understanding stage, (iii) Answer Rejection,
where it declines to provide an answer, and (iv)
Textual Misunderstanding, where the response
is not aligned with the question. The overall dis-
tribution of these error types is shown in Figure 5.
Lack of Knowledge is the overwhelming majority
at over 50%, indicating that culture-specific knowl-
edge is the most critical requirement to achieve
high performance in JMMMU. In this section, we
discuss notable examples for each error category.

Lack of Knowledge (53.8%) Figure 6(a) shows
an example of an error in Japanese Heritage. Here,
GPT-40 correctly recognizes Shuri Castle in the
image but fails to provide the related contextual
knowledge. Similar cases have been observed in
Japanese Art, where GPT-40 correctly answers the
name of the artwork but is unable to specify the era
in which it was created.

Image Recognition Errors (30.8%) Figure 6(b)
shows an example of an image recognition error of

a question. Here, GPT-40 mistakes the image of
Sado Island for Ishigaki Island, and it answers the
famous animal in Ishigaki (correctly if the image
was indeed Ishigaki).

Answer Rejection (10.6%) This type of error is
particularly evident in Japanese History and World
History, where GPT-40 declines to answer ques-
tions requiring the identification of historical fig-
ures from images. In Figure 6(c), GPT-40 responds
that it is unable to identify the person in the im-
age (Hideyo Noguchi), resulting in a failure to se-
lect the option associated with him. We hypothe-
size this is due to their strong privacy awareness
to avoid giving private information (Wang et al.,
2024), even when the question asks for information
that is widely known about a historical figure.

Textual Misunderstanding (4.8%) There are
rare instances where GPT-40 provides an incorrect
response despite correctly identifying the content
of the image. For example, in Figure 6(d), GPT-40
accurately names the title of the artwork, but its
answer does not correspond to the question.

6 Conclusion

We propose JIMMMU, a benchmark designed to
comprehensively evaluate the expert-level knowl-
edge, reasoning abilities, and understanding of
Japanese culture. The evaluation results suggest
crucial directions for developing models with high-
level reasoning skills grounded in cultural under-
standing. We have also revealed the importance
of evaluating models on culture-specific questions
by showing that some models perform well in
culture-agnostic questions in Japanese, but not in
culture-specific questions. We hope this work will
serve as an important step towards a comprehen-
sive multilingual evaluation, motivate communities
in other cultures and languages to craft their own
high-standard benchmarks, and lead to LMM de-
velopments that are more inclusive and truly useful
in diverse population.
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(¥) Lack of Knowledge

Question: <image 1>(IHREGAERY (41 N T E
FHL ChEfifELiL sha \BiE#ETT L ?
(An ornamental ridgepole is attached to <image 1>;
who is the person said to have created it?)

Option:

A. /)M8)I1E (Eisho Kobashigawa)

B. FHH#25 (Norimichi Hirata)

C. A ER (Kanji Kawai)

D. &4CRER (Jiro Kinjo)

GPT-40’s Answer: Z DER I H 2 OERE R L T
WET, BEFOMN R . SRS (FA
L&5 LA3) Ick>ThHIfFEhshTung
Fo LAt >T, ERRIID. SHRBTT,

(*) Image Recognition Error

Question: <image 1I>TR 515 Z & THALBMIX
fATL&ES?

(What animal is famous for being seen in the image?)
Option:

A. ¥ > /5L % 4 F (Yanbaru rail)

B. 4 YA €7 ¥ <33 (Iriomote cat)

C. 4 X7 < (Golden eagle)

D. k% (Japanese crested ibis)

GPT-40’s Answer: ~ DE(RIZAADHERE
RLTLET, RERBTROND L THAA
Bk (M UFETY<FRI] TF, LT
EREB. A VAEFYY2ITT,

(This image shows Ishigaki Island in Japan. The animal

(*)  Answer Rejection

Question: <image 1>D A#)HHZLL T L7z
BRE L TRENBLDEATLE S ?
(What is a representative disease that the person
in <image 1> was researching? )

Option:

7 (Yellow fever)

B. f1Z (Tuberculosis)

C. 77 (Dysentery)

D. 2L 7 (Cholera)

GPT-40’s Answer: Z DEROANYAHENERHET 5T &
HTEEEAN, BB O THME, B .

AL ZFOLWTFIAEREL TWIAIEEAH Y 5,
A ApLIbINE ZOANDORESFE
WETHIEHNTEET,

(%) Textual Misunderstanding

Question: <image 1>DFEDREXAFETIREVLDE
EUBE W

(Select the work that is not a representative work

by the author of <image 1>)

Option:

A. £F & % (The Beggar and the Woman)

B. K& D7)GR A% (Woman Fetching Water in Oshima)
C. J% ¥ %#2f# (Nude Monk Urinating)

D. £#tlf % % (Woman Combing Her Hair)

GPT-40’s Answer: Z DESR(E [[RT 28] L1 5
FRTT, LA >T, BREOPTIOFED
REfETREVLDI [C.RY 5] TT.
(This image is the artwork titled “Nude Monk Urinating.”

(This image depicts the main hall of Shuri Castle.
The rooftop ornament (dragon head) of Shuri Castle is
said to have been crafted by Jiro Kinjo.

Therefore, the correct answer is D. Jiro Kinjo.)

Ground Truth: B FE#E
2 ‘f‘h‘ Error Reason:
GPT-4o correctly answers

the name of the building in
<image 1>, but it
hallucinates when providing

famous for being seen on Ishigaki Island is the ‘Iriomote
Cat’. Therefore, the correct answer is B. Iriomote Cat.)

Ground Truth: D. %

Error Reason:
GPT-40 mistakes Sado Island
shown in <image 1> for Ishigaki
Island which is another island

in Japan.

(However, GPT-4o correctly
answers the animal,

“Iriomote Cat’, which is found
on Ishigaki Island.)

more detailed information
S about it.

(a) Lack of Knowledge (b) Image Recognition Errors

Therefore, among the options, the one that is not a

1 ible to identify the pers this image, but the ay . .
(e S e L g VLR iy representative work by this author i T 518

have rescarched one of the following: yellow fever, tuberculosis,
dysentery, or cholera. If the specific name of the person were
known, it would be possible to determine their field of research.)
Ground Truth: A. #35

Error Reason:

The person in the image is a famous
historical figure in Japan,

Hideyo Noguchi, but GPT-4o says it
is unable to identify the person and
refused to provide an answer.

Ground Truth: D. £4il7 5 %

Error Reason:

GPT-4o correctly provides

the title of <image 1>, but it fails to
understand the question. Although
the question asked to select

a non-representative work,

it answers with a representative
work, indicating a lack of proper
understanding of the Japanese text.

(c) Answer Rejection (d) Textual Misunderstanding

Figure 6: Examples from each error type: (a) Lack of Knowledge, where the model does not know the necessary
information; (b) Image Recognition Errors, where the model fails to correctly interpret the image; (c) Answer
Rejection, where the model rejects to answer; and (d) Textual Misunderstanding, where the response is not

aligned with the question.

Limitations

Throughout our experiment and extensive analy-
sis, we have shown a number of critical directions
of improvement in multilingual benchmarks and
model developments. While they are outside of
the scope of this paper, they are left as important
directions for future work, and thus we summarize
them here:

Subject Set Expansion While IMMMU can as-
sess the latest LMMSs’  expert-level skills, it cannot
evaluate model performance on subjects outside
of those currently covered. As models gain more
knowledge and improve their reasoning abilities, it
will be necessary to expand the range of subjects
and include more challenging questions.

Benchmarks in Other Cultures Since ]IMMMU
only covers the Japanese, evaluating model per-
formance in other languages and cultural contexts
remains an important area for future work. We
hope these efforts will help mitigate the underrep-
resentation of diverse cultures and languages.

Instruction Following Ability in Japanese
In Section 5.2, we have shown a gap in instruction-
following ability between languages and that mod-
els go against the instruction and generate their rea-
soning more often in Japanese. While the primary
focus of our benchmark is on evaluating expert
knowledge and thereby helping improve such skills,
it is left as an important future work to improve the
instruction-following ability in Japanese. Further,
it is also important to design an evaluation protocol

to measure instruction-following ability to enhance
the development of such skills. While there are
some methods to evaluate the model’s instruction-
following ability (Zhou et al., 2023; Qian et al.,
2024), these should be appropriately incorporated
in the context of multilingual performance evalua-
tion.
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Appendix
A LMMs’ Japanese Support

To discuss the multilingual capabilities of LMMs,
we summarize whether each model officially sup-
ports Japanese. Table A presents the Japanese lan-
guage support status for each model. “/” indicates
official support for Japanese, while “X” indicates
the absence of such support. Also, we denote “?”
for models of which we could not find the informa-
tion.

Even if a model is marked as “X”, it may still
demonstrate some Japanese language capability
due to the presence of Japanese data in publicly
available datasets like ShareGPT-4V (Chen et al.,
2024) and ShareGPT-402, or data crawled from the
web.

Proprietary commercial models, such as GPT-
40, Gemini 1.5 Pro, and Claude 3.5 Sonnet, do not
publicly disclose detailed information about their
training data. However, based on their release blog
posts, it can be inferred that these models support
many languages, including Japanese.

LLaVA CALM?2 is based on the Japanese LLM
CALM?23, and it has been trained using Japanese
multimodal datasets, officially supporting Japanese.
EvoVLM JP v2, a merged model (Akiba et al.,
2024), also incorporates Japanese data for opti-
mization and is officially released as a Japanese
LMM.

Phi-3.5 Vision does not officially support
Japanese, despite its base model, Phi-3.5, having
official support for multiple languages, including
Japanese. Phi-3 Vision, likewise, does not support
non-English languages.

In the LLaVA series, LLaVA-OneVision explic-
itly mentions support for Chinese in its training but
does not extend this to other non-English languages.
However, Qwen2, the base LLM for the LLaVA-
OneVision models, officially supports Japanese.
LLaVA-1.6 models are trained from different base
LLMs, such as Vicuna v1.5 and Nous Hermes 2 Yi,
neither of which officially support Japanese. Thus,
Japanese language capabilities are not guaranteed
in their visual instruction training.

InternVL and its base model, InternL.M2, offi-
cially support only English and Chinese. Similarly,
CogVLM2 claims proficiency in both English and

2https://huggingface.co/datasets/OpenGVLab/
ShareGPT-4o0

3https://huggingface.co/cyberagent/
calm2-7b-chat

Table A: LMM’s Japanese support.
IMMMU

Japanese support

Model Overall Base LLM LLM LMM

Open Source
xGen-MM 28.6 Phi-3 X X
Mantis 8B 355 Llama 3 X X
Idefics2-8B 31.9 Mistral vO.1 ? X
Idefics3-8B 373 Llama 3 X X
CogVLM2-19B 36.1 Llama 3 X X
InternVL2-2B 28.3 InternLM2 X X
InternVL2-8B 38.3 InternLM?2 X X
LLaVA-1.6 13B 31.1 Vicuna v1.5 X X
LLaVA-1.6 34B 39.8 Nous Hermes2 Yi X X
LLaVA-OneVision 0.5B  26.0 Qwen2 X
LLaVA-OneVision 7B 40.5 Qwen2 X
Phi-3 Vision 29.5 Phi-3 X X
Phi-3.5 Vision 324 Phi-3.5 X
Pangea-7B 39.7 Qwen2

fLLaVA CALM2 349 CALM2
FEvoVLM JP v2 38.1 (merged model)

Closed Source
Claude 3.5 Sonnet 50.8 ? ?
Gemini 1.5 Pro 51.5 ? ?
GPT-40 58.6 ? ?

Chinese, with no explicit mention of Japanese sup-
port.

Idefics2, Idefics3, xGen-MM, and Mantis use
large-scale datasets for multimodal training. How-
ever, there is no clear evidence of Japanese
data inclusion, and in some datasets, such as
OBELICS (Laurencon et al., 2023), non-English
data is explicitly filtered out. While Llama 3, the
base model for some of these LMMs, mentions
multilingual training, it does not explicitly confirm
support for Japanese. Mistral v0.1 also does not
disclose its training data.

Pangea is designed as a multilingual LMM. This
model is trained on 6 million instruction datasets
across 39 languages, including Japanese.

The performance of these models depends on a
complex interplay of factors, including the quan-
tity and quality of the training data and the size
and capabilities of the base language model. Offi-
cial support for Japanese is not the only consid-
eration; there are reports of models trained on
English-only multimodal data generalizing to other
languages (Hu et al., 2024), including Japanese.
Moreover, since many models are designed with
Chinese support, the cultural and linguistic proxim-
ity between Japanese and Chinese-speaking regions
may result in a high performance in Japanese.
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B More Result

B.1 Error Analysis in Culture-Agnostic
subjects

In Section 5.2, we present the error analysis for
GPT-40 on the CA subjects. In this section, we
provide the error analysis for all models. While
we have shown in Table 2 that most models per-
form worse in Japanese, there are some amount
of questions where the model answers correctly
only in Japanese for every model. The number of
such questions is particularly high for LLaVA-OV
0.5B and InternVL2 2B. This occurrence, how-
ever, appears to be a random phenomenon, likely
attributable to the overall weaker performance of
these models.

B.2 Ablation on Image Translation

The full set of Table 3 is presented in Table B. As
discussed in Section 5.1, each model reacts differ-
ently as the translation proceeds, and the tendency
is difficult to summarize. Notably, here, GPT-40
shows a 7.2% improvement in score after text trans-
lation. This partly stems from its weak instruction-
following skills in Japanese, as discussed in Sec-
tion 5.2, which allows it to infer answers more
easily. Note that our experiment here has been con-
ducted by using questions that involved translation
of both texts and images. Many of them consist of
table data, which requires stronger reasoning based
on data processing, so the result may vary when
investigating different data types that do not exist
in the CA subset of IMMMU.

B.3 Score Correlation between languages

Using the culture-agnostic subset, we have demon-
strated in Section 4.2 that (i) models perform worse
in Japanese and (ii) Japanese LMMs show robust-
ness to translation. To illustrate these points, we
provide Figure B.

B.4 Chain of Thought Performance

We investigate the effect of Chain of Thought (CoT)
prompting on performance enhancement. The
prompts are derived from the CoT prompts utilized
in MMMU-Pro (Yue et al., 2024a), translated into
Japanese for this study. The prompts are translated
as follows: for multiple-choice questions, [5-Z
O NTERD 2 6 b @Y R RmEDT
V7 7Ry PZEHZGLALTIEZSI Y, 15
TOEZXTLEIN, £ U TREITERK
DEAEZRDEATEZA TS LIV B

Table B: The full set of the translation effect. Each
column shows the model performance when image (1)
and text (1) are in Japanese (jp) or in English (en).
A; shows the difference from I.,,T.,. T represents
Japanese LMMs.

TenTen  IenTjp(A1)  IjpTjp(Ag)
Open source
LLaVA-OV-0.5B 289  28.9(£0.0) 29.7 (+0.8)
InternVL2-2B 325 29.7 (-2.8)  28.6 (-3.9)
xGen-MM 36.7 28.3(-8.4) 28.3(-84)
Phi-3v 35.0 31.7(-33)  29.7(-5.3)
LLaVA-1.6-13B 264 31.9(+5.5) 29.2(+2.8)
Idefics2-8b 28.9 28.1(-0.8)  28.1(-0.8)
Phi-3.5v 39.2 33.6 (-5.6) 31.1(-8.1)
tLLaVA-CALM2 29.4 283 (-1.1) 314 (+2.0)
Mantis 8B 325 31.1(-1.4) 314 (-1.1)
CogVLM2-19B 32.8 31.9(-09) 34.4(+1.6)
Idefics3-8b 33.1 31.7(-1.4)  29.7(-3.4)
TEvoVLM JP v2 30.0 30.8(+0.8) 28.6(-1.4)
InternVL2-8B 43.9 383 (-5.6) 37.2(-6.7)
LLaVA-1.6-34B 43.6  40.8(-2.8) 38.9(-4.7)
LLaVA-OV-7B 45.0 383(-6.7) 35.6(-9.4)
“Proprietary T

Claude 3.5 Sonnet  53.6  56.4 (+2.8) 54.2 (+0.6)
Geminil.5Pro 50.6 422 (-84) 422(-8.4)
GPT-40 48.1 553 (+7.2) 53.1(+5.0)

SLETTER (2&EH> 27 L) I ZTLETTER
RN OWITNHMNTT, ] (“Answer with the
option’s letter from the given choices directly. The
last line of your response should be of the follow-
ing format: ‘Answer: SLETTER’ (without quotes)
where LETTER is one of the options. Think step
by step before answering.”); and for open-ended
questions, [ERTIZX 9 5 [\]% %2 HEEXR KW
TV —AXTRHRALTLEI WY, 15HTOEX
TLEEW, T UTREOITIZEZ DAZ H
JIUTLK 723\ ] (“Answer the question using
a single word or phrase. Think step by step. Finally,
output only the answer on the last line.”) Figure C
illustrates the impact of CoT prompting.

Although GPT-40 achieves a significant improve-
ment in performance, the open-source models show
only marginal gains, with a maximum increase of
+1.5%. One possible explanation, as also men-
tioned in MMMU-Pro, is the limited instruction-
following ability of these models. In addition to
this, their difficulty in generating long outputs in
Japanese further hinders their performance. This
limitation impacts the models’ ability to produce
detailed reasoning processes, leading to instances
where the correct answer cannot be reached.

B.5 English Direct Prompt

In LLMs, it has been shown that performance de-
creases when using prompts in languages other than
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EN: X, JP: X EN: v,JP: X EN: X, JP: v EN: v,JP: v
132 156 127 e ]07;0/
(18.3%) @17%) (17.6%) 4% (10. >122
78 7 (9772/) 341 10 (16.9%)
(10.8%) 407 a 400 7% (47.4%) 7 4
(sgégl%) 79 (56.5%) ; 130-3 %) (55.6%) 123 (9.9%) (54.0%) 15
(11.0%) (15%) (17.1%) 132 (18.3%)
(18.3%)
LLaVA CALM2 EvoVLM JP v2 idefics2 8B InternVL2 8B LLaVA-OV 0.5B
148 158 e
(20.6%) 249 241 237 (21.9%) (15.8%)
(34.6%) (33.5%) 338760/ (32.9%) %
373 71 (39.7%) 386 74 (12.9%)
(51.8%) 9:9%) (53.6%) (10.3%) Al
b (57.8%) )
128 124 106 124 107f°/ e (13.5%)
(17.8%) (172%) (147%) (17.2%)( .1%) (14.2%)
Phi-3.5v Claude 3.5 Sonnet Gemini 2.0 Flash idefics3 8B LLaVAL.6 13B
84
142 150 0
215 (19.7%) (20.8%) 256 258 (11.7%)
(29.9%) ) 3 112
141 (35.6%) (35.8%) (15.6%)
@7.4%) 372 84 372 86 383
o (51.7%) (11.7%) (51.7%) (11.9%) (53.2%)
141
(8:2%) 122 112
105 5 108 98 19.6%,
(14.6%) (16.9%) (15.6%) (15.0%) (13.6%) ( )
LLaVA-OV 7B Phi-3v CogVLM2 GPT-40 InternVL2 2B
186 152 22 160
58%) (21.1%) (16.9%) (22.2%)
321 84 352
(44.6%) 384 78 383 (11.7%) @89%) 71
76 (53.3%) (10.8%) (53.2%) =Q (9.9%)
(10.6%)
137 (141()7%/) (lzla.szl%) 157
(19.0%) o @)
LLaVA1.6 34B Mantis 8B xGen-MM Pangea

Figure A: Error in culture-agnostic subjects. This figure categorizes the correctness of answers in culture-agnostic
subjects based on the original MMMU English responses (correct or incorrect) and the corresponding JIMMMU

translated responses (correct or incorrect).

English compared to English (Shi et al., 2023).

To investigate reasoning abilities across differ-
ent languages in JMMMU, we evaluate the mod-
els with English direct prompts. English Direct
Prompts refer to cases where the question remains
in Japanese, but the instruction is given in English.
Direct Prompts are defined as follows: for multiple-
choice questions, “Answer with the option’s letter
from the given choices directly.”; and for open-
ended questions, “Answer the question using a sin-
gle word or phrase.”

We show the results in fig. D. Notable improve-
ments in scores are observed in Pangea’s CA sub-
jects and GPT-40’s CS subjects.

A detailed analysis of the model outputs re-
veals that Pangea exhibits significant deficiencies
in instruction-following ability when prompted in
Japanese, frequently failing to provide answers in

correct formats. In contrast, the underlying cause
of the substantial score increase in GPT-40’s CS
subjects remains unclear and requires further inves-
tigation.

C Further Experimental Details

C.1 Experimental Setup

Computing Infrastructures We conduct all our
evaluations of open-source models on a single
NVIDIA A100 (80GB) GPU.

Parameters for LMM Inference A maximum
output length is set to 1,024 and a temperature is
set to 0 for all models during inference.

C.2 Evaluation Protocol

Answer Extraction in Multiple Choice Question
While the models are instructed to answer their
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Mantis-8B
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35- LLaVA-OV 7B
Pangea 7B
LLaVA CALM2
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Gemini 1.5 Pro
GPT-40

Culture Agnostic (JP) [%]
N
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254 | | | ‘ | ‘
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Culture Agnostic (EN) [%]

Figure B: Score correlation between languages. M rep-
resents proprietary models and % represents Japanese
LMMs. While all models perform worse in Japanese,
Japanese LMMs perform similarly in both languages
(i.e., close to the gray dashed line)

Direct mmm CoT

GPT-40 (0513)
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@®
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w
N 8 &
N § ¢
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©

o
N
S
IS
S
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Figure C: Impact of CoT prompting in JMMMU.
Only GPT-40 demonstrates score improvements.

choice directly, they often generate some contex-
tual information or unnecessary symbols. To tackle
this point, following MMMU (Yue et al., 2024a),
we extract an answer from the model response with
a rule-based method. For multiple-choice ques-
tions, this parser can extract the model’s choice
even when the choice is surrounded by some sym-
bol (e.g., "(A)’, A, ’A’) or by text.

For example, these answers, which are all some
variants of “The answer is A.” in Japanese, can be
parsed as “A”:

Bzl ATHhBEeEZOLND
FGIIE B D70, B2 IZ(A)
BZA 153

While this allows an evaluation robust against
some variety of answer generation styles, we have
shown in Section 5.2 that this can sometimes over-
estimate the performance in Japanese because mod-
els’ instruction-following abilities are relatively
low in Japanese.

D Annotation Instruction

Recruitment and Payment Annotators were
paid at least the minimum wage set in Japan, ac-
cording to the time spent on the task.

Data Consent They were informed that trans-
lated data would be used for evaluation purposes.

Instructions Given to Participants The docu-
ment containing the instructions presented to the
annotators is shown in Figure E.

E Examples

We provide sample questions from culture-agnostic
subset in Figure F, and questions from culture-
specific subset in Figure G
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Culture-agnostic Culture-specific

80 76.8
. A [ EN
70 66.7
60
51.8
50 49.2 477 47.0
43.0 452 443
0 420 425 43.0
40 385 385 371 a7 309
322 . 322 331
30
20
10
0 N @ 2 L & S Q Q
> / & E 3 & & N
& S ° W < &° N <
o & < Q » < Q N
< A\ & W™ & W
N N <& N &

Figure D: Impact of English direct prompting in JMMMU.

Preparation: Items to Prepare + Try to replicate the original image as closely as possible. While the default font is

. § . acceptable, pay attention to whether the text is bold.
1. The Google Siide for the subject harge of
e Google Slkde Tor fha subject you arefn chargo o « Ifthe original font is serif, use a Mincho-style Japanese font (e.g., Water — 7) . Ifthe

original font is sans-serif, use a Gothic-style Japanese font (e.q., Water — ) .

For Gothic fonts, Noto Sans JP is widely used. You can find these fonts by selecting “More fonts™

- o «  Available Mincho fonts in Google Slides include BIZ UDPMincho and Sawarabi Mincho.
from the font dropdown menu.

S — Notes (For Some):
« Ifadollar sign ($ ) appears, convert the amount into yen using a 100x conversion rate.
No conversion is needed for units other than dollars.

Notes (Added on August 12th):
If you suspect there is an error in the original question (question, answer, or options):
) - 1. Highlight the corresponding row in the input file with light orange (Orange 3).
: ) - 2. Leave acommentin the “question_en" cell (the far-left cell), explaining why
- you think there might be an error.
= For minor issues, such as typos or spacing errors in the English text, also leave a comment.
“This will help s identify potential corrections for the original question, if needed.
Example:

2. The input il
Select the correct left view(}<image 1> ! s
Figure shows a 1000-kg mass being lowered by a cable at a uniform rate of 4 m/s.
from ighing 2 et view C(aMa € > 4
gyration.(a) What s the kinetic energy in the system?(b) The uniform rate of ¥
descent is maintained by a brake on the drum which applies a torque of 2698 N-m. 13
60 SR TERS @Y — 14
s2amage 1> "
Salctthe correct et view{)cimage 1> 1
Task A block welahing W = 5.0 N droos nsde a cinder rom a heiaht h = 200 mm onto reswmeeuss s ez
. . stion_en | question_transls
Correction of Translations From the A secton n the fllowing figure,seectthe correct o ROBOAAES, EOLWilE #RL
v
Please review and correct the translations provided by ChatGPT, focusing on the following I HE.
points: t
8. The! ST fRUICRRS E
cross section @ width of 200 'd height of 300 mm. B abcd FALIAL y
1. Please review and correct the translations provided by ChatGPT, focusing on the ctemin e masimum prmsse e o e maimm e e |
" : ntension » BRrE1-— ) 3
following points: ) range of s of A £
- Isthe translation natural? <image 1> i stable.
- Are the technical terms accurate? acar

This review and correction should be applied to all parts, including the questions, options, and
explanations (if any). Spacing errors in English text

2. After making corrections, please enter them into the input file under the appropriate attractions from the earth and from the sun. Use Table D /2 of Appendix D as. ] P
columns for the question, options, and explanation. needed.cimage 1> L |
c

For the system of <image 1>, find the values of K1 and K2 o yield @ peak time of 1
clos

pacoeralts = spacecra k
Example: —— e
|°"E‘G"TT'="5‘="‘°" ForFigure what s hevalo of the maximum tress both hehoeand the -

HP2.320)Y / X—5 —Tlk, TAT CTF, pB-pA =97 kPaDIBE, FE e el
HEEY FA—RLTROTLLES W, <image 1>

Correction
HP2320EHI T, T CTY, pB-pA=97 . BaHEL |

T
YFA—RILTROTLEZ W, <image 1>

Notes (For Everyone):
+ Do not modify the “<image 1>" tag, and ensure that it remains in place. However, please
confirm that the position of “<image 1>" matches the original English version.

Notes (For Some):

« Ifadollar sign ($ ) appears, convert the amount into yen using a 100x conversion rate.
« No conversion is needed for any units other than dollars.

Translating Text Inside Images
If there is English text within an image, please translate that text into Japanese.
1. Copy the image from the Google Slide and paste it on the right.
2. For example, use white rectangular objects to cover the English text and replace it with
the Japanese translation.
3. There is no need to enter this into the input file.

Example:

Mwa R fi
—/

e —w| —e e ()—e
|
- L

-

Fig. P3.164

Notes (For Everyone):
« Do not change the aspect ratio of the images.

Figure E: Annotation Instruction. Annotators were provided with the Japanese version of this instruction.
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Art & Psychology

Question: <image 1> #AFRSICHE I & ROEED/NEEIE_ T,
(<image 1> Based on the time signature, the number of measures/bars in the
following music score is 2

Question: <image 1> ERRD T — I L TREADBAERLTLE DI
RDSBENTETH?

(<image 1> Which of the following provides an effective explanation for the
data above?)

7 100
Options: : 50
A 6 Options: 5
B. 7 A, F T b EMFT (Operant conditioning)  w 4::
C. 5 B.  HHEZEM(TT (Classical conditioning) %
D. 4 e — i C. S NF=Z&AfH(F1F (Prepared conditioning) e 75}7«0)#&& "
,’,’7 % x .' 2 - .;'ﬁ;{ -— = = éi D. HZ%ER (Self-actualization) N
O : : 3 E. #%8%E (Observational learning) e
Business

Question: <image 1> RS NAZERIERD ENEFNTWETH ?
(<image 1> The provided image depicts a/an)

Question: &5 5 IX1929F 1 H1933FE X TOA > 7 LR L KEMKRKTHS
S OKEMBEERTED Y 8 — > TT: <image 1>,

19325 OHATHBOERE Y 2 — >~ FFATLEN?

(Here are inflation rates and U.S. stock market and Treasury bill returns

Options: d/Tu»» \\ between 1929 and 1933: <image 1> . What was the real return

A, EZHR (demand curve) on the stock market in 1932?) P T ——

B. 74 Yy 7 ZgH#R (Phillips curve) Options: 02 ras 08

C. 4ERfEH7R>T47 A, -1433% 60 o83 21
(production possibilities frontier) _ B.  -23.72% -95 -439 11

D.  #HEHEHRAR (aggregate supply curve) - C.  0.45% -103 99 10

E.  A—L>V@hi#R (Lorenz curve) MEO D 56.52% 05 57.3 03

Science
Question: Question:

BIE f(x) =x"2-6x+4 [ZhTET A, ZNEBHLMTT H ? <image 1>

(Is the function f(x) = x2 - 6x + 4 convex or concave? <image 1>)

Options:

A. M (Convex)

B. [ (Concave)

C. b5 THAL (Neither)
D. @7 (Both)

<image I>ESUGICBWT 2 IFAZRLTLES A

(<image 1>What does the ? represent in the nuclear reaction)

Options:

A. 77 7 K[ F (an alpha particle)
B. &7 (an electron)

C. HM¥F (aneutron)

D. 57 (aproton)

Lis+2- "Li,

Medicine

Question: 25FHEDBRIIFEA LM s BICh-2EHOME LI TLE
T CORLAREMEDRWERIZATT A ?: <image 1>

(25 year old immigrant with fever and several month history of cord problems. The
most likely etiology of this process is: <image 1>)

Options:

A. kY /8 / ¥ —=JE (Trypanosomiasis)

B. 7 XA —/\PEf 2% (Amebic encephalitis) 2 pe
C. ¥~ 7Y 7 (Cerebral malaria) . 3){ ﬂi[ g &
D. #EI%MEEEEZ (Tuberculous meningitis) B 0/ . 4 v
E. 7 A~RJLFILRE (Aspergillosis) L. 4 ’

Question:
ZOXIREETREN R ONDHHRIEATT A ? <image 1>
(What organ appears abnormal in this radiograph? <image 1>)

Options:
A. B (Stomach)

B. A& (Liver)

C. HBZE (Gallbladder)

D. +=3#&f5 (Duodenum)

Tech & Engineering

Question: <image 1> ICRENTWVWE Y X T LIZDWT,
AN 50u(t) D & EDEFEBREERDEI LY,

(For the system shown in <image 1>,

Find the steady-state error for an input of 50u(t).)

Options:

A 1759 R(s) + 5 C(s)
B. 27.59 e s(s+ 1)(s+2)

C. 3759

(s+3)

Question:
<image 1> DITHIDEEREF ENICHTEEY F9H07?

(What kind of matrix traversal is <image 1>?)

Options:
A TIOBEDOEE
(Normal traversal of the matrix.) &5 19234

B. fIloffZenER
(Row-wise traversal of the matrix.)

C. oz EnER
(Column-wise traversal of the matrix.)

D. {TIDRNAFNEE i
(spiral traversal of the matrix.) 1234812 16.15,14,13.9,5,. 6, 7. 11,10

5967
» +

9 10¢11 12
3

e e

13¢ 14+ 15¢16

Figure F: Examples in culture-agnostic subjects. Some images that contain English are translated.
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Japanese Art

Question: <image 1>13fAI & E5FRTL £ ? Question:

(What is the name of the work in <image 1>?) <image I>ICHEDNTLE AL FE > TLEHDIFBATLEL D ?
g (What is the person depicted in <image 1> holding?)

Options:

A A E RS

(The Diary of Murasaki Shikibu Emaki) Options:

B. Efk B e E /I (White gourd)

(The Sarashina Diary Emaki)

C. 144 H 52425 (The Kagero Diary Emaki)
D. B WS BiEicE

(The Diary of Sei Shonagon Emaki)

EE (Biwa)

A.

B. HIZ (Gourd)
©

D. #E (Basket)

Japanese Heritage

Question: Question: <image 1>7'% 2 #I TR X f-—HRIZ#HETL £ 5 ?
<image I>DBHDABNEMTL & 5 ? (Which clan prospered in the region with <image 1>?)
(What is the name of the castle in <image 1>?)

Options:

Options: A.  $REJREK (Kamakura Genji)
A.  &HEE (Nagoya Castle) B.  BEFILR (Fujiwara Hokke)
B.  3LBIHK (Hirosaki Castle) C. BEMEEFEK (Oshu Fujiwara)
C. ERIL (Hikone Castle) D. fE/REHEEK (Shinano Takeda)
D. Matsumoto Castle

Japanese History
Question: Question: <image 1>% HWCEBNE I h-7-1TA%
<image I>HYEE - BFOERIFHTL £ 5 ? § fews>clsed?

(Who was the senior councilor
when <image 1> occurred?)

(What is the act performed by the shogunate
using <image 1> called?)

Options: Options:

A, 7KEFEFB (Mizuno Tadakuni) A.  #&# (Fumi-e)

B. #FE(S (Matsudaira Sadanobu) B. 1&# (Land survey)

C.  &IEPUER (Toyama Kinjiro) — @3t C. #hE (Kango)

D. HBER (Tanuma Okitsugu) e P s 3. D. 4 (Sakoku)
World History

Question: Question:

5
*x

<image I>DFAEME NS TL &S ?
(What is the reign of <image 1> called?)

<image 1>H'&R T HEBIFFTL £ 5 ?

(What event is represented by <image 1>?)

Options:
A.  #H/ v Y DES (Humiliation of Canossa)
% B. 774 =3 »## (Avignon Captivity)
" C. ¥ a2AI>X®DOEE (Humiliation of Guyenne)
D. 7 # /L LARXDEE (Humiliation of Worms)

Options:
A.  HBEDA (Reign of Jogan)

B. FZLDIE (Reign of Kaiyuan)
C. KEDJA (Reign of Yongle)
D. ERERDIA (Reign of Kangxi)

Figure G: Examples in culture-specific subjects. The questions are created by Japanese native speakers and
requires knowledge of Japanese culture.
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