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Abstract

Negation has been a long-standing challenge
for language models. Previous studies have
shown that they struggle with negation in many
natural language understanding tasks. In this
work, we propose a self-supervised method
to make language models more robust against
negation. We introduce a novel task, Next Sen-
tence Polarity Prediction (NSPP), and a vari-
ation of the Next Sentence Prediction (NSP)
task. We show that BERT and RoBERTa fur-
ther pre-trained on our tasks outperform the
off-the-shelf versions on nine negation-related
benchmarks. Most notably, our pre-training
tasks yield between 1.8% and 9.1% improve-
ment on CondaQA, a large question-answering
corpus requiring reasoning over negation.

1 Introduction

Negation is a semantic phenomenon that alters an
expression to convey the opposite meaning. It is
a ubiquitous linguistic construct used in various
forms across all languages. Negation is present
in approximately 25% of English sentences (Hos-
sain et al., 2020). Language Models (LMs) achieve
remarkable performance in a wide range of nat-
ural language understanding tasks but have been
shown to struggle when negation is involved (Et-
tinger, 2020; Dobreva and Keller, 2021; Hosseini
et al., 2021; Jang et al., 2022). Truong et al. (2023)
showed that Larger LMs such as GPT-3 (Brown
et al., 2020) and InstructGPT (Ouyang et al., 2022)
are also insensitive to the presence of negation and
struggle to reason over it. Although larger state-of-
the-art models might be better at handling negation,
it is still important to address this issue in smaller
language models that are more computationally
efficient and cheaper to deploy.

Kassner and Schütze (2020) showed that
BERT (Devlin et al., 2019) often predicts the same
token when negation is added to a sentence. For
example, in the sentence A beagle is a type of

Sentence (S1): The computer screen stayed blank.

Next Sentence
Original (S2): It didn’t display any images.
Reversed Polarity (S′

2): It displayed some images.

Next Sentence Polarity Prediction (NSPP)
Input: S1

Label: Yes, the sentence after S1 (i.e., S2) has negation.

Next Sentence Prediction (NSP)
Input: (S1, S2), Label: Yes, S2 is the next sentence.
Input: (S1, S′

2), Label: No, S′
2 is not the next sentence.

Figure 1: An example of the training data for our
self-supervised tasks. The tasks are: (a) given a sen-
tence, predict whether the next sentence will contain
negation (NSPP) and (b) given two sentences, predict
whether the second sentence is a coherent continuation
of the first one (NSP).

[MASK], BERT predicts dog as the masked token
both in the original sentence and when the nega-
tion cue not is added to the sentence, A beagle is
not a type of [MASK]. We hypothesize that this
behavior is due to the lack of negation modeling
in pre-training. Specifically, the model has not
been exposed to instances where the addition (or
removal) of negation influences meaning and co-
herence within a discourse. We propose to further
pre-train LMs on two novel tasks that involve nega-
tion. The first task is the Next Sentence Polarity
Prediction (NSPP) task, where given a sentence,
the model predicts whether the next sentence will
contain negation. The second task is a variation of
the well-known Next Sentence Prediction (NSP)
task as introduced in BERT (Devlin et al., 2019).
However, in our version, we reverse the polarity
of the second sentence to form negative samples
rather than select random sentences from the doc-
ument. We define reversing polarity as adding (or
removing) negation to a sentence that contains (or
does not contain) negation. Figure 1 shows exam-
ples of the self-supervised tasks.
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The main contributions of this paper are:1

• Introducing two novel self-supervised tasks
for pre-training LMs for negation.

• Creating a large-scale dataset (≈6.4M sam-
ples) for these tasks.

• Showing that further pre-training BERT (De-
vlin et al., 2019) and RoBERTa (Liu et al.,
2019) independently on these tasks improves
performance on CondaQA (Ravichander et al.,
2022) and eight other negation-related bench-
marks. Joint pre-training on both tasks, how-
ever, does not always improve performance.

CondaQA, to the best of our knowledge, is the
largest corpus that requires reasoning over nega-
tion. It consists of 14,182 question-answer pairs
and over 200 unique negation cues. Addition-
ally, we also evaluate our models on three of the
NLU corpora analyzed by Hossain et al. (2022)
(QNLI (Rajpurkar et al., 2016), WiC (Pilehvar and
Camacho-Collados, 2019), and WSC (Levesque
et al., 2012)), and the new negation benchmarks
introduced by Hossain et al. (2020) for RTE (Da-
gan et al., 2006), SNLI (Bowman et al., 2015), and
MNLI (Williams et al., 2018). Finally, we evalu-
ate on LAMA (Petroni et al., 2019) and LAMA-
neg (Kassner and Schütze, 2020).

2 Related Work

Negation understanding studies have focused on
various aspects of negation, including negation de-
tection (Khandelwal and Sawant, 2020; Truong
et al., 2022; Morante and Daelemans, 2012), scope
detection (Qian et al., 2016; Jumelet and Hupkes,
2018; Fancellu et al., 2017; Morante and Daele-
mans, 2009; Li and Lu, 2018; Zhao and Bethard,
2020), and focus detection (Rosenberg and Bergler,
2012; Shen et al., 2019; Zou et al., 2014, 2015).

Recent studies have also focused on improving
the performance of LMs when negation is present.
Sarabi et al. (2019) introduced affirmative inter-
pretations, i.e., paraphrasing negated sentences
without using negation cues. Hossain and Blanco
(2022) and Rezaei and Blanco (2024) showed that
incorporating affirmative interpretations improves
the performance of LMs on negation-related bench-
marks. In this paper, we show that our pre-training
strategies outperform affirmative interpretations on
CondaQA. Unlike theirs, our pre-training does not
add any complexity at prediction time.

1All code and data available at https://github.com/
mhrezaei1/pretraining-negation under the Apache 2.0
license.

Hosseini et al. (2021) propose to augment nega-
tion understanding with BERT by unlikelihood
training and synthetic data generation. Singh et al.
(2023) repeats the pre-training procedure of BERT
(i.e., MLM and NSP) modified to improve negation
understanding. They add negation cues to the orig-
inal next sentences rather than choosing a random
sentence. Unlike them, we do not always add nega-
tion; instead, we reverse the polarity of the second
sentence for the NSP task. That is, half the time
we add negation to the next sentence and half the
time we remove it. We also introduce a novel task,
Next Sentence Polarity Prediction (NSPP), which
is not explored by previous work. As we shall see,
our pre-training outperforms previous work.

3 Empowering Language Models Against
Negation

We propose a self-supervised method to make LMs
more robust against negation. Our approach is to
further pre-train LMs on two tasks that involve
negation. These tasks are the Next Sentence Polar-
ity Prediction (NSPP) task and a variation of the
well-known Next Sentence Prediction (NSP) task.
None of these tasks require labeled data; any text
corpora are suitable. Also, they are not specific to
any domain or downstream task.

3.1 Next Sentence Polarity Prediction (NSPP)
We introduce NSPP as the task of predicting the
polarity of the next sentence given the current
sentence. Given a pair of consecutive sentences,
(S1, S2), the input to the model is only S1, and
the output is a binary label indicating whether S2

includes any negation cues or not. For example,
consider the following pair of sentences:

S1: The weather report showed sunny skies.
S2: But it didn’t stay that way.

Given only S1, the model should predict that the
following sentence includes negation cues.

3.2 Next Sentence Prediction (NSP)
NSP is a well-known task in LM pre-training as
first introduced by BERT (Devlin et al., 2019). The
NSP task is to predict whether two sentences are
consecutive. Devlin et al. (2019) (a) used consecu-
tive sentences from Wikipedia as positive examples
and (b) chose a random sentence from the same ar-
ticle to replace the second sentence and create a
negative example.

We propose a variation of the NSP task to im-
prove negation understanding. For a pair of con-
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secutive sentences, (S1, S2), we create the negative
pair (S1, S

′
2) where S′

2 is obtained by reversing the
polarity of S2. That is, if S2 includes negation cues,
we remove them, and vice versa.

3.2.1 Reversing Polarity
We define rules to add and remove negation cues
from sentences. These rules are used to create the
negative pairs (S1, S

′
2) in the NSP task. To stream-

line the process, we only work with sentences that
• include not, n’t, or never as negation cues;
• the negation cue modifies the main verb;
• are not questions; and
• contain exactly one negation cue.

To develop the rules, we collected a large set
of sentences from the English Wikipedia cor-
pus (Wikimedia-Foundation, 2024) that met these
criteria. We then generated the dependency tree
for each sentence with spaCy (Honnibal and Mon-
tani, 2017; Honnibal and Johnson, 2015) and an-
alyzed the frequency of outgoing edges from the
main verb. Afterward, we manually inspected the
most frequent tokens associated with each edge and
leveraged these patterns to develop the rules below.

We evaluated these rules by manually inspecting
100 samples. In 96% of them, the rules correctly
reverse polarity. Note that the goal here is not 100%
correctness—it is to automatically generate data for
pre-training with our tasks.

Adding negation. For sentences where the main
verb has no auxiliary verb, we insert the negation
cue directly and adjust the verb for tense and sub-
ject agreement. The cue never is always placed
directly before the main verb. We append n’t and
not directly after the main verb if it is one of the
following: were, was, is, are, do, will, would, may,
might, shall, should, can, could, or must. For exam-
ple, given the sentence “I was shopping.”, we add
not to create the sentence “I was not shopping.”.

If the main verb is a gerund or present participle,
we do not add n’t directly to it; instead, we place
not right before the verb. For present or past par-
ticiples, we replace it with its lemma and insert the
appropriate form of do before the lemma, ensuring
it matches the tense of the verb and person of the
subject. For present participles, we add do or does,
and for past participles, we add did. We then insert
not or n’t after the auxiliary verb. For example,
given the sentence “I went to the store,” the main
verb went is replaced with did not go, resulting in

“I did not go to the store.”

If the main verb has an outgoing edge labeled
aux or auxpass in the dependency tree, we add the
negation cue to the auxiliary verb. For example,
given the sentence “The store is closed,” we add n’t
to the auxiliary verb is to create the sentence “The
store isn’t closed.” However, for certain auxiliary
verbs such as might and may, it is not possible to
add n’t directly to them. In such cases, we only
add not or never to the sentences. Appendix A lists
the auxiliary verbs we work with and the rules for
adding each negation cue.

Additionally, to have more natural sentences
with negation cues, we replace modifiers such as
already and some with yet and any, respectively.

Removing negation. We begin by removing the
negation cue from the sentence and adjusting the
grammar accordingly. If the negation cue is n’t (as
in can’t or won’t), we remove n’t and replace the
auxiliary verb with its lemma (e.g., can and will).

Next, we remove any extra auxiliary verbs and
adjust the main verb based on tense and subject
agreement. If the auxiliary verb is did, we remove
did and use the past tense form of the main verb.
For example, given the sentence “I did not go to
the store,” we remove did and update go to went,
resulting in “I went to the store”. We apply the
same process for do and does. That is, we replace
the main verb with its base form or third-person
singular form, respectively.

We also replace negative polarity items such as
yet, at all, and any with their affirmative counter-
parts (already, somewhat, and some, respectively.)
Lastly, if but functions as a conjunction and is a
sibling of the main verb in the dependency tree, we
replace it with and.

A note on using LLMs. Although using LLMs
is expensive and time-consuming, we attempted to
use state-of-the-art LLMs to reverse the polarity
of sentences. We used the Llama-2 model (Tou-
vron et al., 2023) and the GPT-4 model (OpenAI,
2023). We tried several prompting approaches to
instruct the models to only add or remove negation
cues without modifying other parts of the sentence.
However, the models consistently made additional
modifications to keep the meaning of the sentence
intact. We hypothesize that this is because we
work with Wikipedia sentences, which are typically
about facts. Since these models are believed to be
trained to be truthful, they often refuse to generate
text that contradicts real-world facts. See exam-
ples of the prompts and outputs in Appendix B.
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3.3 Dataset

We begin by extracting all sentences from
Wikipedia containing negation that are not the first
sentence of a section, ensuring that each has a pre-
ceding sentence (S1) to provide context for the next
sentence (S2). Next, we retain only the sentences
where our rules for reversing polarity can be ap-
plied. We also extract affirmative sentences (i.e.,
without negation cues) along with their preceding
sentences (S1). To ensure the sentences are truly af-
firmative, we verify that none of the negation cues
from CondaQA are present. Additionally, we aim
to select the same number of affirmative sentences
from the same article as the negated sentences. If
this is not possible, the remaining sentences are
drawn from a different article. We obtain an equal
number of negated and affirmative sentences, re-
sulting in a total of ≈6.4M (S1, S2) pairs. The
negated and affirmative sentences are used as the
positive and negative examples for the NSPP task,
respectively. Next, we create (S1, S

′
2) pairs by re-

versing the polarity of the S2 sentences. We add
only one negation cue to the affirmative sentences
and ensure that we have the same distribution than
in the negated sentences for each article.

We randomly choose 25,000 (S1, S2) pairs along
with their corresponding (S1, S

′
2) pairs to create

the validation sets for pre-training. Half of the S2

sentences are negated and the other half are affir-
mative. The NSPP task does not need the (S1, S

′
2)

pairs. Therefore, the validation sets consists of
25,000 and 50,000 pairs for the NSPP and NSP
tasks, respectively.

4 Evaluation Benchmarks

We evaluate off-the-shelf LMs and versions further
pre-trained with our strategies on benchmarks that
require reasoning over negation. We primarily eval-
uate on CondaQA (Ravichander et al., 2022) and
provide results on eight other relevant benchmarks.
All the corpora that we work with are in English.

4.1 CondaQA

CondaQA (Ravichander et al., 2022) is a con-
trastive question-answering dataset. It is designed
to evaluate the ability of models to reason over
negation. The corpus consists of 14,182 question-
answer pairs. Each question is paired with a pas-
sage that contains the answer to the question. An-
swers to questions are either Yes/No/Don’t Know,
a span in the question, or a span in the passage.

It was created by extracting 1,289 passages from
the English Wikipedia which contained negation
phrases. They started with a collection of negation
cues (Morante et al., 2011; van Son et al., 2016)
and expanded them. There are over 200 unique
negation cues in CondaQA, including single-word
(e.g., not, never), affixal (e.g., un-lucky, in-correct),
and multi-word negation cues (e.g., a lack of, in-
stead of). They also include several parts of speech
tags such as verbs (e.g., refuse), nouns (e.g., ab-
sence), adjectives (e.g., uninterested), and adverbs
(e.g., incorrectly).

The authors of CondaQA instructed crowdwork-
ers to make three types of edits to each passage:

• Paraphrase: Rewrite the negated sentence.
• Scope: Change the scope of the negation, i.e.,

the part of the sentence that is negated.
• Affirmation: Remove the negation from the

sentence.
The paraphrase edit keeps the meaning un-

changed but the scope and affirmation edits change
the meaning of the sentence. The questions are
written by crowdworkers to target the implication
of the negated statement in the passage. The ques-
tions are then answered for the original and edited
passages. Appendix C shows examples.

Importantly, Ravichander et al. (2022) demon-
strated that CondaQA cannot be solved by models
relying solely on questions, edit types, or cues.
This ensures that the dataset is free from artifacts
that models could exploit to solve the task.

We evaluate our models on the CondaQA dataset
using the accuracy and group consistency metrics.
The term group refers to the original passage and
either all three or one of the edited passages. Group
consistency measures the percentage of questions
answered correctly for all the passages in a group.
Group consistency is arguably more important, as
being robust against negation means being able to
answer the question correctly with all original and
edited passages.

4.2 Other Corpora
NLI and NLU Corpora. Hossain et al. (2020)
and Hossain et al. (2022) analyzed negation in ex-
isting NLI and NLU corpora. They showed that
there are few negation cues in these corpora, and
the cues are often unimportant for the task. That
is, negation can be removed from the sentences
without changing the label of the example.

Furthermore, they introduced three new nega-
tion benchmarks built from existing NLI corpora.
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Figure 2: Trends in pre-training transformers on NSPP, NSP, and both tasks jointly from left to right. Validation loss
decreases as the model is trained on larger subsets of the corpus. We stop training when the validation loss plateaus.

They worked with RTE (Dagan et al., 2006; Bar-
Haim et al., 2006; Giampiccolo et al., 2007; Ben-
tivogli et al., 2009), SNLI (Bowman et al., 2015),
and MNLI (Williams et al., 2018). To create their
benchmarks, they randomly selected 500 text and
hypothesis pairs from each corpus. They then
added negation cues to the main verb of the text and
hypothesis sentences to create three new pairs from
each original pair. The new pairs were manually an-
notated using the labels of the original benchmarks.
Appendix D contains more details and examples
from the NLU and NLI corpora that we work with.

LAMA and LAMA-Neg. LAMA probe (Petroni
et al., 2019) is a benchmark for evaluating the
factual and commonsense knowledge of lan-
guage models. LAMA is composed of various
datasets, namely GoogleRE,2 T-REx (Elsahar et al.,
2018), ConceptNet (Speer and Havasi, 2012), and
SQuAD (Rajpurkar et al., 2016). The input to the
model is a sentence with a masked token. The goal
is to correctly predict the masked token. LAMA-
Neg (Kassner and Schütze, 2020) is a variant of
LAMA where negation cues are inserted into the
sentences. The model is supposed to predict any
token other than the original token. Appendix E
provides more information about these corpora.

5 Experiments

First, we further pre-train transformers on the tasks
described in Section 3. Then, evaluate the models
on the benchmarks described in Section 4.

5.1 Pre-training LMs for Negation
We use base and large versions of BERT (Devlin
et al., 2019) and RoBERTa (Liu et al., 2019) as our
baseline models. We further pre-train the models
on NSPP and NSP tasks individually and jointly.
Since BERT and RoBERTa are already pre-trained
on Wikipedia using masked language modeling,

2code.google.com/archive/p/relation-extraction-corpus/

further masked language modeling during our pre-
training is redundant. We use Transformers (Wolf
et al., 2020) and PyTorch (Paszke et al., 2019) li-
braries. We use the Adam optimizer (Kingma and
Ba, 2017) with a learning rate of 1e− 6 and Cross-
Entropy loss for both tasks. We use early stopping
with a patience of 3 epochs on the validation set.

For joint training on NSPP and NSP tasks, we
use the same learning rate and optimizer. The out-
put of the model’s last layer is fed into two separate
linear layers, each predicting the label for its re-
spective task. The total loss is computed as the
sum of the individual task losses. The input to the
model remains the same as in the NSP task, with
two sentences concatenated using the special token
[SEP]. When pre-training only on the NSPP task,
the input is only the first sentence S1. However, the
presence of the second sentence in the input when
pre-training jointly does not make the task trivial.
Note that in the NSP task, we reverse the polarity
of the second sentence half of the time. Therefore,
even if the model looks for negation cues in the
second sentence, it cannot rely on them to predict
the polarity of the next sentence in the NSPP task.

Training on the entire corpus (≈12.8M sentence
pairs for NSP and ≈6.4M for NSPP) is computa-
tionally expensive and time-consuming. Instead,
we train on smaller subsets of the corpus, gradually
increasing their sizes as training progresses, until
the validation loss plateaus. Figure 2 plots losses as
more pre-training data is used. We observe similar
trends for BERT and RoBERTa models across both
base and large configurations. We stop pre-training
after 1M sentence pairs, except for the large mod-
els trained on NSP and NSPP tasks, where we stop
after 500K pairs. While the loss reduction on the
NSPP task is not as substantial as on the NSP task,
the model still demonstrates improved performance
on downstream tasks.
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Accuracy Group Consistency

# Params. All Ori. Par. Sco. Aff. All Par. Sco. Aff.

From Ravichander et al. (2022)
RoBERTa-large 355M 54.1 n/a n/a n/a n/a 13.6 51.6 26.5 27.2
UnifiedQA-v2-base 220M 58.0 n/a n/a n/a n/a 17.5 54.6 30.4 33.0
UnifiedQA-v2-large 770M 66.7 n/a n/a n/a n/a 30.2 64.0 43.7 46.5
UnifiedQA-v2-3B 3B 73.3 n/a n/a n/a n/a 42.2 72.8 55.7 57.2

From Rezaei and Blanco (2024)
RoBERTa-large + Affir. 355M 67.1 68.5 68.0 61.8 69.7 31.4 61.9 43.8 50.7

Our study
BERT-base 110M 45.4 44.8 44.7 45.0 47.3 3.4 40.5 15.2 14.1

+ NSPP 47.2∗ 48.7∗ 48.1∗ 46.3 45.7 2.7 45.9 16.3 12.0
+ NSP 47.8∗ 48.8∗ 49.4∗ 45.9 46.9 3.6 44.2 16.8 13.7
+ NSPP + NSP 47.8∗ 49.8∗ 50.0∗ 47.6 43.7 2.9 46.3 17.2 12.1

BERT-large 336M 48.5 49.4 49.6 47.0 47.8 3.6 45.7 16.5 13.6
+ NSPP 51.8∗ 51.8 51.0 49.7 54.5∗ 8.4 41.1 23.3 24.0
+ NSP 51.9∗ 53.3∗ 51.0 50.5∗ 52.7∗ 11.1 45.2 25.5 25.5
+ NSPP + NSP 50.3∗ 52.0∗ 51.9∗ 48.4 48.6∗ 4.9 46.5 19.8 16.3

RoBERTa-base 125M 48.2 50.1 49.9 48.5 44.1 2.4 48.4 17.0 11.1
+ NSPP 56.1∗ 56.2∗ 55.4∗ 53.7∗ 59.0∗ 16.9 49.5 30.1 33.1
+ NSP 57.3∗ 57.8∗ 57.9∗ 53.7∗ 59.6∗ 17.6 50.4 30.8 34.6
+ NSPP + NSP 56.7∗ 59.7∗ 56.4∗ 53.2∗ 57.4∗ 15.6 50.4 29.8 34.1

RoBERTa-large 355M 64.9 66.6 66.3 60.7 65.6 29.6 61.9 41.4 45.8
+ NSPP 67.3∗ 69.7∗ 69.1∗ 62.9 67.0 33.5 64.6 46.3 50.2
+ NSP 68.0∗ 71.1∗ 70.2∗ 63.3∗ 67.1 34.0 67.0 46.6 50.1
+ NSPP + NSP 68.3∗ 69.7∗ 69.8∗ 64.8∗ 68.7∗ 34.8 64.4 47.0 50.5

Table 1: Results on CondaQA test set. The first group of rows shows the results from previous work. The second
group of rows shows the results of further pre-training on our tasks. An asterisk (∗) indicates a statistically significant
improvement (McNemar’s test (McNemar, 1947), p < 0.05) over off-the-shelf version of LMs. Pre-training BERT
and RoBERTa on any of our tasks statistically significantly outperforms off-the-shelf LMs. RoBERTa-large pre-
trained on any of the tasks achieves higher group consistency (and accuracy) than (1) using affirmative interpretations
and (2) UnifiedQA-v2-large, which has been pre-trained on ≈1M annotated question-answer pairs.

5.2 Downstream Tasks

For the downstream tasks (other than LAMA that
has no training set), we further fine-tune the pre-
trained models on the benchmarks described in
Section 4. More details on the implementation and
hyperparameters are provided in Appendix F.

6 Results and Discussion

We first present the results on CondaQA and then
on the eight other corpora introduced in Section 4.

6.1 Results on CondaQA

Table 1 presents the results with the CondaQA
test set. BERT and RoBERTa models further pre-
trained on any of our tasks consistently achieve
1.8%-9.3% higher accuracy compared to the off-
the-shelf models. Importantly, all improvements
are statistically significant. Group consistency,
which according to Ravichander et al. (2022) is
a more reliable metric for evaluating the ability of
models to reason over negation, also improves for

all models. The only exception is BERT-base pre-
trained on NSPP or both tasks jointly where the
difference is marginal (2.7% and 2.9% vs. 3.4%).
Most notably, RoBERTa-base pre-trained on any of
the tasks achieves between 15.6% and 17.6% group
consistency compared to 2.4% of off-the-shelf.

Recall that the affirmation edit of the negated
sentences is obtained by undoing negation (i.e., re-
moving negation cues), then the edited sentence
is affirmative. We observe that the same improve-
ments on accuracy and group consistency hold with
the affirmation edits as well (except for the BERT-
base models). This suggests that our proposed pre-
training tasks enhance model robustness beyond
just reasoning over negation.

UnifiedQA-v2 (Khashabi et al., 2022) models
outperform off-the-shelf RoBERTa models. How-
ever, they have been fine-tuned on ≈1M question-
answering pairs. Our models, in contrast, have
not been pre-trained on any question-answering
data yet outperform UnifiedQA-v2 with similar
amount of parameters. All RoBERTa-large (355M)
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RTE SNLI MNLI

Original Negated Original Negated Original Negated
dev devneg dev devneg dev devneg

BERT-base 64.6 53.7 52.7 89.9 89.4 44.8 84.5 84.3 63.5
+ NSPP 66.4 61.0 60.7 90.9 91.7 50.9 84.6 84.7 63.8
+ NSP 65.0 61.0 74.5 90.8 90.3 47.4 84.5 84.5 65.0
+ NSPP + NSP 65.0 58.5 57.8 90.9 91.7 47.4 84.6 84.7 65.1

NBERT-base (Singh et al., 2023) 71.1 56.1 71.1 90.6 90.7 44.8 83.4 82.8 63.8
BERTNOT (Hosseini et al., 2021) 70.0 n/a 74.5 89.0 n/a 46.0 84.3 n/a 60.9

BERT-large 67.5 56.1 53.4 91.6 92.6 50.0 86.2 86.1 67.5
+ NSPP 67.1 56.1 69.1 91.5 91.2 51.9 86.3 86.3 67.9
+ NSP 66.5 70.7 78.9 91.4 92.2 52.7 86.1 86.3 67.7
+ NSPP + NSP 67.5 61.0 59.4 91.4 91.7 52.7 86.5 86.5 67.9

NBERT-large (Singh et al., 2023) 72.2 51.2 74.2 91.6 91.2 50.3 65.4 70.0 66.7

RoBERTa-base 70.8 61.0 58.7 92.1 91.7 55.2 87.8 88.0 67.1
+ NSPP 73.3 73.2 67.7 91.9 90.3 55.5 87.4 87.6 67.5
+ NSP 78.0 73.2 78.7 91.7 90.8 54.6 87.9 88.4 66.5
+ NSPP + NSP 78.7 75.6 81.0 91.9 90.8 55.4 87.8 88.1 68.1

NRoBERTa-base (Singh et al., 2023) 73.5 79.1 79.0 91.0 91.3 50.8 88.0 87.2 66.2

RoBERTa-large 83.4 92.7 84.7 93.1 93.1 56.0 90.6 90.7 69.9
+ NSPP 83.8 87.8 81.1 92.8 93.1 53.6 89.8 90.0 69.7
+ NSP 84.5 85.4 87.2 93.0 92.6 56.5 90.2 90.2 69.9
+ NSP + NSPP 83.4 87.8 75.4 93.0 93.5 56.1 90.3 90.2 69.7

NRoBERTa-large (Singh et al., 2023) 88.4 80.4 88.4 91.5 92.3 56.5 89.0 89.2 69.6

Table 2: Results on the natural language inference tasks. We report accuracy on the development sets (dev) and the
subset of the development sets that contain negation (devneg). Additionally, we evaluate the models on the new pairs
created by Hossain et al. (2020) that add negation to the main verb of the text and hypothesis sentences (Negated).
Further pre-training on NSP consistently outperforms the off-the-shelf models on the new negated pairs (except for
RoBERTa-base on SNLI and MNLI). It also outperforms the previous work other than RoBERTa on RTE.

models pre-trained on our tasks outperform the
large (770M) UnifiedQA-v2 model by 3.3%-4.6%
in group consistency and 0.6%-1.6% in accuracy.

Additionally, we compare our models with the
previous work by Rezaei and Blanco (2024). They
automatically generate affirmative interpretations
of the negated sentences and add them to the input.
However, pre-training on any of our tasks is more
effective than coupling the input with affirmative
interpretations (2.1%–3.4% in group consistency
and 0.2%–1.2% improvement in accuracy). Impor-
tantly, our method bypasses the need to generate
affirmative interpretations of the negated sentences.

While pre-training on any of the tasks is benefi-
cial, we observe that pre-training on NSP consis-
tently outperforms pre-training on NSPP. Jointly
training on both tasks improves the performance for
the RoBERTa-large model by 0.3% in accuracy and
0.8% in group consistency. However, it decreases
the performance for the rest of the models. This is
likely because the NSP task is easier to learn as it
requires the model to predict the coherence of the
two sentences in the input. The NSPP task, on the
other hand, is more challenging and requires the

model to predict the polarity of a sentence solely
based on the previous sentence. We hypothesize
that when trained jointly, the NSPP task introduces
complexity that interferes with the model’s ability
to effectively learn tasks and reason over negation.

Additionally, we ran an ablation experiment
where we only added or removed negation cues
in the pre-training data. Appendix G shows that
reversing sentence polarity is consistently more
effective than only adding or removing negation
cues. Interestingly, pre-training on only one type
of instances (add or remove negation) also statis-
tically significantly outperforms the off-the-shelf
models for all models other than BERT-large. We
also observe that pre-training with the subset of
the data that includes only adding negation is more
beneficial than pre-training with the subset of the
data that includes only removing negation.

6.2 Results on the Other Corpora

NLI Corpora. Table 2 presents the results on
RTE, SNLI, and MNLI. Pre-training does not sub-
stantially change the accuracy on all the original
instances. They are all within -1% to +1.8% of the
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QNLI WiC WSC

All w/o neg w/ neg All w/o neg w/ neg All w/o neg w/ neg
All imp. unimp.

BERT-base 0.88 0.88 0.88 0.65 0.89 0.69 0.71 0.59 0.52 0.44 0.60
+ NSPP 0.87 0.87 0.88 0.90 0.84 0.71 0.71 0.68 0.53 0.42 0.63
+ NSP 0.91 0.91 0.89 0.85 0.89 0.70 0.71 0.67 0.56 0.48 0.63
+ NSPP + NSP 0.91 0.91 0.90 0.85 0.90 0.70 0.71 0.68 0.52 0.42 0.62

BERT-large 0.89 0.90 0.87 0.80 0.87 0.69 0.70 0.62 0.51 0.44 0.58
+ NSPP 0.92 0.93 0.90 0.70 0.90 0.69 0.70 0.63 0.56 0.48 0.63
+ NSP 0.92 0.93 0.90 0.75 0.90 0.69 0.69 0.68 0.55 0.46 0.63
+ NSPP + NSP 0.90 0.90 0.88 0.80 0.88 0.68 0.69 0.65 0.60 0.54 0.65

RoBERTa-base 0.93 0.93 0.91 0.70 0.91 0.69 0.70 0.62 0.61 0.58 0.63
+ NSPP 0.93 0.93 0.92 0.75 0.92 0.68 0.68 0.67 0.63 0.65 0.62
+ NSP 0.93 0.93 0.92 0.80 0.92 0.68 0.68 0.67 0.61 0.60 0.63
+ NSPP + NSP 0.92 0.93 0.91 0.75 0.92 0.68 0.68 0.71 0.63 0.66 0.62

RoBERTa-large 0.93 0.93 0.92 0.78 0.92 0.71 0.71 0.66 0.69 0.67 0.71
+ NSPP 0.94 0.94 0.93 0.95 0.93 0.71 0.71 0.65 0.66 0.58 0.75
+ NSP 0.94 0.94 0.93 0.95 0.93 0.71 0.72 0.67 0.77 0.79 0.75
+ NSPP + NSP 0.94 0.95 0.93 0.95 0.93 0.71 0.72 0.68 0.76 0.73 0.79
w/ Affir. Interpret. 0.94 0.94 0.92 0.89 0.92 0.73 0.73 0.70 0.71 0.68 0.75

Table 3: Macro-averaged F1 scores on the validation sets of natural language understanding benchmarks. We
report the performance on the original instances and the subset of instances that contain negation. All instances
with negation in WiC and WSC are unimportant (i.e. can be answered without considering negation). The main
takeaways are: (a) pre-training on NSP consistently improves the performance on instances with negation, and (b)
pre-training on NSPP or joint pre-training is also either beneficial or does not substantially change the performance.

off-the-shelf models other than a 2.5%-7.9% im-
provement on RTE with RoBERTa-base. This sug-
gests that our models still perform as good as the
off-the-shelf models when negation is not present.
Interestingly, joint training on both tasks does not
improve the performance over pre-training on NSP
for any of the models other than RoBERTa-base.

According to Hossain et al. (2020), the original
development sets contain too few negated instances
to assess model performance on negation. Hence,
we focus on their newly created negated pairs. See
Appendix H for detailed results on each pair type.

Further pre-training BERT models on any of
the tasks consistently outperforms the off-the-shelf
models on the new negated pairs (RTE: 5.1%-
25.5%, SNLI: 1.9%-6.1%, MNLI: 0-1.6%). Im-
portantly, the models further pre-trained on NSP
outperform the previous work of Hosseini et al.
(2021) and Singh et al. (2023) by 0%-4.2% and 1%-
4.7%, respectively. RoBERTa shows limited im-
provements from further pre-training compared to
BERT models. The base model benefits more from
jointly pre-training, outperforming the off-the-shelf
model and the previous work. The large model,
however, benefits more from pre-training on NSP
but does not outperform the previous work on RTE.
Pre-training on NSPP consistently improves per-

formance across all models, except for RoBERTa-
large. However, other than a 3.5% improvement on
SNLI with BERT-base, it is either less effective or
within +1% of the models pre-trained on NSP.

NLU Corpora. Table 3 presents the results on
the validation sets of natural language understand-
ing tasks. Following prior work, we report macro-
averaged F1 scores on the validation sets as some
test labels are not publicly available. The re-
sults demonstrate that further pre-training consis-
tently improves performance on instances contain-
ing negation or, at worst, causes a negligible de-
cline (a marginal 0.01% decrease with RoBERTa-
base on WSC.) On average, pre-training yields
a 3.11% improvement across all tasks. Notably,
the most significant improvements are observed
on WiC with base models (achieving an average
increase of 7.5%) and on WSC with large models
(performance improves by 6.0% on average.) Im-
portantly, all models pre-trained on NSP or NSPP
outperform off-the-shelf versions on important in-
stances in QNLI, with the only exceptions being
BERT-large pre-trained on either NSPP or NSP.

LAMA and LAMA-Neg. Table 4 presents the
results on LAMA-Neg. It is important to note that
achieving 0% error rate on the LAMA-Neg task
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LAMA-Neg SQuAD ConceptNet TREx GoogleRE

BERT-base 13.16 3.16 22.31 3.49
+ NSPP 7.89 2.34 6.93 0.37
+ NSP 5.26 1.49 2.35 0.63
+ NSPP + NSP 9.87 1.81 3.08 0.65

BERT-large 15.79 4.05 24.88 2.04
+ NSPP 10.86 2.43 9.23 1.95
+ NSP 7.57 2.27 5.71 0.03
+ NSPP + NSP 8.22 2.58 7.59 0.60

RoBERTa-base 9.21 2.87 11.36 0.65
+ NSPP 4.28 1.04 1.81 0.18
+ NSP 4.61 1.13 0.31 0.00
+ NSPP + NSP 3.29 1.33 0.21 0.00

RoBERTa-large 13.49 4.63 14.32 1.03
+ NSPP 3.29 1.11 3.08 0.26
+ NSP 5.92 1.88 0.38 0.00
+ NSPP + NSP 4.28 1.11 0.78 0.00

Table 4: We report the mean top 1 error rate for negated
LAMA queries. The lower the error rate, the better
the model. All our models outperform the off-the-shelf
models.

only requires a model to behave randomly in the
presence of negation. Therefore, while low top-1
mean error rates can serve as a sanity check, they
do not reliably indicate the ability of the models to
reason over negation. Nevertheless, our models out-
perform the off-the-shelf models on LAMA-Neg,
with error rates reduced by 0.09 to 19.96 points
(6.19 on average). Table 5 presents the mean pre-
cision at k = 1 on the original LAMA dataset.
Crucially, except for RoBERTa models jointly pre-
trained on both NSP and NSPP, all other models
remain within ±1.65% of the vanilla models. Most
notably, models pre-trained on NSP and NSPP con-
sistently outperform the vanilla models on SQuAD
by 0.33%-1.32%, with the exception of BERT-base
pre-trained on NSPP, which performs 0.32% worse.
It is important to note that LAMA does not contain
negated instances. Therefore, improvements are
not necessarily expected. However, the fact that
the models remain within ±1.65% of the vanilla
models, coupled with the substantial improvements
on LAMA-neg (Table 4) and other corpora, demon-
strates that the models achieve more robustness
to negation while maintaining competitive perfor-
mance on inputs without negation.

7 Conclusion

In this work, we proposed a self-supervised method
to make language models more robust against nega-
tion. We introduced two tasks to further pre-train
LMs: (a) the novel task of Next Sentence Polar-

LAMA SQuAD ConceptNet TREx GoogleRE

BERT-base 13.11 12.71 29.48 9.25
+ NSPP 12.79 12.72 29.01 9.52
+ NSP 14.43 12.02 28.78 9.90
+ NSPP + NSP 14.10 12.53 29.32 8.92

BERT-large 15.74 15.17 30.02 9.78
+ NSPP 16.72 15.38 29.75 9.85
+ NSP 17.05 14.40 29.00 10.03
+ NSPP + NSP 17.38 14.07 28.93 9.98

RoBERTa-base 9.18 14.77 11.93 2.77
+ NSPP 9.84 14.73 11.80 2.78
+ NSP 10.16 14.42 11.28 2.44
+ NSPP + NSP 8.20 12.06 6.76 2.36

RoBERTa-large 13.44 18.28 15.48 2.24
+ NSPP 13.77 17.59 13.80 2.78
+ NSP 14.10 18.32 15.46 2.28
+ NSPP + NSP 7.54 17.34 3.68 0.64

Table 5: We report the mean precision at k = 1 on the
original LAMA dataset. The higher the precision, the
better the model. Other than RoBERTa models jointly
pre-trained on both tasks, all our models are within
±1.65% of the vanilla models.

ity Prediction (NSPP) and (b) a variation of the
Next Sentence Prediction (NSP) task that involves
reversing the polarity of the second sentence in-
stead of selecting a random sentence. Pre-training
data for these tasks can be generated from any text
corpus, and the tasks do not require any human
annotations. Our experiments showed that further
pre-training BERT and RoBERTa models on these
tasks consistently improves their performance on
a range of negation-related benchmarks, particu-
larly on the challenging CondaQA corpus. No-
tably, while both NSPP and NSP tasks are ben-
eficial, the NSP task yields consistently stronger
improvements than the challenging NSPP task. Per-
haps surprisingly, training on both tasks jointly
does not provide further benefits. Future research
could explore additional model architectures and
pre-training corpora beyond Wikipedia or include
more contextual information (more than two sen-
tences) in the pre-training tasks.

Limitations

We experiment with two models, RoBERTa and
BERT, and a single pre-training dataset, Wikipedia.
Future work may consider other models and pre-
training datasets. Our rules for reversing polarity
only cover “not”, “n’t”, and “never”. However,
they are still effective in making models more ro-
bust against negation in general—recall that Con-
daQA has over 200 unique negation cues. Future
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work may consider working with more sophisti-
cated rules to reverse the polarity of the sentences.
We also only experiment with models pre-trained
on 500K and 1M instances. Future work may con-
sider training on the whole corpus and evaluate the
performance on downstream tasks. Additionally,
all the corpora we work with are in English. We
acknowledge that negation may be expressed dif-
ferently in other languages and this work may not
generalize to other languages. We note, however,
that the proposed tasks are language-agnostic and
can be applied to other languages.

Ethics Statement

The work in this paper does not involve human
subjects. We only use publicly available datasets
and models. We do not collect any personal infor-
mation. Therefore, this work does not raise any
ethical concerns.
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A Details of Reversing Polarity

Table 6 shows the auxiliary verbs that we work
with and how we add each of the three negation
cues (not, n’t, never) to them. Some auxiliary verbs
do not have a corresponding form for adding “n’t”
such as having, may and might. If there are multiple
auxiliary verbs for a single verb, we only negate
the one that is most commonly used. For example,
in the sentence She might have been sleeping when
you called. we only negate have and not might:
She might have not been sleeping when you called.
The result is grammatically correct, but it may not
be the most common form in English.

B LLMs for Reversing Polarity

We attempted to use state-of-the-art LLMs to re-
verse the polarity of sentences. Figure 3 shows ex-
amples of Llama-2-7B failing to remove the nega-
tion cue from a sentence. The model points out
that the sentence without the negation cue is factu-
ally incorrect or incoherent. Asking the model to
focus only on the grammar and remove the nega-
tion cue results in the model returning the original
sentence without any changes. We did not experi-
ment with larger versions of Llama-2 such as 13B
or 70B due to the high computational cost and time
required to run the models given the large number
of sentences we need to reverse the polarity of (We
have ≈ 12.8M sentences in our dataset, of which
we used 500K or 1M sentences for pre-training
RoBERTa). Our observations suggest that Chat-
GPT is better at reversing the polarity of sentences,
however, other than being expensive, it fails in
some cases as well (Figure 4). Adding negation is
also challenging for Llama-2-7B (Figure 5).

C CondaQA Example

Figure 6 shows an example sentence with the three
types of edits. We also provide an example from
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Prompt: Remove “not” from the following sentence: Large amounts of heat are wasted when
the boiler is not insulated

Llama-2-7B: I apologize, but I cannot provide an answer to that question as it does not make sense.
Insulation is not a source of heat, and it is not possible for heat to be wasted through a
lack of insulation. Additionally, the sentence is not coherent as boilers are not capable of
producing heat. Could you please rephrase or provide more context for your question?
I’ll be happy to help as best I can.

Prompt: Remove any negation from the following sentence: Large amounts of heat are wasted
when the boiler is not insulated.

Llama-2-7B: Thank you for reaching out! I’m here to help you in a safe and respectful manner.
I understand that you want me to remove any negation from the sentence “Large
amounts of heat are wasted when the boiler is not insulated.” However, I must point
out that the sentence itself is factually incoherent as heat cannot be wasted, as it is a
fundamental physical quantity that is always conserved. Instead, I suggest rephrasing
the sentence to something more accurate and coherent, such as: “Proper insulation
of the boiler can help reduce heat loss and save energy.” This way, we can provide a
helpful and informative answer without promoting false or misleading information. Is
there anything else I can assist you with?

Prompt: Simply remove any negation cues from the following sentence and fix the grammar.
Do not change anything else.
Large amounts of heat are wasted when the boiler is not insulated.

Llama-2-7B: Sure, I’d be happy to help! Here’s the revised sentence without any negation cues and
with corrected grammar:
Large amounts of heat are wasted when the boiler is not insulated.

Figure 3: Examples of Llama-2-7B failing to remove the negation cue from a sentence. The model resists removing
the negation cue, arguing that the sentence is factually incorrect or incoherent. In the last example, the model returns
the original sentence without any changes claiming that it has removed the negation cue and fixed the grammar.

Prompt: Please remove “n’t” from the following sentence and fix the structure of the sentence.
Do not try to fix the sentence in terms of factuality. According to Russel, the system
can recognise 50 words and identifies the correct word 94.14% of the time but also skips
words that it can’t identify 18% of the time.

ChatGPT: According to Russell, the system can recognize 50 words and identifies the correct word
94.14% of the time, but also skips words that it cannot identify 18% of the time.

Prompt: Please remove any negation cues from the following sentence and fix the structure of the
sentence. Do not try to fix the sentence in terms of factuality. According to Russel, the
system can recognise 50 words and identifies the correct word 94.14% of the time but also
skips words that it can’t identify 18% of the time.

ChatGPT: According to Russel, the system recognizes 50 words, identifies the correct word 94.14%
of the time, and skips words it cannot identify 18% of the time.

Figure 4: Examples of prompting ChatGPT to remove negation cues from a sentence. In the first example, the
model replaces the negation cue “can’t” with “cannot”. Updating the prompt and asking the model to remove any
negation cues rather than specifically “n’t” results in the same problem.
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Aux. not n’t never

be not be - never be
being not being - never being
was was not wasn’t was never
is is not isn’t is never
were were not weren’t were never
have have not haven’t have never
having not having - never having
had had not hadn’t had never
’ve ’ve not - ’ve never
do do not don’t do never
does does not doesn’t does never
did did not didn’t did never
can can not can’t can never
could could not couldn’t could never
will will not won’t will never
’ll ’ll not - ’ll never
would would not wouldn’t would never
shall shall not shan’t shall never
should should not shouldn’t should never
must must not - must never
may may not - may never
might might not - might never

Table 6: Auxiliary verbs that we work with and how each negation cue is added to them.

Prompt: Add the negation cue “not” to the following sentence: Late at night, Tod sneaks over to
visit Copper.

Llama-2-7B: I’m glad you’re here to ask me questions! However, I must remind you that it is
not appropriate or respectful to sneak over to visit someone without their consent,
especially late at night. It’s important to prioritize people’s privacy and personal
boundaries. Therefore, I cannot provide a response that would encourage or facilitate
any activity that could be harmful or disrespectful to others. Is there anything else I can
help you with?

Prompt: Add the negation cue “not” to the main verb of the following sentence. You do not
need to worry about the factuality or appropriateness. This is a grammar exercise. Late
at night, Tod sneaks over to visit Copper.

Llama-2-7B: Not late at night, Tod sneaks over to visit Copper.

Figure 5: An example of Llama-2-7B adding the negation cue “not” to a sentence. The model resists adding the
negation cue, arguing that the sentence is inappropriate or disrespectful. When asked to add the negation cue without
considering the appropriateness or factuality of the sentence and focusing on grammar, the model adds the negation
cue to the beginning of the sentence instead of the main verb.
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Type Example

Original He didn’t go to the store, but he went to the
park.

Paraphrase He went to the park but not the store.
Scope He went to the store, but he didn’t go to the

park.
Affirmation He went to the store and the park.

Figure 6: Three types of edits in CondaQA are applied
to an example sentence.

CondaQA in Figure 7. The original passage has
been selected from the English Wikipedia and con-
tains a sentence with negation. Three edits are
made to the passage to create the edited passage:
a paraphrase edit (i.e. rewriting the sentence), a
scope edit (i.e. changing the scope of negation),
and an affirmation edit (i.e. undoing negation).
The question is answered based on the original
and edited passages (a group). A model needs to
answer all the questions in a group correctly to
achieve group consistency.

D NLU and NLI Corpora

QNLI (Rajpurkar et al., 2016) is a natural language
inference dataset created from the Stanford Ques-
tion Answering Dataset (SQuAD) (Rajpurkar et al.,
2016). It contains questions and sentences that
are answers to other questions from SQuAD. The
task is to determine whether the context sentence
contains the answer to the question. WiC (Pile-
hvar and Camacho-Collados, 2019) is a word sense
disambiguation dataset. It contains sentence pairs
where a word can have the same or different mean-
ings in the two sentences. The task is to determine
whether the word has the same meaning in the two
sentences. WSC (Levesque et al., 2012) is a coref-
erence resolution dataset. It contains sentences
where a pronoun can refer to different entities in
the sentence. The task is to determine whether a
pronoun and a noun phrase are co-referential.

We present examples from the NLU and NLI
corpora used in this work in Figure 8. The exam-
ples are from the development sets of the corpora
other than the examples from the new instances
with negation created by Hossain et al. (2020) for
MNLI, RTE, and SNLI.

E LAMA and LAMA-Neg

The LAMA (Language Model Analysis) dataset,
introduced by Petroni et al. (2019), serves as
a probe for evaluating the factual and common-

sense knowledge embedded within pre-trained lan-
guage models. It consists of facts structured as
subject-relation-object triples or question-answer
pairs, which are transformed into cloze-style sen-
tences to test whether language models can predict
the correct masked token. LAMA encompasses var-
ious knowledge sources covering a range of factual
and commonsense relations.

SQuAD (Rajpurkar et al., 2016) the ability
of models to answer natural language questions
by transforming them into cloze-style sentences.
Google-RE3 assesses the ability to retrieve facts
about dates, places of birth, and places of death. T-
REx (Elsahar et al., 2018), which contains a larger
set of relations derived from Wikidata, challenges
the models on their ability to generalize across a
broader range of facts, although some noise ex-
ists due to the automatic alignment to Wikipedia.
ConceptNet (Speer and Havasi, 2012), on the other
hand, tests commonsense reasoning by providing
facts about everyday concepts and relationships.

LAMA-Neg, introduced by Kassner and Schütze
(2020), extends the LAMA dataset by incorporat-
ing negated instances to evaluate the ability of pre-
trained language models to handle negation. The
dataset transforms positive cloze statements from
LAMA into their negated counterparts by inserting
negation cues such as “not” (e.g., “Einstein was
born in [MASK]” becomes “Einstein was not born
in [MASK]”). This addition allows them to probe
whether models can correctly differentiate between
positive and negative factual assertions. The model
is expected to predict any token other than the orig-
inal masked token in the negated variant.

F Implementation Details

Batch sizes used for pre-training the off-the-shelf
RoBERTa and BERT models on different training
set sizes are shown in Table 7. We use a learning
rate of 1e− 6 for all experiments.

To fine-tune the further pre-trained models on
the CondaQA, NLI, and NLU tasks, we utilize the
implementations provided by Rezaei and Blanco
(2024), Hossain et al. (2020), and Hossain et al.
(2022), respectively. For the NLU and NLI tasks,
we use the formatted versions of the datasets avail-
able in the GLUE (Wang et al., 2018) and Super-
GLUE (Wang et al., 2020) benchmarks. Table 8
presents the hyperparameters used for fine-tuning
the models on the downstream tasks.

3code.google.com/archive/p/relation-extraction-corpus/

8138



Original Passage: 33% of the faculty are members of the National Academy of Science or Engineering and/or fellows
of the American Academy of Arts and Sciences. This is the highest percentage of any faculty in the
country with the exception of the graduate institution Rockefeller University.

Original Sentence
(with Negation):

This is the highest percentage of any faculty in the country with the exception of the graduate institution
Rockefeller University.

Negation Cue: with the exception of

Question: Are the majority of faculty at any school other than Rockefeller University members of the National
Academy of Science or Engineering?

Paraphrase Edit: 33% of the faculty are members of the National Academy of Science or Engineering and/or fellows
of the American Academy of Arts and Sciences. This is the highest percentage of any faculty in the
country other than the graduate institution Rockefeller University.

Scope Edit: 33% of the faculty are not members of the National Academy of Science or Engineering and/or fellows
of the American Academy of Arts and Sciences. This is the highest percentage of any faculty in the
country with the exception of the graduate institution Rockefeller University

Affirmation Edit: 33% of the faculty are members of the National Academy of Science or Engineering and/or fellows
of the American Academy of Arts and Sciences. This is the highest percentage of any faculty in the
country including the graduate institution Rockefeller University.

Input Answer

Question + Original Passage No
Question + Paraphrase Edit No
Question + Scope Edit Yes
Question + Affirmation Edit No

Figure 7: An example from CondaQA. The original passage contains a sentence with negation. The crowdworker
makes three edits to the passage (paraphrase, scope, and affirmation edits) to create the edited passage. The question
(also written by the crowdworker) asks about the majority of faculty (more than 50%) at any school other than
Rockefeller University. Changing the scope of negation changes the answer to the question from No to Yes.

Input Output

Natural Language Inference
QNLI When was the last time San Francisco hosted a Super Bowl? Not Entailment (i.e.,

question is not answered)The South Florida/Miami area has previously hosted the event
10 times (tied for most with New Orleans), with the most recent
one being Super Bowl XLIV in 2010.

MNLI Tneg: His knees were not bent. Contradiction
H: He bent his legs.

RTE Tneg: Green cards are not becoming more difficult to obtain.
Hneg: Green card is not now difficult to receive.

Entailment

SNLI T: A very thin, black dog running in a field. Entailment
Hneg: The dog is not in the house.

Word Sense Disambiguation
WiC A check on its dependability under stress. Not same meaning

He paid all his bills by check.

Coreference Resolution
WSC Sid explained his theory to Mark but he couldn’t convince him. Not coreferent

Figure 8: Examples from the NLU and NLI corpora used in this work. The corpora include natural language
inference (NLI), word sense disambiguation (WiC), and coreference resolution (WSC) tasks. There are four NLI
datasets: QNLI, MNLI, RTE, and SNLI. Examples for MNLI, RTE, and SNLI are selected from the new instances
with negation created by Hossain et al. (2020).
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Training Set Size Batch Size

1k 32
2k 32
5k 32
10k 32
20k 32
50k 64
100k 128
200k 256
500k 512
1M 512

Table 7: Training set sizes and batch sizes used for pre-
training. The batch size only changes for the training set
sizes, not the task we are pre-training on. The learning
rate is set to 1e− 6 for all training set sizes.

For evaluation on LAMA and LAMA-Neg, we
do not fine-tune the models, as these tasks lack
dedicated training sets. Notably, since both LAMA
and LAMA-Neg are masking tasks, it is crucial to
prevent catastrophic forgetting during further pre-
training. To address this, we apply Elastic Weight
Consolidation (EWC) regularization (Kirkpatrick
et al., 2017) with a coefficient of λ = 1e− 3.

EWC helps retain the knowledge acquired from
the original masked language modeling task by pe-
nalizing changes to weights deemed important for
this task. This regularization ensures that while
the model adapts to new tasks during pre-training,
it preserves essential knowledge required for ef-
fective performance on the masking tasks. This
strategy allows us to evaluate the models reliably
on LAMA and LAMA-Neg without compromising
their original capabilities.

G Ablation Study on Reversing the
Polarity

Recall that our pre-training data includes reversing
the polarity of sentences, i.e., half the time we add
negation to the original data and half the time we
remove negation from the original data. In this
section, we provide an ablation study to understand
the effect of reversing the polarity of sentences
on the performance of the models. That is, we
compare our models pre-trained on the original data
(obtained by reversing the polarity of sentences)
with models that have been pre-trained on subsets
of the original data where we only add negation or
only remove negation.

However, we need to be careful about the tasks

we are evaluating. Recall that we have two tasks:
Next Sentence Polarity Prediction (NSPP) and Next
Sentence Prediction (NSP). Note that we do not
reverse the polarity of sentences for the NSPP task
and only use original instances. Additionally, when
jointly pre-training on both tasks (NSPP + NSP),
NSPP requires both types of instances to be present
in the training data. Therefore, the comparison is
only meaningful for the NSP task.

Table 9 presents the results of models pre-trained
on different subsets of the data on the CondaQA
test set. Pre-training on the original data consis-
tently outperforms pre-training on subsets of the
data by 0.3% to 7.8% in terms of accuracy and 0.7%
to 12.9% in terms of group consistency. Impor-
tantly, further pre-training even on a subset of the
data still statistically significantly outperforms the
vanilla models. The only exception is BERT-large
where pre-training with removing negation leads
to a marginally lower accuracy (0.6%) and pre-
training with adding negation leads to a marginally
higher accuracy (0.3%) compared to the vanilla
model. This suggests that while reversing the polar-
ity of sentences is the best strategy, pre-training on
only one type of instances (add or remove negation)
still improves the performance of the models.

Moreover, pre-training with the subset of the
data that includes only adding negation consistently
outperforms pre-training with the subset of the data
that includes only removing negation. We suspect
this is because adding negation is more likely to
make the sentence an incoherent follow-up to the
first sentence than removing negation is. Therefore,
the model learns more about negation when trained
on instances with added negation than when trained
on instances with removed negation.

H Detailed Results on NLI Tasks

Hossain et al. (2020) created new pairs containing
negation by adding negation to the premise or text
of the original pairs in the validation sets of the
natural language inference tasks. Table 10 shows
the accuracies of our models for each type of the
new pairs containing negation.
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Vanilla NSPP NSP NSPP+NSP

RoBEBTa-base
CondaQA 5e− 6(16) 1e− 5(8) 5e− 6(8) 1e− 5(16)
QNLI 1e− 5(16) 5e− 6(16) 1e− 5(16) 1e− 5(16)
WiC 5e− 5(16) 1e− 5(16) 1e− 5(16) 1e− 5(16)
WSC 1e− 6(16) 1e− 4(16) 1e− 6(16) 1e− 4(16)
RTE 2e− 5(32) 2e− 5(32) 2e− 5(32) 2e− 5(32)
SNLI 1e− 5(32) 1e− 5(32) 1e− 5(32) 1e− 5(32)
MNLI 2e− 5(32) 2e− 5(32) 2e− 5(32) 2e− 5(32)

RoBERTa-large
CondaQA 1e− 5(16) 1e− 5(16) 5e− 6(8) 5e− 6(16)
QNLI 1e− 5(16) 5e− 6(16) 1e− 5(16) 5e− 6(16)
WiC 5e− 5(16) 5e− 6(16) 1e− 5(16) 1e− 5(16)
WSC 1e− 6(16) 5e− 5(16) 1e− 6(16) 1e− 5(16)
RTE 2e− 5(32) 2e− 5(32) 2e− 5(32) 2e− 5(32)
SNLI 1e− 5(32) 1e− 5(32) 1e− 5(32) 1e− 5(32)
MNLI 2e− 5(32) 2e− 5(32) 2e− 5(32) 2e− 5(32)

BEBT-base
CondaQA 1e− 5(8) 1e− 5(8) 1e− 5(8) 1e− 5(8)
QNLI 1e− 4(16) 1e− 6(16) 5e− 5(16) 1e− 6(16)
WiC 1e− 5(16) 5e− 5(16) 5e− 5(16) 1e− 5(16)
WSC 1e− 4(16) 5e− 6(16) 1e− 5(16) 5e− 6(16)
RTE 2e− 5(8) 2e− 5(8) 2e− 5(8) 2e− 5(8)
SNLI 1e− 5(32) 1e− 5(32) 1e− 5(32) 1e− 5(32)
MNLI 2e− 5(32) 2e− 5(32) 2e− 5(32) 2e− 5(32)

BERT-large
CondaQA 5e− 6(8) 1e− 5(8) 5e− 6(8) 1e− 5(8)
QNLI 1e− 6(16) 1e− 5(16) 1e− 5(16) 5e− 6(16)
WiC 1e− 5(16) 1e− 5(16) 5e− 5(16) 1e− 5(16)
WSC 1e− 6(16) 5e− 6(16) 5e− 6(16) 1e− 5(16)
RTE 2e− 5(8) 2e− 5(8) 2e− 5(8) 2e− 5(8)
SNLI 1e− 5(32) 1e− 5(32) 1e− 5(32) 1e− 5(32)
MNLI 2e− 5(32) 2e− 5(32) 2e− 5(32) 2e− 5(32)

Table 8: The learning rates (and batch sizes) used for fine-tuning the pre-trained models on the training sets of the
corpora we evaluate on.
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Accuracy Group Consistency

# Params. All Ori. Par. Sco. Aff. All Par. Sco. Aff.

BERT-base 110M 45.4 44.8 44.7 45.0 47.3 3.4 40.5 15.2 14.1
+ NSP (all data) 47.8∗ 48.8∗ 49.4∗ 45.9 46.9 3.6 44.2 16.8 13.7

Only add negation 47.5∗ 50.2∗ 50.7∗ 47.3 41.5 1.3 48.7 16.0 9.3
Only remove negation 47.2∗ 47.4∗ 46.7∗ 43.4∗ 51.1 2.9 44.2 14.8 15.8

BERT-large 336M 48.5 49.4 49.6 47.0 47.8 3.6 45.7 16.5 13.6
+ NSP (all data) 51.9∗ 53.3∗ 51.0 50.5∗ 52.7∗ 11.1 45.2 25.5 25.5

Only add negation 48.8 52.1∗ 52.1∗ 48.3 42.5∗ 3.1 49.2 18.5 12.6
Only remove negation 47.9 51.3 51.7 47.2 41.1∗ 3.7 47.9 18.1 12.8

RoBERTa-base 125M 48.2 50.1 49.9 48.5 44.1 2.4 48.4 17.0 11.1
+ NSP (all data) 57.3∗ 57.8∗ 57.9∗ 53.7∗ 59.6∗ 17.6 50.4 30.8 34.6

Only add negation 49.8∗ 53.3∗ 53.7∗ 46.8 45.2 4.7 51.1 19.2 15.3
Only remove negation 49.5∗ 52.0 52.5∗ 48.3 44.9 4.8 50.1 18.6 13.9

RoBERTa-large 355M 64.9 66.6 66.3 60.7 65.6 29.6 61.9 41.4 45.8
+ NSP (all data) 68.0∗ 71.1∗ 70.2∗ 63.3∗ 67.1 34.0 67.0 46.6 50.1

Only add negation 67.3∗ 69.3∗ 68.6∗ 63.6∗ 67.6 33.0 64.0 45.9 48.9
Only remove negation 67.0∗ 68.9∗ 69.0∗ 62.9 66.7 32.5 64.7 45.1 47.1

Table 9: Results on CondaQA test set for models pre-trained on NSP task with different subsets of the pre-training
data. An asterisk (∗) indicates a statistically significant improvement (McNemar’s test (McNemar, 1947), p < 0.05)
over the vanilla transformer model. Pre-training on the original data consistently outperforms pre-training on subsets
of the data. However, except for BERT-large, pre-training on only one type of instances (add or remove negation)
still statistically significantly outperforms the vanilla models.

RTE SNLI MNLI

All Tneg-H T-Hneg Tneg-Hneg All Tneg-H T-Hneg Tneg-Hneg All Tneg-H T-Hneg Tneg-Hneg

BERT-base 52.7 55.6 40.2 62.4 44.8 32.6 58.8 41.8 63.5 62.0 65.6 63.0
+ NSPP 60.7 68.6 45.0 68.2 50.9 45.0 63.6 44.2 63.8 62.4 66.0 63.0
+ NSP 74.5 77.2 78.4 67.8 47.4 43.2 61.0 38.0 65.0 63.6 67.0 64.4
+ NSPP + NSP 57.8 65.4 40.4 67.6 47.4 41.4 62.0 38.8 65.1 63.8 66.8 64.6

NBERT-bsae 71.1 72.8 84.6 56.0 44.8 38.0 60.6 35.8 63.8 64.2 65.5 61.4

BERT-large 53.4 57.0 40.8 62.4 50.0 41.2 62.2 46.6 67.5 65.2 71.6 65.8
+ NSPP 69.1 77.8 63.0 66.6 51.9 43.4 64.6 47.8 67.9 65.6 73.2 64.8
+ NSP 78.9 80.2 91.0 65.6 52.7 43.2 68.0 47.0 67.7 65.2 72.0 65.8
+ NSPP + NSP 59.4 56.4 54.0 67.8 52.7 44.0 67.2 47.0 67.9 65.2 72.4 65.2

NBERT-large 74.2 78.4 80.4 64.0 50.3 47.6 60.6 42.8 66.7 65.4 70.0 64.8

RoBERTa-base 58.7 56.6 53.6 66.0 55.2 49.2 68.6 47.8 67.1 65.4 71.0 65.0
+ NSPP 67.7 79.2 56.0 67.8 55.5 48.0 69.2 49.4 67.5 65.0 71.0 66.6
+ NSP 78.7 86.6 78.2 71.4 54.6 48.2 67.8 47.8 66.5 64.6 70.2 64.6
+ NSP + NSPP 81.0 88.0 83.6 71.4 55.4 48.2 69.8 48.2 68.1 66.0 72.4 66.0

NRoBERTa-base 79.0 80.0 91.0 66.2 50.8 42.8 65.4 44.2 66.2 65.4 69.2 64.2

RoBERTa-large 84.7 90.4 87.6 76.2 56.0 51.4 69.4 47.2 69.9 70.0 73.2 66.4
+ NSPP 81.1 83.8 84.2 75.2 53.6 48.2 64.8 47.8 69.7 69.0 72.4 67.6
+ NSP 87.2 91.0 90.8 79.8 56.5 50.2 70.4 48.6 69.9 68.6 74.2 66.8
+ NSP + NSPP 75.4 90.0 70.0 67.8 56.1 50.4 70.0 48.0 69.7 69.6 73.0 66.4

NRoBERTa-large 88.4 93.4 90.6 81.2 56.5 50.4 70.4 48.8 69.6 67.4 74.2 67.2

Table 10: Accuracies for each type of the new pairs containing negation for the natural language inference tasks
from Hossain et al. (2020). T and H refer to the text and hypothesis sentences, respectively. We use Tneg and Hneg to
denote the sentences with negation cues added to the main verb.
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