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Abstract
Task-Oriented Dialogue (TOD) systems are de-
signed to fulfill user requests through natural
language interactions, yet existing systems of-
ten produce generic, monotonic responses that
lack individuality and fail to adapt to users’ per-
sonal attributes. To address this, we introduce
PicPersona-TOD, a novel dataset that incorpo-
rates user images as part of the persona, en-
abling personalized responses tailored to user-
specific factors such as age or emotional con-
text. This is facilitated by first impressions,
dialogue policy-guided prompting, and the use
of external knowledge to reduce hallucinations.
Human evaluations confirm that our dataset
enhances user experience, with personalized
responses contributing to a more engaging in-
teraction. Additionally, we introduce a new
NLG model, Pictor, which not only personal-
izes responses, but also demonstrates robust
performance across unseen domains. 1

1 Introduction

Task-oriented dialogue (TOD) is one of the core
tasks of dialogue systems, which is designed to ful-
fill user requests, such as assisting users at customer
service desks (Rastogi et al., 2020) and tourist cen-
ters (Zang et al., 2020). A TOD system is typically
divided into the following sub-modules: (1) dia-
logue state tracking (DST) for tracking the user’s
requests, (2) policy module for determining system
actions such as database (DB) searches or dialogue
terminations, and (3) natural language generation
module (NLG) for converting dialogue policies and
DB results into natural language responses (Young
et al., 2013). Among these components, the re-
sponses generated by the NLG module are used
to directly interact with the user; therefore, NLG
responses significantly influence the overall user
experience.

Although extensive research has improved sys-
tem responses (Peng et al., 2020; Lin et al., 2020;

1https://github.com/JihyunLee1/PicPersona

Figure 1: Example of PicPersona-TOD: Unlike existing
TOD datasets (in grey), which lack user personas and
personalization, PicPersona-TOD uses user images to
generate tailored responses.

Hosseini-Asl et al., 2020; Su et al., 2021; Yang
et al., 2021; Yu et al., 2022; Ohashi and Hi-
gashinaka, 2023), the primary focus has remained
on enhancing the accuracy of information con-
veyance. As a result, the style of the generated re-
sponse is monotonic and lacks individuality, which
hinders the system from forming age-appropriate
and emotionally resonant connections with users
(McLean et al., 2021).

In an effort to improve the naturalness and en-
gagement of system responses, recent approaches
have curated new TOD datasets that support per-
sonalized response styles by incorporating user per-
sonas into the dialogue. For instance, Joshi et al.
(2017) included age and gender information in the
dialogues, Lin et al. (2023) integrated emotion, and
Liu et al. (2024b) personalized system responses by
mirroring users’ noun and verb phrases. Although
these approaches provide personalized responses
to some degree, the persona modality has been lim-
ited to textual information, which lacks details and
concurrency about the users they interact with.

Meanwhile, in the field of open dialogue sys-
tems, the integration of user personas has been a
long-standing point of interest (Zhang et al., 2018a;
Agrawal et al., 2023; Kim et al., 2024; Qian et al.,
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Figure 2: An overview of the automatic pipeline for generating PicPersona-TOD dataset.

2017; Zheng et al., 2019; Shen et al., 2024), with
recent advancements highlighting the potential of
the visionary persona approach (Ahn et al., 2023;
Lee et al., 2024b). A visionary persona can capture
subtle facial expressions and provide a rich under-
standing of the user’s context, which is similar to
how people interpret visual and non-verbal cues in
real-life interactions. This approach is particularly
valuable in situations where prior textual user pro-
files are unavailable, such as first-time interactions
where no historical information is present. Despite
these advantages, visionary personas have primar-
ily been utilized in chit-chat (Poria et al., 2018;
Firdaus et al., 2020) or counseling scenarios (Val-
star et al., 2016; Li et al., 2023b) and have not yet
been explored in current TOD systems.

Taking these considerations into account, we
introduce a new TOD dataset that incorporates re-
alistic user images as part of the user persona, en-
abling personalized system responses in terms of
greetings, formality, age sensitivity, and emotional
awareness (Figure 1). In constructing PicPersona-
TOD, we use the user’s first impression and di-
alogue policy-guided prompts, which effectively
distill the personalization capabilities of Large Lan-
guage Model (LLM). Additionally, we incorpo-
rate external knowledge from Google Maps and
Wikipedia to reduce hallucinations in personalized
responses. Furthermore, we implement a meticu-
lous filtering process to ensure stylistic appropriate-
ness, semantic accuracy, and overall naturalness, re-
sulting in a well-refined personalized TOD dataset.
Despite the highly automated process, our dataset
demonstrates higher human preference in both user
experience (§ 4.1) and personalization (§ 4.2) com-
pared to other datasets and methods. From a label

alignment perspective, analysis with DST and pol-
icy modules show that PicPersona-TOD maintains
information accuracy. Specifically, we present an
NLG model called Pictor, which demonstrates the
ability to generate robustness in personalization,
even in unseen domains.

In summary, the contributions of this work are
threefold: first, we introduce PicPersona-TOD,
a novel TOD dataset that integrates user images
into personas and provides personalized system re-
sponses. Second, we present a highly automated
dataset generation framework that efficiently cre-
ates realistic and personalized datasets. Third,
through human evaluation, we demonstrate that our
dataset enhances user experience through person-
alization, with benchmark results confirming that
personalization does not compromise performance
in other critical tasks.

2 PicPersona-TOD Dataset

In this section, we introduce PicPersona-TOD,
the first personalized TOD dataset based on user
image persona. To construct a high-quality person-
alized TOD dataset, we hypothesize that it should
meet three criteria: (1) the user’s utterances should
be consistent with their image, (2) the system’s re-
sponses should be appropriately personalized to the
user image, and (3) the synthesized dataset should
align with the sub-task labels of TOD tasks, such
as DST and dialogue policy prediction, while main-
taining the information. To address these criteria,
our dataset construction pipeline comprises five
key stages: (1) user image collection and dialogue
dataset extension, (2) user image and utterance
alignment, (3) user utterance style transfer, (4) sys-
tem response personalization, and (5) data filtering.
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For data construction, we mainly employed GPT-
4o (Achiam et al., 2023) as the primary language
model. The overall process is illustrated in Figure
2 and the used prompts are in Appendix I.

2.1 Collecting Images and Extending Dialogue

Initially, we select suitable user images that convey
sufficient persona information. In order to effec-
tively represent a user persona, each image should
be a single person who is positioned in the center
of the image, and close enough so that facial detail
and clothing information are clearly visible. Based
on these criteria, we selected the Flickr-Faces-HQ
(Karras et al., 2019) as an image source, and made
sure to exclude toddlers, as they are too young to
engage in TOD interactions. After collecting the
data, we used LLM to extract additional metadata
for each image, including estimated age, gender,
and formality.

For the dialogue dataset, we combined the
MultiWOZ-2.2 (Zang et al., 2020) and SGD (Ras-
togi et al., 2020) datasets, which include 8,438 and
11,398 dialogues containing 18 service domains
in total2. Additionally, since the movies, restau-
rants, hotels, and attractions in the dataset exist in
the real world, we extended the dataset by collect-
ing Google Maps reviews and Wikipedia entries
for each location. Specifically, we added 2,474
sentences from 342 Wikipedia entries and 3,483 re-
views from 406 locations on Google Maps. These
results were added to the database to reduce hallu-
cination in personalization.

2.2 Image and Dialogue Data Alignment

After selecting the image and dialogue datasets,
we conducted user image and utterance alignment.
Since the dialogue datasets lack details like age or
gender, we chose emotion as a common attribute,
as it is consistently present in both images and
dialogues. We used a fine-tuned emotion classi-
fication model3 to classify emotions in dialogues
and prompted an LLM to classify images (posi-
tive, neutral, negative), and created image-dialogue
pairs if they had the same predicted emotion label.
The distribution of emotions across the dataset was
50.92% for positive, 52.44% for neutral, and 0.55%
for negative.

2For the generalization test, we excluded the bus, home,
and movie domains.

3Fine-tuned model from Hugging Face, cardiffnlp/
twitter-roberta-base-sentiment-latest

2.3 Alignment User Utterance Style to Image

Next, we adapted the user utterances style to more
closely align with the corresponding user images.
We performed style transfer by prompting with user
images, considering factors such as age, gender,
emotion, and contextual cues. Formally, for each
i− th dialogue Di = (u0, s0, u1, s1...uT , sT ), and
its associated image Imgi, we generate a revised
utterance ũt at turn t; ũt = LLM(st−1, ut, Imgi)
where T is the total number of turns, u is user
utterance and s is system utterance in the dialogue.

2.4 System Response Style Personalization

In personalizing the system’s responses, we cat-
egorized the process into three types and guided
the prompts using first impressions and dialogue
policy. ‘Basic Personalization’ was applied in
most cases, while ‘Greeting Personalization’ was
used for dialogue actions involving greetings. For
recommendation-related actions, we implemented
‘Recommendation Personalization’, to provide less
hallucinated suggestions.
Basic Personalization In order to generate person-
alized system utterances that align with the user’s
image, we use the first impression as a guide for
the prompt. This process draws inspiration from
human cognitive mechanisms in communication,
which consist of two key steps. First, humans un-
consciously infer a first impression of others within
milliseconds (Borkenau et al., 2009; Willis and
Todorov, 2006), and then adjust their communica-
tion tone and style to align with this impression,
using it as an inferred persona (Rule and Ambady,
2008). Similar to this process, we first generate
an impression from the user’s image (Imgi) and
then generate personalized system’s utterances in
terms of formality, age sensitivity, and emotional
context, based on the inferred persona. Specifically,
for a given dialogue Di, Imgi and inferred Impi,
the personalized system utterance s̃t is generated
as follows; s̃t = LLM(st, ũt, Imgi, Impi).
Greeting Personalization Since greetings and
closing remarks play a crucial role in creating per-
sonal interactions between speakers (McLean et al.,
2021; Glas et al., 2017), we specifically tailor the
system’s greetings and farewells to provide a more
engaging and personalized experience. This is
achieved by prompting LLM to incorporate spe-
cific comments about the user’s appearance, such
as mentioning a distinctive feature of their outfit
(e.g., “Nice red hat!" or “Congratulations on your
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achievement") (Figure 2, Top-Right).
Recommendation Personalization TOD systems
often make recommendations, such as “How about
[location]?". In our preliminary experiments,
we observed that when the model attempted to
personalize these recommendations, it sometimes
introduced hallucinated information (e.g., “The
[location] currently has a festival you
might like”). To mitigate these hallucina-
tions, we performed retrieval-augmented genera-
tion (Lewis et al., 2020) by enhancing the prompt
with authentic information gathered from online
sources. Specifically, from the reviews about
[location] in the database (DB) (§ 2.1), we re-
trieve the three reviews with the highest cosine sim-
ilarity to ũt, by embedding them using Sentence-
BERT(Reimers, 2019). These were incorporated
into the prompt to guide the model in generating
factually grounded responses(Figure 2, Bottom-
Right). After these process we get the personalized
TOD dialogue D̃i = {s̃0:T , ũ0:T , Imgi, Impi}.

2.5 Dataset Quality Control by Filtering

Figure 3: Visualizations of personalization strength and
personalization direction filtering processes are shown
on the left and right, respectively.

Despite the meticulous construction process in
the previous subsections, some dialogues may still
generate inappropriate utterance style, contain se-
mantic inconsistencies, or lack overall naturalness.
To address these potential issues and enhance the
overall quality of the dataset, we implement several
filtering processes.
Style Strength Filtering Dialogues are eliminated
if the degree of personalization is too low (Fig-
ure 3, left). To do this, we calculate the strength
of personalization for each dialogue i by defin-
ing the Personalization Strength (PSi) as the av-
erage distance between the original system re-
sponse E(st) and the personalized response E(s̃t):
PSi = 1

T

∑T
t=0 Dist (E(s̃t), E(st)), where Dist

represents the Euclidean distance, E represents

embedding with Sentence-BERT. Next, we collect
the PS values for each metadata class (e.g., young,
senior) and remove dialogues with PS values below
the threshold, defined as less than 2.5 × IQR (in-
terquartile range). As a result, 1.49% of the dataset
was filtered out.
Style Direction Filtering We remove outliers that
have a different direction of personalization within
the same metadata class (Figure 3, right). We cal-
culate the Personalization Vector (PV) for each dia-
logue i as PVi =

1
T

∑T
t=0 (E(s̃t)− E(st)). Then,

we compute the mean personalization vector for
each metadata class, PVclass, by averaging the PV
vectors within that class. To detect outliers, we cal-
culate the distance (PDi) between the class mean
and the personalization vector of each dialogue :
PDi = Dist(PVclass,PVi). We define outliers as
those with an exceptionally large distance from the
mean of the class style vector. We set the threshold
as 4.5× IQR, resulting in the removal of 1.98% of
the dataset.
Semantic Filtering We filter out semantically mis-
aligned user and system utterances by comparing
them with the corresponding DST and dialogue
policy labels. For user utterances, we check their
alignment with the DST labels. For example, if the
label is hotel-east, restaurant-expensive,
the user’s utterance should reflect this, such as by
saying, “I need a hotel in the east and an expen-
sive restaurant." Similarly, we verify that system
responses align with the dialogue policy label. Se-
mantically misaligned data were filtered by prompt-
ing the LLM to check for inconsistencies, resulting
in the removal of 2.37% of the dataset.
Overall Naturalness Filtering Lastly, we filter out
dialogues that do not exhibit naturalness. Since
the system and user utterances are generated turn
by turn, some parts of the dialogue may not flow
naturally. To remove such unnatural instances, we
provide the entire dialogue to the LLM to assess
its flow. As a result, we remove 4.39% of the
dialogues. After these individual filtering stages,
92.59% of the initial dataset is retained.

2.6 Case Study for Filtering

Figure 4 shows examples of filtered-out results for
the style strength filter (left) and the style direc-
tion filter (right). The style strength filter removes
instances with minimal or unchanged personaliza-
tion, while the style direction filter excludes cases
where personalization led to inappropriate changes,
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Figure 4: Examples of filtered-out results: style strength filtering (left) and style direction filtering (right).

Figure 5: Lexical analysis of PicPersona-TOD. "Word
level" refers to the required years of education needed
to understand, while the politeness score represents the
average use of politeness strategies.

such as medieval-style language or switching to a
different language.

3 PicPersona-TOD Analysis

In this section, we analyze our dataset in compari-
son to other datasets(§ 3.1), followed by an analysis
across key dimensions such as word difficulty, po-
liteness (§ 3.2), and emotions (§ 3.3).

3.1 Comparison with Existing Datasets
In Table 1, we compare PicPersona-TOD with other
datasets in terms of personalization and dialogue
data modality. As shown in the results, our dataset
holds a unique position as the only TOD dataset
that incorporates a visionary persona. Additionally,
by integrating multiple TOD datasets, it covers a
wide range of services with a substantial amount
of dialogue data. We also enhance personalization
through the incorporation of external sources, such
as Google Reviews and Wiki information, which
constitutes a notable aspect of our dataset.

3.2 Word Complexity & Politeness
Word Complexity We analyzed the complexity of
system responses across different user scenarios,
including interactions with children, adults, and

within formal and informal contexts (Figure 5). To
assess lexical difficulty, we evaluate the number of
years of education required to comprehend the sys-
tem utterance4. On average, the system’s responses
require 6.2 years of education to be understood.
Responses for children require 5.2 years of educa-
tion, while those for adults require 6.17 years. This
indicates that the system effectively personalized
its word choice based on the user’s age.
Politeness Politeness of responses is assessed by
measuring the average number of politeness strate-
gies used per sentence, where higher scores indi-
cate greater politeness5. Overall, PicPersona-TOD
achieved a politeness score of 13.2. In formal
contexts, the score rises to 14.6, while in casual
contexts it drops to 12.8. For children, the polite-
ness score decreases to 10.0, while for adults, it
increases to 14.2. This demonstrates the system’s
ability to adjust its politeness based on the user’s
context.

3.3 Emotion Awareness in Responses

Table 2 compares the distribution of emotions iden-
tified in the system responses across the MultiWoZ
and PicPersona-TOD datasets, categorized into 27
emotions using GoEmotions’ taxonomy (Demszky
et al., 2020) with GPT-4 as the classifier. While the
neutral emotion is most common in both datasets,
PicPersona-TOD exhibits a significantly lower pro-
portion of neutral responses (61.50%) compared
to MultiWoZ (74.97%), which indicates a more
emotive reaction. Furthermore, we analyze how

4We used the Gunning Fog Scale from the Textstat Python
library https://pypi.org/project/textstat/.

5We used the PolitenessStrategies library from ConvoKit
https://convokit.cornell.edu/, and measure the aver-
age number of strategy.
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Dataset Persona Mod. Dialogue Mod. Dialogue Type Subtask Collection # of Dial # of Serv. Avg Turn Avg Tok
MultiWoZ (Budzianowski et al., 2018) - Text TOD DST, Pol Human 8,438 7 13.46 13.13
ABCD (Chen et al., 2021) - Text TOD Pol Human 8,034 30 22.08 9.17
SGD (Rastogi et al., 2020) - Text TOD DST, Pol Bot+Human 16,142 16 20.44 9.75
STAR (Mosig et al., 2020) - Text TOD Pol Human 5,820 13 21.71 11.2
TOAD (Liu et al., 2024b) Text Text TOD DST, Pol GPT3.5 8,087 11 9.23 10.6
SIMMC-2.0 (Kottur et al., 2021) - Text, Vision TOD Disamb, Coref., DST Bot+Human 11,244 2 10.4 13.7
DialogCC (Lee et al., 2024a) - Text, Vision Open Image Ret, Response Pred. GPT4, CLIP 83k - 8.20 -
MPChat (Ahn et al., 2023) Text, Vision Text, Vision Open Image Ret. Reddit 15k - 2.85 18.5
STARK (Lee et al., 2024b) Text, Vision Text, Vision Open Image Ret. GPT4, Diffusion 0.5M - 5.30 -
PicPersona-TOD (ours) Text, Vision Text, Vision TOD DST, Pol GPT4,Google Map, Wiki 18,148 18 17.23 12.67

Table 1: Comparison of statistics with other datasets in terms of personalization and modality. ’Mod.’, ’Serv.’, and
’Pol.’ stand for modality, service, and policy prediction, respectively.

the system personalizes its responses based on the
user’s emotional state (third column of Table 2).
We found that when the user’s image has posi-
tive emotions, the system responds with a broader
range of emotions, such as joy and gratitude. In
contrast, when the user’s emotions are neutral or
negative, the system tends to generate more neutral
responses, with a greater emphasis on empathy and
care.

MultiWoZ PicPersona-TOD PicPersona-TOD (pos)
neutral 74.97 neutral 61.50 neutral 44.66
curiosity 9.18 curiosity 11.79 approval 16.51
gratitude 6.31 approval 8.65 curiosity 11.65
approval 3.56 gratitude 6.52 gratitude 7.77
optimism 1.26 annoyance 2.26 excitement 4.86
apology 0.92 optimism 1.88 admiration 2.43
annoyance 0.69 excitement 1.88 PicPersona-TOD (neu/neg)
confusion 0.57 admiration 1.00 neutral 66.69
caring 0.57 amusement 0.63 curiosity 11.84
disappointed 0.57 disappointed 0.63 gratitude 6.10
joy 0.35 caring 0.51 approval 5.90
excitement 0.35 joy 0.38 caring 2.54
admiration 0.23 confusion 0.38 optimism 1.36

Table 2: The proportion (%) of the most frequent emo-
tions in system responses within the test dialogue.

4 Human Evaluation

4.1 Evaluation for Quality

Figure 6: Human evaluation results for dataset quality
using a 4-point Likert scale.

To assess user satisfaction with personalized re-
sults, we conducted human evaluation that focused
on verifying the degree of personalized style and in-
formation retention. Three evaluators rated 100 ran-
domly selected dialogues on a 4-point Likert scale

and measured the scores for both user and system
utterances using five questions (Appendix G). The
results were highly positive, with average scores of
3.89 for user style appropriateness, 3.90 for user
semantic consistency, 3.69 for system style person-
alization, 3.87 for system semantic consistency, and
3.76 for overall user satisfaction (Figure 6). Ad-
ditionally, we observed a strong inter-rater agree-
ment of 0.85, measured using Krippendorff’s Al-
pha. These results confirm that the PicPersona-
TOD meets our predefined criteria: (1) user and im-
age consistency, (2) personalized system responses,
and (3) maintaining the original information. We
also performed the same evaluation using GPT-4,
which showed a high inter-rater correlation with
human evaluators, achieving a score of 0.84 (Ap-
pendix G.1).

4.2 Other Personalization Methods

We conducted a comparative evaluation of
PicPersona-TOD against two other personalized
methods. Since no method currently exists for in-
corporating visual persona into TOD, we compared
PicPersona-TOD with methods that rely on textual
modalities. The first baseline, Liu et al. (2024b),
personalizes dialogue by mirroring the user’s noun
and verb phrases, while the second method, Joshi
et al. (2017), personalizes interactions based on age
and gender information. We sampled 120 dialogues
from various scenarios and had three human judges
evaluate them to determine the superior method
based on personalization quality (Appendix G.2).
As shown in Table 3, PicPersona-TOD consistently
outperformed the text-based methods across di-
verse user scenarios. This result emphasizes the
importance of rich, concurrent image personas for
personalization, compared to relying on textual per-
sonas.

Figure 7 includes the distribution of key factors
that influence the evaluators’ preferences related to
Table 3. In all user scenarios, appropriate formal-
ity is the most noticeable aspect of personalization
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All
Age Emotion

Senior Adult Child Pos Neu&Neg
Liu et al. (2024b) 2.22 0.00 1.80 4.17 1.01 3.70
Tie 13.33 9.52 14.41 12.50 6.06 22.22
PicPersona-TOD 84.44 90.48 83.78 83.33 92.93 74.07
Joshi et al. (2017) 9.44 14.29 9.01 8.33 4.04 16.05
Tie 23.33 33.33 22.52 20.83 15.15 33.33
PicPersona-TOD 67.22 52.38 68.47 70.83 80.81 50.62

Table 3: The winning ratio (%) when comparing
PicPersona-TOD with personalization methods.

Figure 7: The winning characteristics analysis across
ages and emotions.

for human evaluators. For children and in positive
contexts, tailored greetings enhance the sense of
personalization, while in neutral and negative en-
vironments, emotional awareness serves as a key
factor in creating a personalized experience.

5 Baselines

In this section, we introduce Pictor, an NLG base-
line trained on the PicPersona-TOD dataset to gen-
erate personalized responses. Additionally, we pro-
vide models for DST and policy prediction, allow-
ing for comparisons with other datasets.

5.1 Baseline for NLG

Using the PicPersona-TOD dataset, we developed
a multimodal TOD response generation model
named Pictor (Figure 8). Pictor generates person-
alized responses (s̃i) by leveraging user images and
dialogue context. Specifically, the input to the Pic-
tor model for turn t in Di includes the turn progress

Figure 8: Overview of the proposed model Pictor.

(e.g., start, middle, end), user’s utterance (ũt), di-
alogue policy (polt), DB results (DBt), and the
user’s image (Imgi). Similar to the process used in
constructing the PicPersona-TOD dataset, we first
generate the user’s impression and then, based on
this impression, generate a personalized response
s̃i . Pictor is based on the LLaVA 7B (Li et al.,
2023a) and 1.5B (Zhou et al., 2024) models, which
are known for strong performance across various
vision-language tasks. We train the Pictor model
by utilizing a LoRA (Hu et al., 2021) adapter with
rank of 16. Detailed information is in Appendix D.

5.2 Baseline for DST and Policy

The PicPersona-TOD dataset also supports a range
of TOD tasks, including DST and policy prediction.
To establish baselines for these tasks, we utilized
the PPTOD model (Su et al., 2021) and trained
the DST and policy prediction models using both
T5-base and T5-small variants (Raffel et al., 2020).
For the DST task, the input at turn t is defined as
the concatenation of all user and system utterances
up to and including turn t, which can be expressed
as InputDST,t = [ũ1, s̃1, ũ2, s̃2, . . . , ũt]. The output
of the DST is represented as slot-value pairs (e.g.,
hotel-name: Green Hotel).

For the policy prediction task, the input at
turn t is similarly constructed, but with the addi-
tion of the predicted dialogue state; InputPOL,t =
[ũ1, s̃1, ũ2, s̃2, . . . , ũt,DSTt]. The policy predic-
tion model generates the appropriate system ac-
tion, such as a request for further information (e.g.,
Request-restaurant-foodtype).

6 Baseline Evaluation

6.1 Comparison with Other LLMs

We conducted a comprehensive comparison of our
Pictor 7B model with several prominent vision-
LLMs, including Llama3-8b(Dubey et al., 2024)
LLaVA 7B, InstructBLIP 7B (Liu et al., 2024a),
and GPT-4o-mini (OpenAI). For the evaluation,
we sampled 100 dialogues, with assessments per-
formed by the GPT-4 model. As illustrated in Fig-
ure 9, Pictor consistently outperforms the other
sLLM models in terms of personalization qual-
ity across categories. In comparison to GPT-4o-
mini, which likely has more parameters than Pictor,
Pictor demonstrates better results, except in neu-
tral/negative cases. These findings highlight the
importance of datasets specifically designed for per-
sonalization, such as PicPersona-TOD, to achieve

7943



Figure 9: Performance comparison of LLama 3-8B,
Pictor 7B with LLaVA 7B, InstrucBLIP 7B, and GPT-
4o mini across various user scenarios.

optimal performance in personalized scenarios.

6.2 Generalization Performance Evaluation

Domain Natural. Fluency Personalize Semantic User Satisfaction
BUS 3.67 3.79 3.51 3.78 3.70
MOVIE 3.72 3.79 3.58 3.82 3.81
HOME 3.90 3.96 3.78 3.93 3.88

Table 4: Human evaluation for of the Pictor in unseen
domains.

In Table 4, we perform the human evaluation on
the generalization performance of the Pictor model
across the Bus, Movie, and Home domains from
the SGD dataset, which were not included in the
model’s training data. Note that these datasets were
constructed using the same process as the dialogues
in the PicPersona dataset, which also includes user
images. We sampled 100 dialogues from each do-
main and performed zero-shot inference, followed
by human evaluations conducted by three annota-
tors using a 4-point Likert scale (Appendix G.1).
The results demonstrate that, despite these domains
not being part of Pictor’s training set, the model is
able to achieve strong personalization with strong
user satisfaction close to 4. We attribute this to
the inclusion of two large-scale TOD datasets as
a dataset source, which cover a wide range of do-
mains.

6.3 Ablation Study on Pictor

We conducted an ablation study to examine how
different components affect the generation perfor-
mance of Pictor. We evaluated the model using

Input BLEU Style Semantic Overall
LLaVA 1.5B
Pol +DB 8.75 2.71 2.95 2.60
Pol +DB + ũ 14.28 3.15 3.52 3.1
Pol +DB + ũ + Img 16.18 3.47 3.74 3.41
Pol +DB + ũ + Img + Imp (Pictor) 14.96 3.47 3.76 3.41
LLaVA 7B
Pol +DB 15.46 3.00 3.49 2.99
Pol +DB + ũ 20.21 3.18 3.63 3.22
Pol +DB + ũ + Img 22.01 3.48 3.82 3.50
Pol +DB + ũ + Img + Imp (Pictor) 20.77 3.51 3.89 3.53

Table 5: Ablation study for training Pictor model. Each
experiment was repeated three times, and the results
were averaged.

BLEU scores6 and GPT-4 assessments7 for seman-
tic accuracy, style, and overall satisfaction (Table
5). Results reveal an interesting finding about im-
pressions; while omitting to generate impressions
resulted in higher BLEU scores, incorporating im-
pressions significantly improved personalization.
This trend was even more pronounced in larger
models, with the style score increasing from 3.48
to 3.51 when impressions were included.

6.4 DST and Policy Inference Results

Dataset
DST Policy

JGA Rest. Hotel Att. Train Taxi Entity-F1

T5-small
Mwoz 47.17 83.0 79.6 86.4 88.7 94.5 46.18
PicPersona-TOD 49.18 83.8 80.4 88.3 88.9 96.3 41.26
Difference △ 2.01 △ 0.8 △ 0.8 △ 1.9 △ 0.2 △ 1.8 △ 4.92
T5-base
Mwoz 49.81 85.9 79.5 88.1 88.3 94.7 44.19
PicPersona-TOD 47.55 84.8 79.5 87.7 86.5 96.0 46.57
Difference △ 2.26 △ 1.1 △ 0.0 △ 0.4 △ 1.8 △ 1.3 △ 2.38

Table 6: Result of DST and Policy Inference Tasks.
Metric details are in Appendix E.

We conducted experiments to evaluate the infor-
mation accuracy of the PicPersona-TOD dataset
by testing DST and policy models using T5-small
and T5-base. For comparison, we also present re-
sults using the MultiWOZ dataset. Table 6 shows
that our dataset yields comparable performance to
MultiWOZ across most metrics, with only minor
differences observed. This consistency suggests
that despite the added complexity of our dataset
by personalized the user and system, PicPersona-
TOD maintain information accuracy on par with
human-curated datasets.

7 Related Works

Advancements in TOD Datasets Task-oriented
dialogue (TOD) systems have long been a fo-

6nltk.translate.bleu_score
7Note that the GPT4 scores use the same question formats

detailed in § 4.1.
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cus of research, with early datasets like ATIS
(Hemphill et al., 1990), WOZ2.0 (Wen et al.,
2016), and DSTC2 (Henderson et al., 2014) limited
to single domains. Later, multi-domain datasets
such as M2M (Shah et al., 2018), MultiWOZ
(Budzianowski et al., 2018), SGD (Rastogi et al.,
2020), and ABCD (Chen et al., 2021) aimed to
improve accuracy but often overlooked user sat-
isfaction. Recent work has sought to enhance
user experience by integrating chitchat (Sun et al.,
2020; Young et al., 2022; Stricker and Paroubek,
2024), providing detailed explanations in system
responses (Kim et al., 2023; Qian et al., 2021), and
considering users’ emotional states (Abolghasemi
et al., 2024; Feng et al., 2024), though few stud-
ies address individual personalization. The most
relevant work to our work involves personalization
efforts, such as incorporating age and gender (Joshi
et al., 2017) or linguistic patterns (Liu et al., 2024b).
While some approaches include emotional states
(Lin et al., 2023; Feng et al., 2024), our method
introduces a visionary persona that provides richer
and more concurrent information, leading to en-
hanced user satisfaction.

Integrating Persona into Dialogue While per-
sonalized dialogue systems have been widely re-
searched to improve user experience, they have
traditionally relied on textual information. Meth-
ods include constructing personas through narra-
tive sentences (Zhang et al., 2018b; Zhong et al.,
2020), key-value pair dictionaries (Qian et al.,
2017; Zheng et al., 2019), or users’ review his-
tories (Kim et al., 2024). Recently, multimodal
approaches have emerged, incorporating user im-
ages to create richer personas (Ahn et al., 2023;
Lee et al., 2024b; Agrawal et al., 2023). Building
on these advances, we introduce a novel method
that uses user images as the primary basis for per-
sonas in TOD datasets, enabling more contextually
appropriate and personalized responses.

Data Generation by Distillation LLM Collect-
ing dialogue data is challenging due to privacy
concerns, high costs, and the need for multiple
participants. To address this, many works have
leveraged LLMs for dataset creation. Examples
include compiling seed dialogues (Ahn et al., 2023;
Kim et al., 2022b), constructing social event graphs
(Kim et al., 2022a), and generating long-term dia-
logues (Jang et al., 2023). Others have used LLMs
for commonsense-aware dialogues (Chae et al.,
2023), prosocial dialogues (Kim et al., 2022b), and

task-oriented dialogue (TOD) utterances (Kulkarni
et al., 2024). LLM-generated datasets are cost-
effective, diverse, and often preferred over human-
curated datasets (Kim et al., 2022a; Lee et al.,
2024b, 2021). Building on this, we use LLMs
to generate personalized, privacy-conscious, and
diverse user scenarios.

8 Conclusion

In this paper, we have introduced PicPersona-TOD,
a novel dataset that personalizes system responses
based on a user’s visual persona in the TOD domain.
Specifically, PicPersona-TOD incorporates person-
alized responses in terms of greetings, age, polite-
ness, and emotions. Through user satisfaction ex-
periments, we have demonstrated that PicPersona-
TOD enhances personalization while retaining the
original information. Additionally, we have pro-
posed and analyzed a baseline model, which in-
cludes NLG (Pictor), DST, and policy prediction.
Our results show that this method improves per-
sonalization without compromising performance in
other critical tasks. We believe this work advances
research on personalized TOD with multimodal
user personas, enabling more natural and human-
like interactions.

Limitations

Lack of Direct Benchmark Comparison Typi-
cally, datasets distilled from LLMs, such as those
used for open dialogue (Kim et al., 2022a) or
image-sending in chat (Lee et al., 2024a), are di-
rectly compared with traditional, human-created
test sets to demonstrate the practical advantages of
the new dataset. However, in our case, no tradi-
tional, human-made dataset exists for TOD that in-
corporates user personas, as creating a TOD dataset
requires significantly more effort and higher label-
ing costs compared to open dialogue datasets.

Due to this environment, we were unable to per-
form direct comparisons with standard datasets.
Instead, we evaluated our model’s personalization
capabilities against other prominent vision-LLM
models in Section 6.1, which have been trained
on large-scale vision-text datasets. We conducted
GPT4 evaluations to assess performance in these
comparisons, and the results show a strong prefer-
ence for the model trained on our dataset. While
this does not serve as a direct comparison with a
traditional TOD benchmark, we believe it offers a
valid alternative, as the results highlight the impor-
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tance of datasets specifically designed for person-
alization, such as PicPersona-TOD, showing the
advantages of our dataset.
Limitations in the Use of Other LLMs In our
study, we conducted dataset curation exclusively
using GPT-4o. This decision was based on pre-
liminary experiments, where other vision-LLMs
failed to generate personalized responses with the
same quality as GPT-4o. However, as open-source
vision-LLM models continue to improve, they may
become viable options for developing high-quality,
cost-efficient dataset-generation pipelines.
Facial Recognition Requirement Although our
dataset shows strong potential for personalization,
its full capability can only be realized in sys-
tems equipped with facial recognition technology,
such as kiosks or robots. Without such equip-
ment, the image-based personalization features of
PicPersona-TOD cannot be effectively utilized.
Naive Application of Retrieved Results In the
construction of our dataset, we integrated reviews
and Wikipedia results as a retrieval-based genera-
tion method to enhance system responses. While
this approach contributed to improving response
quality, it lacked sophistication. Future research
could focus on developing more advanced image
persona-based retrieval methods, enabling deeper
personalization and a more sophisticated under-
standing of the user’s persona, which would ulti-
mately lead to improved response quality.

Ethical Considerations

In constructing the dataset, we use two sources that
involve real users and may raise concerns about
privacy and consent. For the image data, we uti-
lize the FFHQ dataset. According to the original
paper (Karras et al., 2019), this dataset was cre-
ated by crawling images from the Flickr website,
where only images under permissive licenses were
collected. Specifically, the license for these im-
ages is CC BY-NC-SA 2.0, which allows for free
distribution as long as the use is non-commercial.

For the Google Map review data, we retrieve
reviews using the Google Maps API. Consent from
Google Maps users for collecting their data is pro-
vided through the Google API Terms of Use, which
state that users understand their posts will be pub-
licly available and can be accessed via the API.
Additionally, to protect user privacy, we did not col-
lect any personally identifiable information (PII) to
ensure anonymity. From a consent perspective, we

comply with the licensing terms for both sources
and take steps to safeguard user privacy. Further-
more, the use of our data for commercial and for-
profit purposes is restricted.
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Figure 10: Examples of greeting personalization (left) and recommendation personalization (right).

A Case Study

Figure 10 illustrates different methods of system
response personalization (§ 2.4). For Greetings Per-
sonalization (left), the system personalizes greet-
ings and farewells by incorporating specific char-
acteristics from the user’s first impressions. For
Recommendation Personalization (right), the sys-
tem retrieves information from reviews and tailors
the response based on that information.

B Demographics

We analyze the distribution of PicPersona-TOD by
using V-LLM to obtain information on gender, age,
and formality from the user image. The gender dis-
tribution shows that 35.82% of the dataset consists
of females, while males represent a slightly larger
percentage at 47.71%. Regarding age distribution,
the adult group constitutes the largest proportion
at 74.24%. The proportion decreases with age,
with users in the child group and the senior group
making up 19.66%, and 6.68% of the dataset, re-
spectively. Formality is divided into formal and
casual groups, with the casual group accounting
for the majority at 86.54% and the formal group
making up 13.46%. The distribution of emotions
across the dataset is 50.92% for positive, 52.44%
for neutral, and 0.55% for negative. These results
highlight the diverse demographic representation
of the PicPersona-TOD dataset across gender, age,
formality, and emotion.

C Experiments with GPT-4

We conducted two parallel evaluation tasks using
GPT-4. In the Personalization Quality Evaluation
task (§ 4.1), GPT-4 assigned the following scores:
Q1: 3.79, Q2: 3.99, Q3: 3.66, Q4: 3.97, and Q5:
3.75, which achieves a high inter-rater reliability
with a Krippendorff’s alpha of 0.84.

D Baseline Training Details

We trained the Pictor model using both the LLaVA
1.5B and 7B models. For the 1.5B model, we em-
ployed LoRA with a rank of 16, an alpha value of
64, a batch size of 16, and a learning rate of 2e-5
over 5 epochs. In the case of the 7B model, LoRA
was configured with a rank of 16, an alpha value
of 32, a batch size of 16, and a learning rate of
5e-5, also for 3 epochs. Both models employed
the Adam optimizer (Kingma and Ba, 2014) with
no weight decay and utilized a cosine learning rate
schedule with a 3% warmup ratio. All training for
the Pictor model was conducted on an NVIDIA
A100 GPU.

For the DST and policy models (T5-small and
base variants), we used a batch size of 16, learning
rate of 1e-3, and trained them for 10 epochs using
the AdamW (Loshchilov and Hutter, 2017) opti-
mizer with no weight decay. These models were
trained on an NVIDIA A6000 GPU.

E Metric for DST and Policy Prediction

When evaluating DST performance, we used two
metrics: Joint Goal Accuracy (JGA) and domain-
specific JGA. JGA is considered correct if all dia-
logue states in a turn are accurate. Domain-specific
JGA is marked as correct if the dialogue state for
the targeted domain is accurate, regardless of other
domains (Wu et al., 2019). For Dialogue Policy
evaluation, we used Entity F1, which calculates
the F1 score for each turn and then averages these
scores across all turns (Eric and Manning, 2017;
Shi et al., 2023).

F License

PicPersona-TOD is synthesized using the Multi-
WoZ 2.2, SGD, and FFHQ datasets. MultiWoZ
2.2 is released under an MIT license, while SGD
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Figure 11: A screenshot of the Personalization Quality
Evaluation.

is under a CC BY-SA 4.0 license and the images
in the FFHQ dataset are licensed under Creative
Commons BY 2.0, Creative Commons BY-NC 2.0,
Public Domain Mark 1.0, Public Domain CC0 1.0,
or U.S. Government Works licenses. These licenses
permit free use, copying, modification, and publi-
cation for non-commercial purposes.

G Human Evaluation Details

For human evaluation, we hired three native
English-speaking evaluators through the Upwork8

platform. They were informed that all personal in-
formation would remain anonymous and that their
submitted responses would be used solely for re-
search purposes.

G.1 Section 4.1 and 6.2
The evaluators were asked to rate the quality of
personalization in PicPersona-TOD or Pictor’s ut-
terances by selecting one of the provided Options
in response to the following questions, which per-
tained to user utterances (U1–U4) and system ut-
terances (S1–S5).

• U1&S1. Naturalness: Is the {user/system}’s utterance
natural and conversationally appropriate?

• U2&S2. Fluency: Does the {user/system}’s utterance
flow smoothly without errors or awkwardness?

• U3. Does the user’s utterance style match the user’s
image?

• U4. Is the content well preserved and maintains the
same semantics as in the original user utterance?

• S3. Is the system’s utterance well-personalized to the
user, compared to the original system utterance?

8www.upwork.com

Figure 12: A screenshot of the Comparison with Other
Personalization Methods.

• S4. Does the system’s utterance effectively fulfill the
user’s request, as seen in the original system utterance?

• S5. Does the system’s utterance enhance the overall user
experience, compared to the original system utterance?

• Options: Not at all (1) / A little (2) / Some-what (3) /
A lot (4).

We used Google Forms for the evaluation, and Fig-
ure 11 shows the sample screenshot that the evalu-
ators performed. The scores corresponding to each
option were used to calculate the results.

G.2 For Section 4.2

The evaluators are asked to compare two anony-
mous systems, and indicate which part has been
improved:

• Question: Which system is more personalized to the
user?

Options: System 1 / System 2 / Tie

• Question: Is the content well preserved and maintains
the same semantics as in the original user utterance?

Options:

– Personalized greetings and ending statements:
A personalized response could include cus-
tomized greetings or closing remarks.

– Formality: A personalized response should be
appropriately formal or informal, depending on
the situation.

– Age sensitivity: A personalized response should
be age-sensitive.

– Emotional awareness: A personalized response
should be emotionally aware.

– Other reasons

Figure 12 illustrates a screenshot of the questions
used for evaluation.
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H Sample of PicPersona-TOD

Figure 13 displays samples from the PicPersona-
TOD dataset. The left side shows examples from
the original MultiWoZ dataset, while the right side
presents samples from PicPersona-TOD.

I Prompt Templates

Example prompt templates have been included
starting from page 18.
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Figure 13: PicPersona-TOD dialogue sample.

7954



Prompt for Classifying Emotion in an Image

Classify the image’s sentiment as negative, neutral, or positive. Answer should be one word.

Prompt for User Utterance Style Alignment 

prompt = f"""
**Objective:**
Adjust the tone, age, gender, emotion, and formality of the user's utterance to match the style of 

the user depicted in the provided image. 
Rephrase the utterance as if the user originally spoke in that style, while preserving the original 

meaning. 
Answer naturally, and Do not add any greetings, closing remarks, or expressions of thanks unless 

they were part of the original utterance.
"""

if previous_system:
prompt += f"""
Ensure the revised utterance flows naturally as a response to the following system message:
Previous system message: {previous_system}
"""

prompt += f"""    
Original user utterance: {user}
Rephrased user utterance:
"""

Prompt for First Impression

What is the first impression of the person in the image in terms of age, gender, emotion,
outfit, and overall vibe? Answer in one complete sentence and start with
‘The person in the image appears to be’

Prompt for Personalized System Utterance Generation

prompt = f"""
You are given a dialogue between a user and a system, consisting of the latest user utterance, the current 

system utterance, and the next user utterance. 
Your task is to modify the tone, formality, and wording of the current system utterance to give a 

personalized response to the user. The response should match the provided image and description.
This is user image description : {first_impression}
Below is the information you have:

**Latest User Utterance (user1):**
{user1}

**Current System Utterance (system1):**
{system1}

"""
if user2 is not None:

prompt += f"""
**And this is the next user answer (user2):**

{user2}
As this is future information, do not use it in your response, just keep it in mind.

"""
if strategy != None:

if strategy['name'] == 'greeting':
prompt += '''As this is the first turn in the conversation, make the greetings reflect the user's 

image or highlight something extraordinary about their appearance, like "Nice hat!" or "Congratulations on your 
graduation!"'''

prompt +="""However, if the user doesn't looks like in a good mood, or it is formal setting, you 
can just say "Hello" or "Hi" or Hello sir, madam, etc. Dont' say appearance related things."""

if strategy['name'] == 'goodbye':
prompt += '''As this is the final turn in the conversation, make the ending statement. If needed, 

reflect the user\'s image or "Enjoy your vacation!". You can just say "Goodbye" things if no other information 
is available.'''
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if strategy['name'] == 'DB':
prompt += '''The user is providing information from internet soruces. \n'''
prompt +=f'This is online {strategy["DB_type"]} information for {strategy["Key"]}. \n'
prompt += '\n'.join(strategy['online'])
prompt += '''\nIf this relates to the user's age, emotion, gender, formality and their style, make 

a personalized response using that context. \
Mention why you recommend this, connecting it to something specific about their age, emotion, 

gender, formality and events. \
For instance, you might say, 'This could perfectly match your cool mood,' or 'Given your 

artistic taste, this seems ideal,' \
or even 'It's a great fit for an academic setting with children—you might really enjoy it.' \
You could also highlight occasions like celebrations, with phrases like 'This spot would be 

perfect for celebration.'\
If no connection exists, simply omit this step.\n''' 

prompt += f"""
**Dialogue progress:**

{dialogue_progress}
"""

if dialogue_progress == "Middle of the dialogue":
prompt += "Don't say celebration, thank you, or goodbye. In the middle of the conversation, it is not 

natural."

prompt += """

**Objective:**

Modify the current system utterance (system1) so that it matches the style described in the user image 
description. 

Don't use 'craving' 'kindly' 'certainly', 'sure thing', 'hey there', 'hey and 'vibe' It is not natural.
Keep in the information center staff role.
Your Answer (no description needed):

"""

Prompt for Dialogue Accuracy Quality

prompt = "You are the proficient dialogue quality evaluator. Please evaluate the dialogue quality of the 
following dialogue. "

prompt += "You will be given a two dialogue sets. The first one in original dialogue and the second one is 
dialogue style transferred version. "

prompt += f"In the restyled version, the user's utterance is modified to reflect how they would say it 
based on their first impression: {first_impression}."

prompt += "System utterance is changed to give personalized response to user, in terms of user's first 
impression"

prompt += "You will also be given the dialogue actions for both user and system, which is the direction 
user and system should follow."

prompt += "In the original dialogue, user and systems followed the action well."

prompt +="This is the original dialogue: \n"
for i in range(len(user)):

prompt += f"Turn {i+1}\n"
prompt += f"User: {user[i]}, UserAction {user_info[i]}\n"
prompt += f"System: {sys[i]}, SystemAction {sys_info[i]}\n"

prompt +="This is the dialogue style transferred version."
for i in range(len(st_user)):

prompt += f"Turn {i+1}\n"
prompt += f"Transferred User: {st_user[i]}, UserAction {user_info[i]}\n"
prompt += f"Transferred System: {st_sys[i]}, SystemAction {sys_info[i]}\n"

prompt +="Please evaluate the dialogue quality in two aspects: "
prompt +="1. User's dialogue quality : Does the transferred user dialogue follow the action well?"
prompt +="2. System's dialogue quality : Does the transferred system dialogue follow the action well?"

prompt += 'Additionally, transferred systems sometimes provide personalized recommendation using the DB 
results. Don not consider the DB results in the evaluation.'

prompt += "Additionally, changes the booking time, such as 5:45 PM to 5:30 PM or 6PM should not be 
considered as a failure."
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prompt += "If there is any issue in the dialogue, please report it."
prompt += "Format of the report: \n"
prompt += "User's dialogue quality: <pass/fail>, System's dialogue quality: <pass/fail>,Reason: 

<reason>"
prompt += "for example, User's dialogue quality: fail, System's dialogue quality: pass, Reason: 

User's dialogue is not following the action"
prompt += "or User's dialogue quality: pass, System's dialogue quality: fail, Reason: System's 

dialogue is not following the action" 
prompt += "or User's dialogue quality: pass, System's dialogue quality: pass,  Reason: transferred 

dialogue contains all information as in original dialogue"
prompt += "Now, please evaluate the dialogue quality of the transferred dialogue."

Prompt for Dialogue Overall Quality

prompt = "You are the proficient dialogue quality evaluator. Please evaluate the dialogue quality of 
the following dialogue. "

prompt += "You will be given a synthesized dialogue sets."
prompt += f"In this dialogue, the user's utterance is synthesized to reflect how they would say it 

based on their first impression: {first_impression}."
prompt += "System utterance is synthesized to give personalized response to user, in terms of user's 

first impression \n"

for i in range(len(st_user)):
prompt += f"Turn {i+1}\n"
prompt += f"User: {st_user[i]}\n"
prompt += f"System: {st_sys[i]}\n"

prompt +="Please evaluate the quality of the dialogue's in two criteria\n"
prompt += "1. Flow: Does the  dialogue flow as smoothly? Does it sound natural?"
prompt += "2. Logical: Does the  dialogue and system response make sense in the context of the 

conversation?"

prompt += 'Additionally, greetings and ending words can be some what overly sentimental over 
personalized. However do not consider the greetings in the evaluation. It is intended to make the 
dialogue more personalized.'

prompt += "Additionally, changes the booking time slightly, such as 5:45 PM to 5:30 PM or 6PM should 
not be considered as a failure."

prompt += "If there is any issue in the dialogue, please report it."
prompt += "Format of the report: \n"

prompt += "Flow: <pass/fail>, Logical: <pass/fail> Reason: <reason>"
prompt += "for example, Flow: fail, Logical: pass, Reason: System's dialogue is too rude for the 

user, in terms of user's first impression"
prompt += "for example, Flow: fail, Logical: pass, Reason: System's dialogue is too verbose and 

gives too much information which makes the dialogue unnatural"
prompt += "for example, Flow: pass, Logical: fail, Reason: System's response is not logical or 

coherent, as the answer is not related to the user's query"
prompt += "for example, Flow: pass, Logical: pass, Reason: Transferred dialogue contains all 

information as in original dialogue, and flows naturally"
prompt += "Now, please evaluate the dialogue quality of the transferred dialogue."

Prompt for Dialogue Quality Test. (Section 4.1 and Section 6.2)

prompt = f"""
You are the proficient dialogue quality assessment. You are given a two dialogue a user and a system.
First one is the original dialogue and the second one is the paraphrased dialogue, to match the style 

described in the user image description.

Please check the dialogue in five perspectives.
1) Dose the paraphrase user utterance is well matched to user description?
2) Dose the user paraphrased user utterance is semantically equivalent to the original user utterance ?
3) Dose the paraphrase system utterance is well personalized (style, tone, formality) to user description?

‐ 1: Not at all (The sentence paraphrased system utterance is not personalized with specific words, phrases, or 
style to user description)

‐ 2: A little (changes formality or tone for according to user description (Please tell your plan ‐> 
Could I know your plan?, Not specifically for user in description)

‐ 3: Somewhat (changes style, tone, formality, greeting words, etc. to user description, ex, Nice red 
hat! or Your smile is beautiful!)
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‐ 4: A lot (The paraphrase system utterance is well personalized with specific words, phrases, or style 
to user description)

4) Dose the system paraphrased system utterance is semantically equivalent to the original system 
utterance?

5) Does the system’s utterance enhance the overall user experience, compared to system_reference?

assess the dataset in four scales.
1) 1: Not at all
2) 2: A little
3) 3: Somewhat
4) 4: A lot

**Original Dialogue**
{dial1}

**User Image Description:**
{user_impression}

**Changed Dialogue:**
{dial2}

Your answer must be in the following format/. Below is just an example, not the actual answer.:
Score : (Q1:3, Q2:4, Q3:2, Q4:4, Q5:3)
Score : (Q1:3, Q2:3, Q3:4, Q4:2, Q5:4)
Score : (Q1:2, Q2:4, Q3:3, Q4:2, Q5:2)
Now your turn to make your own answer with brief reason.
"""

Prompt for Dialogue Personalization and Paraphrase Evaluation. (Section 6.1)

prompt = f"""
You are the proficient dialogue system quality assessment. You are given a two dialogue system.
Please evaluate the following two systems based on the personalization to the user image and image 

description, in terms of personalized greetings, personalization to age, personalized recommendation, 
emotion and formal context.

**User Image Description:**
{user_impression}    

**dialogue**
{dial}

Your answer must be in the following format:
(Reason : [reason for selection], Winner :[System1, Tie, System2]
"""

Figure 14: Promps templates.
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