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Abstract

Strategic reasoning is a complex yet essential
capability for intelligent agents. It requires
Large Language Model (LLM) agents to adapt
their strategies dynamically in multi-agent en-
vironments. Unlike static reasoning tasks, suc-
cess in these contexts depends on anticipating
other agents’ beliefs and actions while contin-
uously adjusting strategies to achieve individ-
ual goals. LLMs and LLM agents often strug-
gle with strategic reasoning due to the absence
of a reasoning framework that enables them
to dynamically infer others’ perspectives and
adapt to changing environments. Inspired by
the Level-K framework 1 from game theory and
behavioral economics, which extends reason-
ing from simple reactions to structured strate-
gic depth, we propose a novel framework: "K-
Level Reasoning with Large Language Mod-
els (K-R)." This framework employs recursive
mechanisms to enable LLMs to achieve vary-
ing levels of strategic depth, allowing agents to
form higher order beliefs—beliefs about others’
beliefs. We validate this framework through
rigorous testing on four testbeds: two classi-
cal game theory problems and two social in-
telligence tasks. The results demonstrate the
advantages of K-R in strategic reasoning. Our
work presents the first recursive implementa-
tion of strategic depth in large language models
(LLMs). It establishes a foundation for future
research into theory of mind and strategic rea-
soning in LLMs.

1 Introduction

Strategic reasoning—decision-making in multi-
participant environments—presents unique chal-
lenges for Large Language Models (LLMs) and
LLM agents (Zhang et al., 2024b). In these settings,

*Work was done when interning at Microsoft Research
Asia. † Corresponding author.

1According to the Level-k Framework, k-level thinking
involves considering what opponent/partner are likely to do,
what they think you will do, and what they believe you think
they will do, and so on.

First-level Thinking Second-level Thinking

…

Third-level Thinking
……

Figure 1: Level-K Framework: In first-level thinking,
agents respond directly to the environment. In second-
level thinking, agents consider the first-level thinking of
others. This process continues iteratively, with agents
forming higher order beliefs based on assumptions about
others’ thoughts.
agents must respond to the actions of others while
adapting to dynamic environments. They also need
to align their decisions with their own goals during
these interactions. Strategic reasoning is essential
for intelligent agents and is widely applied in real-
world tasks, such as investment, business strategy
making (Zhao et al., 2023), negotiation (Hua et al.,
2023), and policy-making (Li et al., 2024).

Effective strategic reasoning relies on under-
standing others’ perspectives and anticipating their
strategies. While there are some research efforts on
LLMs’ strategic reasoning, most methods rely on
static prompting (Fu et al., 2023; Xu et al., 2023b).
This typically involves instructing the model to ac-
count for others’ beliefs and decisions during its
own decision-making process in the prompt. How-
ever, these approaches fall short in enabling LLMs
to form true higher order beliefs—beliefs about
what others believe, and lack the flexibility needed
for deeper strategic reasoning.

K-level thinking (Figure 1) (Nagel, 1995; Cui
et al., 2021), a classical concept in behavioral eco-
nomics and game theory, categorizes reasoning into
varying depths of strategic thought. It involves not
only predicting others’ actions but also considering
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Please choose an integer between 1 and 100. The player 
whose chosen number is closest to 0.8 * the average of all 
chosen numbers wins the round. Let's start the 1st round.

I think in the
1st  round … …

…
…
…

…
…

…
…

(40 + 50 + 34 + 40 + 36) / 5 = 40  (Average)

40 * 0.8 = 32 (Target) 

The daily available water can meet the needs of only one 
resident. An auction is conducted, and the highest bidder 
will obtain today's water supply.

$55

$100

8 1

$60

$ 100

$50

$ 100

$70

$ 100

$30

$ 100

In today’s bidding,        placed the highest bid of $70, 
securing the water resources for the day.        +2     and 
resets the number of days thirsty =0 . Other residents 
have their HP deducted based on the number of days they 
have been thirsty （ = - ）. 

A new day! All residents receive a daily salary of  $100. 
Today, the daily available water can meet the needs of only 
one resident ...

Today I will bid 
$40 because …

8 1 8 1 8 1 8 1

…
…

…
…

…
…

…
…

$90

$200

7 2

$80

$ 200

$100

$ 200

$50

$ 130

$80

$ 200

In yesterday, 
  ………

7 2 7 2 10 1 7 2

…
…

…
…

…
…

…
…

Guessing 0.8 of the Average Survival Auction Game

40 50 34 40 36

Let's start the 2nd round.

In last 
round … …

…
…
…

…
…

…
…

31 36 24 25 21

Closest to the target. 

40-32=8 50-32=18 34-32=2 40-32=8 36-32=4

Private Utilities

Private Utilities

5 0 8

We have 5         , 5       , and 5        . 
Please negotiate how to distribute 
them.

7 2 1

I want more        , as a result, I can 
accept less       , so I propose …

I propose …

Agreement achieved. 
      has 4      , 4        , and 0        , 
while     has 1       , 1       , and 5      . 
The total utilities:  
     :36,      : 45.          wins!

Negotiation

Figure 2: The illustration of three reasoning problems in dynamic, interactive environments in this paper. Left:
Guessing 0.8 of the Average; Middle: Survival Auction Game; Right: Negotiation.

their beliefs about one’s actions, and even further
layers of recursive thinking.

Inspired by K-level thinking, we propose a novel
strategic reasoning framework termed "K-Level
Reasoning with LLMs (K-R)." K-R organizes rea-
soning into hierarchical levels and employs a recur-
sive mechanism to integrate varying strategic depth
into decision-making. Specifically, it involves: 1)
recursively anticipating others’ actions at varying
levels of strategic depth with environmental context
and historical public information, and 2) reason-
ing the optimal action based on these anticipations.
To the best of our knowledge, this is the first ap-
proach to implementing varying levels of strategic
depth in LLMs using a recursive mechanism and
enables deeper reasoning in LLM agents through
an algorithmic framework.

We validate this framework through rigorous
testing on four testbeds: two classical game theory
problems and two social intelligence tasks. The
game theory problems includes Guessing 0.8 of the
Average (Figure 2 left) and Survival Auction Game
(Mao et al., 2023) (Figure 2 middle). The social
intelligence tasks includes Negotiation (Cao et al.,
2018) (Figure 2 right) and SOTOPIA benchmark
(Zhou et al., 2024). These settings serve as micro-
cosms of the complex decision-making processes
involved in strategic reasoning. Through extensive
experiments, we demonstrate that our framework
significantly outperforms existing reasoning meth-
ods and flexibly achieves varying levels of strategic
depth. In addition to empirical evidence, we pro-
vide a theoretical analysis highlighting the benefits
of K-R. We show that, leveraging the in-context
learning capabilities of LLMs, K-R can effectively

model opponents’ behavior using accumulated pub-
lic and available opponent information.

Furthermore, we align the strategic depth of
LLMs with human participants (Nagel, 1995;
Bosch-Domenech et al., 2002). Using human as
anchors, we observe that the K-R significantly en-
hances the strategic depth of LLMs from 0.25 to
1.89. Notably, when K=3, the strategic depth (1.89)
of the LLM closely approaches that of financial
newspaper readers (1.91). This strongly indicates
that K-R establishes higher order beliefs in LLMs
for strategic reasoning.

The contributions of this work are as follows:

• We introduce K-R, a novel framework that
extends k-level thinking to LLMs, enabling
flexible strategic reasoning at varying depths
through a recursive mechanism.

• We conduct extensive evaluations, including
game theory and social intelligence problems,
demonstrating that K-R significantly outper-
forms existing methods in terms of flexibility
and effectiveness, across both closed-source
and open-source models.

• We provide an in-depth analysis of K-R, con-
firming its ability to build higher order beliefs
and enhance strategic reasoning. This lays
a foundation for future research in theory of
mind and strategic reasoning in LLMs.

2 K-Level Reasoning with Large
Language Models

2.1 Methodology
Strategic reasoning requires considering both the
decision context and the possible actions of other
participants.We employ a multi-round normal form
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multi-participant game to introduce the proposed
method. In this setting, an agent’s decision-making
process is formalized as follows: each agent i se-
lects an action ati from a set At

i at timestep t. The
payoff for agent i, resulting from the collective ac-
tion profile At = (at1, a

t
2, ..., a

t
N ) and environment

Et, is denoted as Ui(E
t,At).

At k = 1, agents decide based on environment
Et without strategic anticipation:

at,1i = arg max
ai∈At

i

E[Ui(E
t, ai)] (1)

At higher level thinking (k ≥ 2), agent i simulates
other agents operating at level k − 1 and adjusts
their strategy accordingly2:

at,ki = arg max
ai∈At

i

E[Ui(E
t, ai, â

t,k−1
−i )] (2)

where ât,k−1
−i are the predicted actions of other

agents based on their k − 1 level reasoning.
We propose a novel strategic reasoning frame-

work with recursive mechanisms, termed “K-
Level Reasoning with Large Language Models
(K-R),” involving 1) recursively anticipating the
actions ât,k−i of others at different thinking levels
using environment contexts and historical public
information, followed by 2) reasoning the optimal
action at,ki based on anticipation of others’ actions.

The K-Level Reasoning process is formulated as
follows:

1) Anticipation:

ât,mj =

{
LLM(Et, Ht

j) if m = 1

LLM(Et, Ht
j , â

t,m−1
−j ) if m > 1

(3)

where Ht
j = {(E1, a1j ), (E

2, a2j ), ..., (E
t−1, at−1

j )}
represents public historical data of agent j, and m
denotes the specified thinking level.

2) Reasoning:

at,ki = LLM(Et, Ht
i , â

t,k−1
−i ) (4)

Algorithm 1 outlines the implementation of K-R.
This recursive method enables flexible and progres-
sively deeper strategic reasoning (1, 2, ..., k, k +
1, ...), thereby enhancing higher order belief in
LLM agents.

2 To simplify the formulation, we assume that all oppo-
nents are in the same thinking level. In practice, varying
thinking level can be implemented.

Algorithm 1 K-Level Reasoning with LLMs

Require: Et: Current decision context at time t;
Ht

i : Historical information up to time t for
agent i;

K: Depth of strategic reasoning;
Ensure: at,Ki : Action for agent i at time t after

K-level reasoning.
1: Function K_REASONING(i, k):
2: if k == 1 then
3: return LLM(Et, Ht

i )
4: else
5: for each agent j ̸= i do
6: ât,k−1

j = K_REASONING(j, k − 1)
7: end for
8: return LLM(Et, Ht

i , {ât,k−1
j | j ̸= i})

9: end if
10: at,Ki = K_REASONING(i,K)

11: return at,Ki

2.2 Theoretical Analysis
This section discusses the benefits from K-R from
a theoretical perspective. We utilize the in-context
learning capabilities of LLMs to effectively model
opponents’ behavior. Suppose agent j’s decision-
making process follows a hidden strategy θ∗j . Thus,
agent j’s decision-making can be expressed as:

P (atj | Et, θ∗j ) (5)

The in-context learning of LLMs can be formally
defined as implicit Bayesian inference (Xie et al.,
2021); therefore, given the environment Et, the
next action prediction conditioned on Ht

j is:

P (atj | Et, Ht
j) =

∫
P (atj | Et, θj)P (θj | Ht

j)dθj

(6)
As t → ∞, by the law of large numbers and proper-
ties of Bayesian updating, the posterior distribution
concentrates around the true parameter θ∗j :

P (θj | Ht
j) → δ(θj − θ∗j ) (7)

where δ is the Dirac delta function. Therefore,
∫

P (atj | Et, θj)P (θj | Ht
j)dθj → P (atj | Et, θ∗j )

(8)
This implies that as the number of interactions

increases, K-R can more accurately predict oppo-
nents’ behavior.

It is also worth noting that interaction data can-
not be infinite, and in-context learning is related to
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the performance of large language models (LLMs).
Therefore, we empircally validate these hypotheses
and reasoning in Section 5.2.

3 Experiments: Game Theory

To fairly compare the strategic reasoning capabili-
ties of LLMs, we first adopt two widely used game
theory settings. These controlled, well-defined
game theory problems provide a robust assessment
of LLMs’ performance, with detailed setups out-
lined in Appendix B.

3.1 Task Definition and Metrics

3.1.1 Guessing 0.8 of the Average (G0.8A)
G0.8A (Figure 2 Left) is a classic game theory
problem introduced by Alain Ledoux (Ledoux,
1981). It involves 10-round games where each
player selects a number between 1 and 100. The
objective is to choose a number closest to 80% of
the group’s average choice. The key idea is to guess
how others will estimate the average and decide the
number to submit. This concept is also illustrated
in the Keynesian Beauty Contest (Keynes, 1936).
This game mirrors the challenge of anticipating
collective behavior in financial markets, where in-
vestors must predict not only the value of an asset
but also how others will value it in the future.

The performance of the agent is evaluated using
the Win Rate. Specifically, the Win Rate is calcu-
lated based on the wins achieved by the agent in in-
dividual round, rather than an entire game episode.

3.1.2 Survival Auction Game (SAG)
SAG (Figure 2 Middle) is derived from the Wa-
ter Allocation Challenge proposed in (Mao et al.,
2023). Each resident’s goal is to survive a 10-day
drought period by bidding for water resources and
maintaining health points above zero. If a player
successfully bids for water, they gain health points;
otherwise, they lose health points. This integration
of the auction system with the health points mecha-
nism creates a dynamic environment where players
must balance health and finances.

We use Average Survival Round measures the
mean round in which a player remains active in the
game.

3.2 Base Techniques

We adapt a variety of approaches, originally from
traditional reasoning and agent benchmarks. These
base techniques include:

Standard Prompting (Direct): This is the con-
ventional prompting method in which the LLM
generates the final answer (Action) in response to
the given game setting prompt.

Chain-of-Thought (CoT) (Wei et al., 2022): We
employ the zero-shot Chain-of-Thought reasoning
method (Kojima et al., 2022).

Persona Prompting (Persona) (Deshpande
et al., 2023): This technique modifies the standard
prompting process by incorporating a “Game Ex-
pert” persona to enhance the reasoning capabilities
of the LLM.

Reflexion (Reflect) (Shinn et al., 2023): This
method refers to language agents with verbal rein-
forcement learning and has been adapted for dy-
namic tasks. Detailed modifications are explained
in J.

Self-Refine (Refine) (Madaan et al., 2023): This
is a multi-round iterative reasoning approach where
an additional LLM offers comments and adjust-
ments prior to reaching a final decision. The dis-
tinctions between Self-Refine and Reflect are elab-
orated upon in the Appendix H.

Prediction Chain of Thought (PCoT): This
strong baseline diverges from CoT by requiring the
LLM to explicitly predict opponents’ actions be-
fore making decisions. Unlike K-Level Reasoning,
which involves a recursive approach, PCoT focuses
on direct prediction based on context.

For implementation details and specific exam-
ples, please refer to Appendix J.

3.3 Experimental Settings

We established a controllable environment and dis-
tinguished between two roles: the player (primary
focus) and the opponents. The player is equipped
with a specific method, while all opponents use
another reasoning approach. This well-defined set-
ting allows for a clearer comparison of reasoning
capabilities between methods.

In G0.8A and SAG, there is one player and four
opponents for each game. Experiments for each
setting are repeated 10 times and have passed the
significance test (Appendix G), and each experi-
ment consists of a 10-round game.

All methods in main experiments were imple-
mented using GPT-4 (Achiam et al., 2023) (gpt4-
32k), with the temperature set at 0.7 and the top-p
set at 0.9. We also conducted experiments with
open-source LLMs, Details of which are provided
in Appendix E. Unless specified otherwise, the
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level of thinking in K-Level Reasoning is set to
K=2.

3.4 Results

To distinguish between “Player” and “Opponent”
in the table, the headers for Player (bold) and Op-
ponents (italics) are formatted accordingly.

Table 1: Win Rate of the player against different oppo-
nents in G0.8A game.

Direct CoT Persona Reflect Refine PCoT K-R

Direct 0.43 0.67 0.62 0.53 0.43 0.61 0.82
CoT 0.07 0.32 0.35 0.14 0.22 0.45 0.63
Persona 0.05 0.37 0.29 0.05 0.37 0.11 0.46
Reflect 0.42 0.68 0.63 0.39 0.64 0.74 0.78
Refine 0.10 0.34 0.32 0.31 0.23 0.22 0.46
PCoT 0.03 0.44 0.52 0.21 0.51 0.54 0.85
K-R 0.04 0.15 0.14 0.04 0.17 0.14 0.52

Average 0.16
± 0.18

0.32
± 0.19

0.41
± 0.18

0.24
± 0.18

0.37
± 0.17

0.40
± 0.25

0.65
± 0.17

Table 2: Average Survival Round of the player against
different opponents in Survival Auction Game.

Direct CoT Persona Reflect Refine PCoT K-R

Direct 5.90 7.00 7.50 4.70 8.70 6.60 9.40
CoT 5.70 6.50 5.30 4.00 8.10 5.30 10.00
Persona 5.70 7.70 7.40 5.20 6.30 7.20 9.30
Reflect 9.40 9.40 9.90 5.20 8.60 8.20 10.00
Refine 6.30 6.40 8.10 4.30 8.20 5.30 7.90
PCoT 8.50 9.60 9.90 6.30 8.50 6.20 9.70
K-R 4.10 5.50 5.00 4.04 5.70 4.40 6.80

Average 6.51
± 1.82

7.44
± 1.55

7.59
± 1.95

4.82
± 0.82

7.73
± 1.21

6.17
± 1.29

9.01
± 1.21

Table 1 presents Win Rate of players utilizing
different methods against various opponents in the
G0.8A game. Notably, the K-R method demon-
strates a superior Win Rate of 0.65, significantly
exceeding the win rates of the other strategies. Ta-
ble 2 provides insights into the Average Survival
Round of players across different auction game
strategies in SAG, with the K-R method again
standing out. The K-R method achieves an av-
erage survival round of 9.01, considerably higher
than all other methods.

The experiment result underscores the effective-
ness of the K-R method in enhancing player strat-
egy, suggesting its strategic superiority in the con-
text of this game. Its effectiveness lies in its ability
to anticipate opponent moves, outperforming other
prompting methods.

The performance of Reflect did not demonstrate
the effectiveness of the reasoning method. We hy-
pothesize that this is due to the fact that, in dynamic

environments, Reflect on the experiences summa-
rized from the previous round (Shinn et al., 2023)
may not be applicable to the subsequent round of
the game. Furthermore, in both games, Refine did
not show an advantage over CoT and was signif-
icantly lower than K-R. This is because Refine
involves adjustments based on one’s own strategy.
However, these adjustments do not explicitly con-
sider the hidden strategies of the opponent’s behav-
ior, rendering them inapplicable against opponents
employing different strategies.

4 Experiments: Social Intelligence

We then evaluate K-R in two social intelligence
benchmarks to assess its performance in more open-
ended realistic scenarios. Compared to the abstract
and theoretical settings of Game Theory, these sce-
narios involve richer contextual backgrounds and
complicated goal pursuits, which better demon-
strate the value of LLM-based agents in practical
applications, such as in chatbots and strategic deci-
sion making.

4.1 Task Definition and Metrics

4.1.1 Negotiation (NEG)
NEG (Figure 2 Right)(Cao et al., 2018; Duan et al.,
2024) is an open-ended and realistic task. In this
setting, two agents are presented with three types
of items: peppers, cherries, and strawberries. Each
agent has private utility values for these items and
must negotiate to allocate the public item pool.

The agent who secures more utility upon reach-
ing an agreement wins the game, and we calculated
the Win Rate to assess the performance of different
agents.

4.1.2 SOTOPIA Benchmark
SOTOPIA (Zhou et al., 2024) is an open-ended en-
vironment to simulate complex social interactions
between artificial agents and evaluate their social in-
telligence. It includes a variety of social scenarios,
and each scenario includes a context background,
and private social goals of each agent. Meanwhile,
each agent has a character profiles which consists
of name, gender, personality, occupation, etc.

For each episode, agents are scored at the end
of the interaction along each of seven dimensions
in SOTOPIA-Eval, including Goal Completion
(GOAL), Believability (BEL), Knowledge (KNO),
Secret (SEC), Relationship (REL), Social Rules
(SOC), Financial and Material Benefits (FIN).
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4.2 Experimental Settings

We employed the majority of the reasoning ap-
proaches introduced in Section 3.2 as baseline mod-
els for comparison.

In NEG, the experiments followed the settings
from (Cao et al., 2018; Duan et al., 2024). There is
one player and one opponent for each game. We
test the performance of the Baselines and K-Level
Reasoning in 100 repeated independent games. To
eliminate positional advantages, we swapped the
positions of each player for each setting. To en-
sure the reliability, three trials were conducted, and
the results are reported as averages with standard
deviation.

Meanwhile, We adhered to the SOTOPIA-hard
(Zhou et al., 2024) setup comprising a total of 100
episodes, which is commonly found to be challeng-
ing for LLMs, and utilize a fixed GPT-4o based
agent as partner. Additionally, to evaluate the
agents’ scores, we utilized GPT-4 as the assessment
model, as it has been determined by SOTOPIA
benchmark (Zhou et al., 2024) to serve as a reliable
serves as a proxy for human judgments in evalu-
ating model performance across most dimensions
and for human performance on the GOAL dimen-
sion.

4.3 Results

Table 3: Win Rate (%) of the player against opponent in
Negotiation Setting.

Direct CoT Persona Reflect Refine PCoT K-R

Direct 50.00 61.34 49.58 66.67 65.83 63.03 70.83
CoT 38.66 50.00 36.67 45.83 45.76 47.27 55.36
Persona 50.42 63.33 50.00 70.00 67.50 62.50 70.83
Reflection 33.33 54.17 30.00 50.00 57.14 55.00 55.00
Refine 34.17 54.24 32.50 42.86 50.00 55.77 54.55
PCoT 36.97 52.73 37.50 45.00 44.23 50.00 57.00
K-R 29.17 44.64 29.17 45.00 45.45 43.00 50.00

Average 38.96
±2.53

54.35
±0.50

37.92
±5.84

52.19
±1.73

53.70
±4.41

53.80
±4.34

59.08
± 2.20

The results presented in Table 3 and Table 4 il-
lustrate the effectiveness of the K-Level Reasoning
in the context of NEG and SOTOPIA-hard settings,
respectively.

In NEG, the K-R method demonstrates a notable
win rate of 59.08%, positioning it significantly
above the average win rates achieved by other meth-
ods. This indicates that, in most cases, the propos-
als generated through K-Level Reasoning are more
advantageous to itself, as well as suggesting a ten-
dency to accept the opponent’s proposals when the

Table 4: SOTOPIA-Eval of the player against opponent
in SOTOPIA-hard.

Direct CoT Refine K-R Direct CoT Refine K-R
Metric [GPT-4o] [LLaMA-3.1-70B]

BEL [0–10] 8.97 9.00 9.00 8.97 8.88 8.85 8.90 8.97
REL [-5–5] 2.38 2.40 2.27 2.67 1.38 1.18 0.82 2.40
KNO [0–10] 6.05 6.05 6.25 6.25 5.88 5.53 5.33 6.12
SEC [-10-0] 0.00 -0.05 0.00 0.00 -0.28 -0.25 -0.18 0.00
SOC [-10–0] -0.05 0.00 -0.05 0.00 -0.70 -0.72 -0.64 0.00
FIN [-5–5] 0.90 0.78 0.80 0.72 0.38 0.35 -0.08 0.75
GOAL [0–10] 6.35 6.60 6.15 6.47 5.35 5.40 4.95 6.38

Overall 3.51
± 0.09

3.54
± 0.08

3.49
± 0.08

3.59
± 0.09

2.98
± 0.23

2.90
± 0.26

2.73
± 0.25

3.52
± 0.13

perceived benefits are substantial.
The results from SOTOPIA reveal several in-

triguing findings. Firstly, while K-R demonstrates
some improvement compared to other methods, the
results are not statistically significant. We hypothe-
size that this may be due to the inherent tendency
of GPT-4 based models to assign higher scores to
responses generated by GPT-4 based agents. No-
tably, we observed that employing agents based on
LLaMA 3.1 70B with K-R can lead to significant
performance enhancements. Meanwhile, the over-
all metrics indicate that K-R achieves performance
levels comparable to those of the GPT-4 model,
highlighting K-R’s potential in the realm of social
intelligence.

5 Discussions

5.1 Does K-R Efficiently Establish a Higher
Order Belief in LLMs?

Table 5: Human performance in G2/3A.

Experiments Lab Classroom Take-home Theorists Internet
NewsgroupNewspaper

Mean Choice 35.13 26.84 25.20 17.15 22.16 23.08

Strategic Depth 0.87 1.53 1.68 2.63 2.01 1.91

Table 6: LLM performance in G0.8A in the first round.

Method Direct CoT Persona Refine Reflect PCoT KR[k=2] KR[k=3]

Mean Choice 47.29 37.8 41.0 41.0 45.2 44.0 38.42 32.79

Strategic Depth 0.25 1.25 0.89 0.89 0.45 0.57 1.18 1.89

As a classic game theory issue, the G0.8A
problem has garnered significant research interest
across various disciplines. We reference the exper-
imental results of the classic research among hu-
man participants (Nagel, 1995; Bosch-Domenech
et al., 2002) as anchor points and present the av-
erage decisions made by the K-Level Reasoning
method (GPT-4) in the first round. Through this
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comparison, we can observe the relative relation-
ship between human cognitive levels and LLMs
under different reasoning methods. The specific
calculation method on strategic depth is described
in Appendix C. The performance of humans and
LLMs is shown in the Table 5 and Table 6.

From these observations, we can conclude that
even when employing SOTA models, the strategic
depth of GPT-4 under Direct Prompt (0.25) cannot
compete with that of lower-strategic-capability un-
dergraduate students in laboratory settings (0.87).
Furthermore, the K-Level reasoning approach sig-
nificantly enhances the reasoning depth of large
language models, increasing it from 0.25 to 1.89,
and the strategic depth of the large language model
(1.89) approaches that of a group of financial news-
paper readers (1.91) when K=3.

5.2 K-Level Reasoning Leads to More
Accurate Predictions About Opponents

Round 2 Round 4 Round 6 Round 8 Round 10
0

5

10
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Figure 3: The deviation in prediction during the G0.8A
between PCoT and K-Level Reasoning.

Since K-R involves an intermediate step of mod-
eling the opponent’s behavior, we examine the pro-
gression of prediction accuracy. Figure 3 illustrates
the prediction deviation between K-R and PCoT
in G0.8A. K-R exhibits higher prediction accuracy
than PCoT from Round 1, starting with more pre-
cise and less random predictions. Moreover, the
predictions converge quickly and become highly
accurate in the second half of the game. This trend
highlights the LLM’s increasing proficiency in un-
derstanding higher order belief with more game-
play context. Essentially, K-R instantiates new
sessions to compute the opponent’s future actions.
This approach leverages the in-context learning ca-
pabilities of LLMs more effectively than PCoT’s
prediction process (as theoretically discussed in
Section 2.2). As a result, K-R achieves better pre-
diction accuracy.

5.3 Better Reasoning Methodology vs.
Stronger Foundation Model

There is a consensus that LLMs trained with more
data and possessing larger parameter sizes demon-
strate stronger reasoning capabilities. We explore
whether K-Level Reasoning can significantly en-
hance the strategic reasoning abilities of relatively
weaker LLMs. To investigate, we conducted ex-
periments comparing the performance of K-R with
GPT-3.5 (K-R[GPT-3.5]) against other reasoning
methods based on GPT-4. All experiments were
repeated 10 times.

Table 7: A comparison of K-Level Reasoning with GPT-
3.5 and other reasoning approaches with GPT-4. For
the Guessing 0.8 of the Average, we report the win rate;
for the Survival Auction Game, we report the average
survival round.

Guessing 0.8 of the Average Survival Auction Game

Opponent Direct K-R Direct K-R Direct K-R Direct K-R
[GPT-4] [GPT-3.5] [GPT-3.5] [GPT-4] [GPT-4] [GPT-3.5] [GPT-3.5] [GPT-4] [GPT-4]

Direct 0.18 0.18 0.43 0.82 5.00 9.40 5.90 9.40
CoT 0.14 0.37 0.07 0.63 5.30 8.10 5.70 10.00
Persona 0.10 0.23 0.05 0.46 5.00 7.50 5.70 9.30
Reflect 0.24 0.38 0.42 0.78 5.00 8.50 9.40 10.00
Refine 0.14 0.13 0.10 0.46 5.10 6.70 6.30 7.90
PCoT 0.19 0.46 0.03 0.85 4.10 6.80 8.50 9.70

Average 0.16 0.29 0.18 0.67 4.92 7.83 6.92 9.38

From the results in Table 7, we observe that K-
R[GPT-3.5] outperforms the standard prompting
method of GPT-4 (Direct[GPT4]) from average per-
formance. Furthermore, when competing against
opponents using reasoning methods on GPT-4, K-
R[GPT-3.5] demonstrates remarkable capabilities.
K-R, with its excellent restoration of the rival’s
perspective, enhances the LLM’s ability in compet-
itive environments. Additionally, we compared the
performance of the open-source model LLAMA2-
7B with GPT-3.5/4 in Appendix E, finding that
K-R significantly enhances reasoning in interactive
contexts across different LLMs.

6 Batter Nash Equilibrium
Approximation with K-Level Reasoning

To assess the impact of K-Level Reasoning on Nash
equilibrium, we conducted experiments testing the
performance of LLMs at different K-Levels in the
Prisoner’s Dilemma. The Prisoner’s Dilemma is
a classic concept in game theory that illustrates
a paradoxical situation in which individuals act-
ing in their own self-interest lead to a suboptimal
outcome for everyone involved. It’s often used
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to study decision-making in situations involving
cooperation and competition.

From Table 8, it is evident that when K=1, play-
ers exhibit weaker rationality: they tend to choose
cooperation over betrayal. As the K-Level of one
player increases (first row from left to right), play-
ers with higher K-Levels demonstrate stronger ra-
tionality: they tend to choose betrayal over coop-
eration. Moreover, when both players’ K-Levels
increase, they are more likely to reach a state of
Nash equilibrium: both choosing to betray each
other.

Table 8: Statistical evaluation of the strategies gener-
ated by GPT-4 in the Prisoner’s Dilemma, with anal-
ysis of payoff matrix count across k-levels in ten re-
peated games. The Nash equilibrium of the Prisoner’s
Dilemma, where both players choose to betray each
other, is highlighted with a green background in the
bottom-right corner of each cell.

Level-1 Level-2 Level-3 Level-4

10 0 7 3 1 9 0 10
Level-1

0 0 0 0 0 0 0 0

7 0 2 0 0 2 0 1
Level-2

3 0 5 3 0 8 0 9

1 0 0 0 0 0 0 0
Level-3

9 0 2 8 0 10 1 9

0 0 0 0 0 1 0 0
Level-4

10 0 1 9 0 9 1 9

6.1 The Deeper Thinking Level, the Better
Strategic Performance?

Table 9: Comparison between K-Level Reasoning[K=2]
and K-Level Reasoning[K=3] in the two games.

Guessing 0.8 of the Average Survival Auction Game

Opponent Direct K-R[K=2] K-R[K=3] Direct K-R[K=2] K-R[K=3]

Direct 0.43 0.82 0.77 (-0.05) 5.90 9.40 9.40 (+0.00)

K-R[K=2] 0.04 0.52 0.60 (+0.08) 4.10 6.80 8.30 (+1.50)

K-R models opponents’ thinking processes re-
cursively. We examine how thinking level affect
reasoning outcomes by comparing K-R[K=2] and
K-R[K=3] in two games. The results, detailed in Ta-
ble 9, reveal the impact of increased thinking level.
Against the Direct method (first-level thinking), K-
R[K=3] showed a decreased win rate in G0.8A but
maintained performance in SAG, suggesting pos-
sible overthinking. However, K-R[K=3] improved
significantly against K-R[K=2] in both games. It
suggests that the key factor in K-R is the relative

depth of thought compared to the opponent. A one-
level deeper approach offers a strategic advantage,
but advancing two levels may lead to diminishing
returns due to over-anticipation. In interactive en-
vironments, identifying opponents’ thinking levels
is difficult. Adapting to varying levels and using K-
Level Reasoning for deeper analysis is a valuable
direction for future research.

Additionally, a higher thinking level with the re-
cursive prompting implementation increases com-
putational cost. The computational cost of K-R is
thoroughly discussed in Appendix F.

7 Related Work

7.1 Reasoning with LLMs

Large Language Models (LLMs) excel in diverse
complex reasoning tasks, such as mathematical
(Miao et al., 2021; Patel et al., 2021), common
sense (Talmor et al., 2022; Bhakthavatsalam et al.,
2021), and symbolic reasoning (Srivastava et al.,
2022; Suzgun et al., 2022). A notable reason-
ing approach involves breaking down complex
questions into a series of intermediate steps, a
technique known as the Chain-of-Thought (CoT)
method (Wei et al., 2022; Kojima et al., 2022).
Subsequently, some works have emerged to ex-
tend CoT, with innovations like Tree of Thought
(ToT) (Yao et al., 2023), Graph of Thought (GoT)
(Besta et al., 2023) and Skeleton-of-thought (Ning
et al., 2023). Besides, approaches like Self-Refine
(Madaan et al., 2023) and Reflexion (Shinn et al.,
2023) enhance CoT’s consistency by having LLMs
review and refine their responses. Moreover, recent
research has revealed that integrating persona in-
formation into LLMs significantly improves their
reasoning processes (Deshpande et al., 2023). A
series of studies (Fu et al., 2023; Wang et al., 2023)
have been conducted to incorporate more persona
information, aiming to enhance the rationality and
knowledge ability of the LLM reasoning process.
These methods have been applied to various static
tasks, but have not been adequately evaluated in
dynamic problems (multi-agent environment) to
validate their efficacy in reasoning capabilities.

7.2 Strategic Reasoning within Multiple
Agent System

Dynamic problems arise when multiple participants
are involved in multi-round interactions. One key
factor is the simultaneous interactions of multiple
participants with the environment. Unlike single-
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agent systems, multiple agent system (MAS) en-
counters a broader range of issues and challenges,
as noted by (Wong et al., 2021), including compu-
tational complexity (Ding and Dong, 2020), nonsta-
tionarity (Papoudakis et al., 2019), partial observ-
ability (Mahajan et al., 2019; Foerster et al., 2016),
and challenges in credit assignment (Sunehag et al.,
2017). Particularly, in the context of inference us-
ing LLMs, the nonstationarity of the environment
poses a distinct challenge.

Recently, research on LLMs in strategic reason-
ing has been conducted across various MAS in-
cluding social behavior (Zhou et al., 2024; Hua
et al., 2023), economic simulations (Zhao et al.,
2023; Li et al., 2023), game theory (Duan et al.,
2024; Xu et al., 2023a), and game playing (Ma
et al., 2023; Xu et al., 2023b). To enhance the
performance of LLMs in strategic reasoning sce-
narios, researchers have utilized the concepts of
Theory of Mind (ToM) (Gandhi et al., 2023; Guo
et al., 2023) and Reinforcement Learning (Xu et al.,
2023c; Zhang et al., 2024a) to optimize the reason-
ing processes of LLMs. These approaches involve
prompting LLMs to recognize the intricacies of
strategic tasks, like our proposed Prediction Chain-
of-Thought baseline. However, our experimental
results indicate that this approach fails to establish
a clear cognitive hierarchy necessary for recursive
and deeper strategic thinking.

8 Conclusion

This paper represents a significant stride in under-
standing and enhancing the strategic reasoning ca-
pabilities of LLMs. We propose “K-Level Rea-
soning with LLMs.” This innovative approach
leverages recursive mechanisms to achieve vary-
ing thinking level within LLMs, enabling them
to engage in deeper strategic thinking. Through
extensive experiments, we validate the advantage
offered by this method. It establishes a foundation
for future research into theory of mind and strategic
reasoning in LLMs.

9 Limitations

We validate the effectiveness of the K-Level Rea-
soning framework from two perspectives: game
theory and social intelligence. While our exper-
imental results provide substantial evidence sup-
porting the framework’s validity, further research
is necessary to explore the performance of large
language models (LLMs) in few-shot agent model-

ing (He et al., 2016) across various environments,
strategic factors, and action sets.

Additionally, K-R predicts opponents’ most
likely behavior by initiating a new LLM inference
session. The recursive mechanism employed to
achieve varying levels of strategic depth inevitably
increases computational cost. Appendix F provides
a detailed discussion on how K-R relates to this
rise in computational cost and compares it across
different reasoning methods. Despite the increased
demands, K-R outperforms other methods with
comparable computational costs.
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A Impact Statements

Our research introduces the K-Level Reasoning
framework, designed to formulate strategies in dy-
namic, interactive and competitive scenarios by
anticipating the reactions of adversaries, poten-
tially users. Theoretically, this approach offers a
novel perspective for understanding and optimizing
decision-making processes. However, we recog-
nize when the goal setting diverges from user inter-
ests, the application of K-Level Reasoning could
result in manipulative behaviors by adapting to the
predicted user’s reactions. This risk is notably pro-
nounced in scenarios designed to influence user
decisions or behaviors, such as in recommenda-
tion systems, advertising placements, and content
distribution on social media platforms.

Although K-Level Reasoning provides a potent
powerful tool for strategic planning, interacting and
reasoning, ethical considerations must be meticu-
lously managed in its practical application. This
ensures that the development and utilization of tech-
nology do not detrimentally impact user and soci-
etal interests. To this end, we advocate for height-
ened transparency, ensuring users have a compre-
hensive understanding and control over how their
data is utilized.

B Game Setting

B.1 Guessing 0.8 of the Average
Initial Setup: For each round, each player select
a number between 1 and 100. The objective is to
select a number that is closest to 80% of the group’s
average choice. Formally, each player i chooses a
number ni, aiming for ni ≈ 0.8 × n, where n is
the average of all chosen numbers.

Scoring and Continuation: A player scores a
point if his/her chosen number is closest to 80%
of the average number chosen by the group. If
all players select the same number, no points are
awarded for this round. Mathematically, the score
for player i in in round t is given by sti, which is 1
if |ni− 0.8×n| is the minimum among all players,
and 0 otherwise.

B.2 Survival Auction Game
Initial Setup: Players start with 8 health points,
out of a maximum of 10. Every day, each player
possesses a fixed income of $100. The daily water
supply can only satisfy one resident’s requirement.

Scoring and Continuation: Everyday, players
engage in a daily auction to secure the necessary

water resources, and the highest bidder wins. In
case of a tie, the resources are not allocated to
any player. If a player successfully bid the water
resources, they will gain 2 health points; otherwise,
they will lose health points equal to the number
of consecutive days, denoted as n, during which
they have not obtained water resources. Once a
player’s health points fall to 0 or below, they will
be eliminated. The health point of player i on day
t, denoted as hti, is crucial in determining their
survival and bidding strategy.

C Detailed Metric Computational
Formulas

Win Rate is calculated based on the number of
wins over game going, providing a measure of the
overall ability.

WinRate =
Num of Wins

Total Round per Test×Num of Test
(9)

Average Survival Round calculates the average
round in which the player remains in the game.
It’s an effective way to assess performance in
elimination-based game, like SAG.

AvgSurvivalRound =

∑
Survival Round in Each Test

Num of Test
(10)

Prediction Accuracy evaluates the accuracy of
player’s predictions regarding rivals’ future moves.
In the G0.8A, it involves calculating the absolute
difference between the player’s predicted average
and the actual average in each round:

Pred Acc =

∑ |AvgPred −AvgActual|
Num of Test

(11)

In the SAG, the focus shifts to measuring the ab-
solute error between the player’s prediction of the
highest bid by opponents and the actual highest bid
made by them.

Pred Acc =

∑ |Max BidPred −Max BidActual|
Num of Test

(12)
Strategic Level

StrategicDepth(choice) = logα(choice/50)
(13)

Here, α represents the target value coefficient, and
50 represents the average of a random choice be-
tween 0 and 100, which is used to represent level-0
players. In the settings of [1][2], the parameter α is
set to 2

3 . In our configuration, α is set to 0.8, which
is the origin of the name G0.8A.
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Introduction Prompt:
You are Alex and involved in a survive challenge. You are one of five players in the game. Everyone is required to choose an integer 

between 1 and 100 in each round. The player whose chosen number is closest to (0.8 * the average of all chosen numbers) wins the

round without any HP deduction. All other players will have 1 HP deducted. But if all players choose the same number, their health 

points are deducted together.

Round Start Prompt (Standard):

Ok, Alex! Now is the ROUND 1, and your HP is at 10. Please choose an integer between 1 and 100 for this round.”

Notification Result Prompt :

Thank you all for participating in Round 1. In this round, Alex chose 45, Bob chose 45, Cindy chose 50, David chose 45, Eric chose 45.

The average is (45 + 45 + 50 + 45 + 45) / 5 = 46.0. The average 46.0 multiplied by 0.8 equals 36.8. 

Alex: |45 - 36.8| = 8, Bob: |45 - 36.8| = 8, Cindy: |50 - 36.8| = 13, David: |45 - 36.8| = 8, Eric: |45 - 36.8| = 8

[Alex, Bob, David, Eric]'s choice of 45 is closest to 36.8. 

Round winner: Alex, Bob, David, Eric. All other players lose 1 point. After the deduction, player information is: 

name: Alex  HP: 10, name: Bob HP: 10, name: Cindy HP: 9, name: David HP: 10, name: Eric  HP: 10.

Congratulation Prompt (When Win):

You have successfully chosen the number closest to the target number, which is the average of all players' selected numbers 

multiplied by 0.8. As a result, you have won this round. All other players will now deduct 1 HP. 

Warning Prompt (When Loss):

WARNING: You have lost 1 point of HP in this round! You now have only 9 points of health left. You are one step closer to dea th.

G0.8A Game Prompt

Figure 4: Prompts used in Guessing 0.8 of the Average game.

Introduction Prompt:
You are Alex and a resident living in W-Town. W Town is experiencing a rare drought. Every residents in Town W is ensuring their survival 

over a period of 10 days by acquiring the water resources. 

Attention, all W-Town residents, welcome to the Water Allocation Challenge!

In this challenge, you are tasked with ensuring your survival over a period of 10 days by acquiring the necessary water resources to maintain 

your health. You will participate in daily auctions to bid for water resources to meet your individual needs.

Here are the game rules and settings:

1. You are one of five residents with same water requirements, budgets, and health points.

2. Your goal is to survive until the end of the 10 days.

3. Each resident has a maximum of 10 health points and starts with 8 health points. If your health points drop below or equal to 0, you will 

be considered dead and eliminated from the game! All your accumulated money will be reset to Zero! 

4. Every day, you will bid on water resources to meet your needs. If your consecutive days without obtaining water resource (No-Drink Days) 

reach n, your health will be deducted by n points on that day. If your water needs are met, 2 points will be added to your health, and the 

No-Drink Days will be reset to 0.

5. Daily water resources can only meet the needs of one resident.

6. Each resident has $100 daily income;

7. To allocate water resources, a sealed-bid auction will be conducted daily. Each resident submits a single bid for their entire water need. 

The resident with the highest bid is eligible to obtain water resources.

8. If the highest bid results in a tie, no residents will have access to water. 

All bidding information will be made public after the allocation of water resources on the same day.

Remember, the key to success is effective bidding and strategizing to ensure your survival. Good luck!!

Round Start Prompt (Standard):

Hello, Alex! Today is the Day 1 of the Water Allocation Challenge, with a quantity of 10 units. Your status:

name: Alex  balance:100  HP:8  no_drink: 1  

Please carefully analyze your situation to decide on this round of bidding. Remember, the most important thing is to SURVIVE!! Now, if you 

want to participate in today's water resource auction, please provide your bid.

Notification Result Prompt :

Thank you all for participating in Round 1. In this round, Alex bid 25, Bob bid 40, Cindy bid 40, David bid 30, Eric bid 60.

Total water resource supply is 10. According to the principle of the highest bidder and the rule when the game is tied, Eric won this auction 

and obtain water resource. 

After allocation, all survival residents' information is as follows: 

name: Alex balance: 100  HP:7 no_drink: 2,   name: Bob  balance: 100  HP:7 no_drink:2 

name :Cindy  balance:100 HP:7 no_drink:2,   name: David  balance: 100 HP: :7 no_drink:2

name:Eric balance:40  HP:10 no_drink:1

Congratulation Prompt (When Win):

You have successfully won the bidding for today's water resources and restored 2 points of HP.

Warning Prompt (When Lose):

WARNING: You have lost 1point of HP in this round! You now have only 7 points of health left. You are one step closer to death.

Survival Auction Game Prompt

Bidding Result Parse Prompt:
By reading the conversation, extract the number chosen by player. Output format: number. If the player does not bid, Output: 0.

Figure 5: Prompts used in Survival Auction Game.
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D Performance of Large Language
Models Competing with Programmatic
Strategies

In addition to using the LLM-LLM Combat com-
parison setting in Section 4, we have also designed
a set of LLM-Programmatic Strategy Combat
comparisons. In Player-Programmatic Strategy
Combat setting, the “player" will be equipped with
a specific reasoning method, while opponents will
play according to programmatic strategic patterns,
which will not be adjusted with the game going.
This mode is to check different methods’ adapta-
tion to different predefined but fixed patterns. For
the Player-Programmatic Player Combat Combat
in G0.8A, the programmatic strategies include:

1) 0-Level (Fix): The characteristic of a 0-Level
player is that their choice of strategy is uniform
(Stahl and Wilson, 1995). We limit the choice space
of the 0-Level Computer player to only 40.

2) 0-Level (Var): Modified from the 0-Level
(Fix) strategy, the selection is sampled from a Gaus-
sian distribution with a mean of 40 and a variance
of 5.

3) MonoTrend (Fix): The numbers chosen by
the computer players follow an arithmetic sequence
with a decreasing common difference, and the com-
mon differences for all four computer players are
the same.

4) MonoTrend (Var): The numbers chosen by
the computer players follow an arithmetic sequence
with a decreasing common difference, and the com-
mon differences for the four computer players are
randomly generated from 1 to 5.

5) LastBids (Fix): The computer player chooses
the target number from the previous round (selects
40 in the first round).

6) LastBids (Var): Modified from the LastBids
strategy, the selection is sampled from a Gaussian
distribution with a mean equal to the target number
of the previous round and a variance of 5.

Overall, the dynamic changes of these three set-
tings are LastBids > MonoTrend > 0-Level. We
use these three programs to test the reasoning capa-
bility to adapt to and counter different patterns.

Table 10 reveals a significant trend in the perfor-
mance of players against other approaches. The
effectiveness of reasoning approaches decreases
in the following order: 0-Level, MonoTrend, and
LastBids. This pattern highlights a reduction in the
efficacy of the LLM in more dynamic environments.
We found that only K-Level Reasoning shows an

advantage in LastBids (Fix), indicating that com-
pared to K-Level Reasoning, previous reasoning
methods on static problems lack observation and
judgment of the opponent. Conversely, this also
demonstrates that K-Level Reasoning can implic-
itly infer the behavior pattern of the opponent based
on their historical actions.

Intriguingly, reasoning methods significantly in-
fluence the performance in dynamic settings. Meth-
ods like CoT and Self-Refine, traditionally favored
in static reasoning, also demonstrate substantial
improvements over the Standard Prompt approach.
This finding underscores the necessity for more
elaborate reasoning processes in dynamic decision-
making, akin to static problem-solving scenarios.

Table 10: Win Rate of the player against different pro-
grammatic strategies in Guessing 0.8 of the Average
game.

Opponent Direct CoT Persona Reflect Refine PCoT K-R

Player VS Programmatic Strategies

0-Level (Fix) 0.65 0.87 0.87 0.81 0.99 0.80 0.97

0-Level (Var) 0.44 0.67 0.69 0.61 0.54 0.76 0.77

MonoTrend (Fix) 0.05 0.06 0.15 0.00 0.29 0.15 0.48

MonoTrend (Var) 0.34 0.44 0.57 0.33 0.49 0.46 0.74

LastBids (Fix) 0.01 0.12 0.16 0.01 0.27 0.06 0.75

LastBids (Var) 0.06 0.15 0.18 0.19 0.18 0.14 0.18

E Open Source LLM with K-Level
Reasoning

In addition to the experiments on GPT3.5 /GPT4,
we conducted tests with an open-source smaller-
scale model, LLaMA-7B-Chat, in the "G0.8A"
game. To clearly compare the performance of dif-
ferent LLMs, we adopted the LLM-Programmatic
Strategy Combat setting described in Appendix B.
From the experimental results, we can see that:
1. Llama2-7B and GPT3.5, even including GPT4,
perform poorly when competing against program-
matic strategies using standard prompting, strug-
gling even with some very simple strategies. It
underscores the significance of our research; 2. For
all tested models, applying k-level reasoning effec-
tively enhanced the win rate, highlighting the stabil-
ity of the improvement our proposed model brings
to different base models. Interestingly, for stronger
LLMs, applying K-R can achieve a higher relative
improvement, we speculate that the enhancement is
simultaneously derived from the opponent’s action
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simulation and reasoning capabilities of the base
model.

Table 11: Win Rate of the reasoning methods with open
source LLMs against different programmatic strategies
in Guessing 0.8 of the Average game.

Methods Direct K-R[K=2] Direct K-R[K=2] Direct K-R[K=2]

Base Model [LLaMA-7B] [LLaMA-7B] [GPT3.5] [GPT3.5] [GPT4] [GPT4]

Player VS Programmatic Strategies

0-Level (Fix) 0.30 0.43 0.30 0.49 0.65 0.97

0-Level (Var) 0.13 0.22 0.11 0.36 0.44 0.77

MonoTrend (Fix) 0.12 0.12 0.17 0.32 0.05 0.48

MonoTrend (Var) 0.17 0.13 0.19 0.42 0.34 0.74

LastBids (Fix) 0.04 0.11 0.22 0.38 0.01 0.75

LastBids (Var) 0.03 0.08 0.11 0.10 0.06 0.18

Avg 0.13 0.18 (+0.05) 0.18 0.35 (+0.17) 0.26 0.65 (+0.39)

F Computational Cost Analysis

Table 12: Average input/output/total token consumption
per game test. Unit: Kilo tokens.

Game Metric Direct CoT Persona Reflect Refine PCoT K-R

GO8A

Input 14.80 23.30 18.70 39.50 145.50 30.80 123.40
Output 0.10 1.80 0.60 1.20 6.90 1.30 1.60
Total 14.90 25.10 19.30 40.70 152.40 32.10 124.90

Avg Win Rate 0.16 0.42 0.41 0.24 0.37 0.40 0.65

SAG

Input 21.30 29.00 27.10 51.40 130.50 37.00 90.10
Output 0.70 1.00 0.90 1.80 3.30 1.30 1.40
Total 22.00 30.00 28.10 53.20 133.80 38.20 91.60

Avg Surv Round 6.51 7.44 7.59 4.82 7.33 6.17 9.01

To understand how different reasoning meth-
ods affect token consumption, thereby assisting
users in utilizing models more effectively and opti-
mizing resource utilization and cost control, we
conducted an analysis of the computational ex-
penditure associated with various reasoning ap-
proaches. Specifically, we calculated the average
input/output/total token consumption per game test
for both the "Guessing 0.8 of the Average" and
"Survival Auction Game."

K-Level Reasoning, due to simulating the oppo-
nents’ actions based on public historical behavior
information with new sessions, inevitably causes
more token consumption. The increase in token
consumption linearly correlates with the number of
opponents that need to be simulated and the rounds.

We also find that more token consumption does
not necessarily lead to better results. The Self-
Refine method, due to its action-feedback-refine
pipeline, leads to a substantial increase in token
consumption for both input and output, yet it did
not outperform our proposed K-Level Reasoning
in terms of performance. Compared to baselines,

the proposed K-Level Reasoning method is an ef-
fective and efficient way to recursively simulate the
decision-making process of the opponent and make
decisions based on the simulation results.

G Statistical Significance of K-Level
Reasoning efficacy

Due to the utilization of a large language model for
evaluation, inherent stochasticity is present, and
the sample size for testing is limited (only con-
ducted 10 experiments). To objectively assess the
reliability of the experiment result, we subjected
the results from G0.8A and SAG to a t-test for sig-
nificance with p = 0.05. Specifically, different
significance testing methods were employed for
different evaluation metrics, as outlined below:

• Win Rate & Average Survival Round: A t-test
was conducted on the Win Rate and Average
Survival Round of K-R versus other baselines
when facing different agents. The null hypoth-
esis posited no significant difference in perfor-
mance between K-R and other baselines con-
cerning Win Rate & Average Survival Round.

• Adaptation Index: The method akin to that
of Win Rate & Average Survival Round was
applied.

• Prediction Accuracy: Since only PCoT and
K-R explicitly predicted opponents, we com-
pared the significance of the prediction differ-
ences between PCoT and K-R. Unlike Win
Rate and Adaptation Index, we assessed the
differences in predictions (averaged over mul-
tiple experiments) between PCoT and K-R
when facing the same opponents (e.g., CoT)
across different game rounds.

From Table 13 and Table 14, it is evident that
K-R exhibits a significant advantage over other
baselines in Win Rate and Average Survival Round
metrics. This indicates K-R’s superior rational-
ity in both G0.8A and SAG. Additionally, we ob-
served weaker significance of K-R’s Adaptation
Index compared to baselines in SAG. We attribute
this observation to: 1) the more factors considered
by each agent in SAG (e.g., health status), result-
ing in a more dynamic and complex environment;
and 2) the wider bidding range in later rounds of
SAG games, potentially leading to greater bias in
agent bidding and rendering the Adaptation Index
a challenging metric.
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Table 13: The significance of metric result on G0.8A and SAG, comparing K-R against different baseline models in
terms of Win Rate, Average Survival Round, and Adaptation Index.

Game Metric Direct CoT Persona Reflect Refine PCoT

G0.8A
Win Rate ✓(0.001) ✓(0.005) ✓(0.001) ✓(0.001) ✓(0.001) ✓(0.001)
Adaption Index ✓(0.007) ✓(0.010) ✓(0.039) ×(0.062) ✓(0.003) ✓(0.021)

SAG
Average Survival Round ✓(0.003) ✓(0.010) ×(0.074) ✓(0.001) ✓(0.001) ✓(0.001)
Adaption Index ×(0.337) ×(0.786) ×(0.659) ×(0.066) ×(0.672) ×(0.894)

Table 14: The significance of comparing K-R with PCoT concerning the differential performance across various
Baseline models on the metric of Prediction Accuracy.

Game Direct CoT Persona Reflect Refine PCoT K-R

G0.8A ✓(0.003) ×(0.058) ✓(0.031) ✓(0.003) ✓(0.022) ✓(0.023) ×(0.107)
SAG ×(0.091) ✓(0.023) ✓(0.049) ×(0.907) ×(0.956) ×(0.656) ✓(0.028)

Ok, Alex! Now is the ROUND 1, and your HP is at 10. Guess which number will win in the 
next round. Let's think step by step, and finally answer a number you think you can win.

Prompt

Ok, Alex! Now is the ROUND 2, and your HP is at 9. Please 
choose an integer between 1 and 100 for this round.

In the first round, since there is no prior information about the other players' choices, it's 
difficult to accurately predict which number will win. However, we can make some 
assumptions and try to optimize our chances of winning.

Let's assume that all players, including myself, choose numbers uniformly and 
independently between 1 and 100. Then, the expected average of all chosen numbers 
would be (1 + 100) / 2 = 50.5. If we multiply this by 0.8, we get 0.8 * 50.5 = 40.4. Since we 
need to choose an integer, we can round this to 40.

Therefore, my initial guess for the first round is 40.

Historical Targets: 
Round1:38

Last Round choices: 
Player1:50 Player2:45 Plyaer3:50 Player4:45 Player5:50

Historical Targets: 
None

Last Round choices: 
None

Round-1: Player1Prompt

Result:

Player1: 40 Player2:47 Player3: 40 Player4: 60 Player5:42

Target number: (40 + 47 + 40 + 60 + 42) / 5 * 0.8 = 37

Winner: Player 1, Player3 

Result:

Player1: 32 Player2: 42 Player3: 50  Player4: 50 Player5: 45

Target number(32 + 42 + 50 + 50 + 45) / 5 * 0.8 = 35

Winner: Player 1

delayed response

Lose Win

Round-2: Player1

Reflect

……

Self-Refine

……

Output

Output
Output

I choose 40 for this round.

Reflect Prompt

In Round 2, the chosen numbers were 40, 47, 40, 60, and 42. The average of these numbers was 45.8, 
and 0.8 times the average was 36.64. Alex and Cindy's choices of 40 were the closest to 36.64, 
making them the winners of the round. 

From this round, we can observe that choosing a number closer to the expected average, considering 
the choices of other players, and adapting based on their choices is a good strategy. It's also 
important to note that the chosen numbers in this round were more diverse compared to the first 
round, which affected the average and the target number. Learning from the previous round and 
adjusting your choice accordingly can improve your chances of winning.

Review the previous round games, summarize the experience.

Prompt

Ok, Alex! Now is the ROUND 3, and your HP is at 9. Please choose an integer between 1 and 100 
for this round.

Round-3: Player1

Output

I choose 44 for this round.

Win

Result:

Player1: 44 Player2:44 Player3: 55 Player4: 48 Player5:38

Target number: (44 + 44 + 55 + 48 + 38)/ 5 * 0.8 = 37

Winner: Player5

Reflect: Player1

outdated experience

Feedback Prompt

I have a game expert's advice on your strategy in this round. You can adjust your 
strategy just now according to his suggestion. Here are his suggestions:

“As a game expert, I suggest a slight modification to the user's strategy to improve their 
winning rate in this round. Instead of assuming that all players will choose numbers 
uniformly and independently between 1 and 100, we can recognize that other players 
might also use a similar strategy and choose a number close to 40. 

To optimize our chances of winning, we can try to be one step ahead of them. If we 
assume that the average of the chosen numbers will be around 40, we can multiply this 
by 0.8, which gives us 0.8 * 40 = 32. This way, we are closer to the 0.8 * the average if 
other players also cluster around 40. So, my optimized suggestion for the first round is to 
choose the number 32.”

Refine Output

Taking the game expert's advice into consideration, it's possible that other players might 
also use a similar strategy and choose numbers close to 40. To stay one step ahead, I will 
adjust my strategy and choose the number 32 for the first round. This way, I can be closer 
to the 0.8 * the average if other players also cluster around 40.

real-time experience

timely adjustment

Figure 6: Illustration of Reflect and Refine methods in the Guessing 0.8 of the Average game.

H Timing in Dynamic Reasoning

In our experiment, we implemented two LLM self-
refinement reasoning methods: Reflect (Madaan
et al., 2023) and Refine (Shinn et al., 2023), and
noticed that Refine performed significantly better
than Reflect in the experimental results. To further
explore the differences in performance between
these two methods, we analyzed their respective
working principles and applicable scenarios.

The Reflect method involves making decisions
first, then summarizing the experience based on
feedback from the environment. This method
may be effective in scenarios where the environ-
ment does not change much or where the decision-
making cycle is long, as it allows for quick decision-
making. However, its drawback is that, in dynamic
environments, the experience from the previous
round may not be suitable for the next round. In
fact, in the Survival Auction Game (SAG), a rapidly
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changing environment, the survival rate of the Re-
flect method is even lower compared to making
direct decisions. This is likely because this method
does not sufficiently take into account the dynamic
nature of the environment.

In contrast, the Refine method involves mul-
tiple analyses before making a decision, includ-
ing an initial analysis and improvements to that
initial analysis. Importantly, both of these anal-
yses are conducted in the context of the current
decision-making environment. This makes the Re-
fine method more adaptable to dynamic environ-
ments, as it can consider real-time changes in the
current environment, thus making more accurate
decisions.

In summary, the reason why the Refine method
performed better in our experiment is mainly that
it adapts better to rapidly changing dynamic envi-
ronments.

I Better Adaptability: Self-Refine vs.
K-Level Reasoning

Round 2 Round 4 Round 6 Round 8 Round 10

0
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K-R Tuning Range
Refine Tuning Range

Figure 7: The tuning range before and after adjustment
during the G0.8A between PCoT and K-Level Reason-
ing. A larger tuning range indicates that the method
exerts a more substantial influence.

As described in Section 2.1, K-R optimizes ini-
tial actions through predictions of opponent behav-
ior, thereby implementing higher-order beliefs. Al-
though Self-Refine also optimizes initial actions via
self-feedback, previous experiments have demon-
strated that K-R significantly outperforms Self-
Refine. To further investigate the source of K-R’s
performance enhancement, we present in Figure 7 a
statistical analysis of action differences before and
after optimization for both K-R and Self-Refine.

Analysis of the results reveals that Self-Refine
initially exerts a substantial influence on actions.
However, as time progresses, its optimization scope

gradually diminishes, leading to a decrease in ef-
ficacy. In contrast, K-R exhibits a broader range
of optimization, indicating that the higher-order
belief mechanism has a more pronounced impact
on K-R’s performance.

This disparity primarily stems from the distinct
feedback mechanisms employed by K-R and Self-
Refine. K-R generates feedback based on predic-
tions of opponent behavior, enabling it to capture
trends in opponent actions and form an understand-
ing of the environment, thus facilitating rapid adap-
tation. Conversely, Self-Refine’s feedback is de-
rived from its own strategy, which often adheres to
fixed patterns. Consequently, Self-Refine underper-
forms K-R in terms of environmental adaptability.

J Reasoning Method Implementation
Details
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Round Start Prompt:
Ok, Alex! Now is the ROUND 1, and your HP is at 10. Please choose an integer between 1 and 100 for this round.

Example Output:
I choose 45.

Figure 8: G0.8A: Direct Prompt

Reflect Prompt (Following Notification Result Prompt ):
Review the previous round games, summarize the experience.

Example Output:
In the previous round, the majority of the players chose numbers around 40, which resulted in a lower average of 42.8. When multiplied by 

0.8, the target number was 34.24. My choice of 50 was too high, causing me to lose 1 HP. To improve my chances in the next round, I should 

consider choosing a number closer to the majority's choice, taking into account the 0.8 multiplier.

Figure 9: G0.8A-Reflect Prompt: Because the Reflect method requires correct labels, which is unrealistic in dynamic
problems, we modified this method to have the LLM attempt to summarize the experience of victory or failure at
the end of each round, and save the generated feedback content to assist the decision-making process in the next
round. The content in Appendix H shows the implementation differences between Reflexion and Self-Refine.

Round Start Prompt:
Ok, Alex! Now is the ROUND 1, and your HP is at 10. Guess which number will win in the next round. Let's think step by step, and finally 

answer a number you think you can win.

Example Output:
Step 1: Consider the range of possible numbers. Since the integers can be between 1 and 100, the average of all chosen numbers will likely 

fall within this range as well.

Step 2: Determine the target number. Since the winning number is closest to 0.8 * the average, we should focus on finding a number that 

will be close to this value. 

Step 3: Make an educated guess. Since it's difficult to predict the exact numbers other players will choose, we can make an educated guess 

based on the range of possible numbers. Assuming players choose numbers evenly across the range, the average should be around the 

midpoint, which is 50. 

Step 4: Calculate the target number based on our guess. 0.8 * 50 = 40.

Step 5: Choose a number close to the target number. To increase the chances of winning, we should choose a number close to 40.

My final answer: I will choose 40.

Figure 10: G0.8A: CoT Prompt
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Round Start Prompt:
Ok, Alex! Now is the ROUND 2, and your HP is at 9. Please choose an integer between 1 and 100 for this round.

First of all, predict the next round of choices based on the choices of other players in the previous round. The players' choices in the 

previous rounds are as follows:

Round 1: Alex chose 50, Bob chose 47, Cindy chose 50, David chose 45, Eric chose 50. Your output should be of the following format:

Predict:

The choice of each player in the next round here.

Based on the prediction of other players, the average number in the next round here, and the target number in the next round (0.8 * the 

average of all chosen numbers) here.

Answer:

the number will you choose to win the next round game here.

Example Output:
Predict:

Based on the choices of other players in the previous round, I predict the following choices for the next round:

Player 1 (Bob): 47

Player 2 (Cindy): 50

Player 3 (David): 45

Player 4 (Eric): 50

Based on these predictions, the average number in the next round would be (47 + 50 + 45 + 50)/4 = 48, and the target number (0.8 * the 

average of all chosen numbers) would be 0.8 * 48 = 38.4.

Answer:

For this round, I will choose 39 to get closer to the target number of 38.4.

Figure 11: G0.8A PCot Prompt: PCot diverges from the standard Chain of Thought (CoT) by explicitly requiring
the LLM to predict opponents’ actions before making a decision. This method responds to the immediate problem
by anticipating future scenarios, which is crucial in dynamic reasoning.

Introduction Prompt:
You are Alex and involved in a survive challenge. You are a game expert, good at predicting other people‘s behavior and deducing 

calculations, and using the most favorable strategy to win the game. SURVIVE CHALLENGE!!! You are one of five players in the game. 

Everyone is required to choose an integer between 1 and 100 in each round. The player whose chosen number is closest to (0.8 * the 

average of all chosen numbers) wins the round without any HP deduction. All other players will have 1 HP deducted. But if all  players choose 

the same number, their health points are deducted together.

Round Start Prompt:
Ok, Alex! Now is the ROUND 1, and your HP is at 10. Please choose an integer between 1 and 100 for this round.Don't forget your expert 

status, use your expertise to win this round!

Example Output:
Based on my expertise in predicting other people's behavior and deducing calculations, I will choose the number 40 for this round. I'm 

assuming that the average of all chosen numbers will be around 50, and 0.8 times that is 40.

Figure 12: G0.8A:Persona Prompt
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Round Start Prompt:
Ok, Alex! Now is the ROUND 1, and your HP is at 10. Guess which number will win in the next round. Let's think step by step, and finally 

answer a number you think you can win.

First Output:
I'll start by assuming that the other players might choose numbers randomly or evenly distributed between 1 and 100. In this case, the 

average of the chosen numbers could be around 50. 

Next, I'll calculate 0.8 times the average, which would be 0.8 * 50 = 40. 

Considering this, I will choose 40 as my number for this round.

Refine Prompt:
I have a game expert's advice on your strategy in this round. You can adjust your strategy just now according to his suggestion. Here are his 

suggestions: 

”Certainly! To optimize the user's strategy, we can apply a more advanced approach, taking into consideration the other players' potential 

strategies. This is known as "iterated elimination of dominated strategies." 

Let's assume that all players will think similarly to Alex and also aim to choose a number closest to 0.8 * the average. We can then narrow 

down the range of numbers that they would likely choose.

Since the range is between 1 and 100, and the average would be around 50, we can eliminate numbers below 0.8 * 50 = 40, as these 

numbers would not be an optimal choice for the other players.

Now, we'll focus on the range between 40 and 100. The average within this range is (40 + 100) / 2 = 70. Then, we can calculate 0.8 * 70 = 56.

Given this information, Alex should choose 56 to improve his winning rate in this round. This strategy assumes that the other players are 

also thinking strategically and eliminating dominated options.”

Second Output:
Thank you for the expert's advice. Based on the iterated elimination of dominated strategies, I will adjust my choice and select 56 for this 

round to improve my chances of winning.

Feedback Prompt:
Carefully study the user's strategy in this round of the game. As a game expert, can you give a suggestion to optimize the user's strategy so 

that he can improve his winning rate in this round?

Figure 13: G0.8A: Refine Prompt

Round Start Prompt:
Ok, Alex! Now is the ROUND 1, and your HP is at 10. Another game expert's prediction for the next round of other players is as follows: Bob 

might choose 50, Cindy might choose 57, David might choose 45, Eric might choose 55. According to the game expert's prediction, what 

number will you give in the next round is most likely to be close to the target number?

Example Output:
First, let's find the average of the predicted numbers chosen by the other players: (50 + 57 + 45 + 55) / 4 = 207 / 4 = 51.75

Now, let's calculate 0.8 times the average: 0.8 * 51.75 = 41.4

To have the best chance of winning the round, you should choose a number close to 41.4. Since you can only choose integers, you should 

choose either 41 or 42 in the next round.

Figure 14: G0.8A: K-Level Reasoning

Round Start Prompt:
Hello, Alex! Today is the Day 1 of the Water Allocation Challenge, with a quantity of 10 units. Your status:

name: Alex   balance: 100 HP:8 no_drink:1

Please carefully analyze your situation to decide on this round of bidding. Remember, the most important thing is to SURVIVE!! Now, if you 

want to participate in today's water resource auction, please provide your bid.

Example Output:
I will bid $25 for today's water resource auction.

Figure 15: SAG: Direct Prompt
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Reflect Prompt (Following Notification Result Prompt ):
Review the previous round games, summarize the experience.

Example Output:
In the previous round, I bid $20 which was not enough to secure the water resources. I need to adjust my bidding strategy by increasing my 

bid to have a better chance of winning the auction. I should also observe and adapt to other residents' bidding patterns to improve my 

chances of survival.

Figure 16: SAG: Reflect Prompt

Round Start Prompt:
Hello, Alex! Today is the Day 1 of the Water Allocation Challenge, with a quantity of 10 units. Your status:

NAME:Alex BALANCE:100 HEALTH POINT:8 NO_DRINK:1

Please carefully analyze your situation to decide on this round of bidding. Remember, the most important thing is to SURVIVE!! Now, if you 

want to participate in today‘s water resource auction, please provide your bid. Think carefully about your next round of bidding strategy to 

be most likely to survive. Let's think step by step, and finally provide your bid.

Example Output:
I need to carefully consider my bidding strategy for today. With a balance of $100, I have some room to bid, but I also need to think about 

the other residents and their bids. Since we all have the same daily water requirement and budget, I need to outbid at least one resident to 

secure my water resources for today. 

Considering that the total daily water supply is 10 units, which is enough to meet only one resident's water requirements, the competition 

will be tough. However, bidding too high might leave me with less money for the upcoming days.

Taking all these factors into account, I will place a bid of $60 for today's water resource auction. This should give me a decent chance of 

outbidding at least one resident while still maintaining some funds for the next few days.

Figure 17: SAG: CoT Prompt

Round Start Prompt:
Hello, Alex! Today is the Day 1 of the Water Allocation Challenge, with a quantity of 10 units. Your status:

NAME:Alex BALANCE:100 HEALTH POINT:8 NO_DRINK:1

Please carefully analyze your situation to decide on this round of bidding. Remember, the most important thing is to SURVIVE!! Now, if you 

want to participate in today‘s water resource auction, please provide your bid. First of all, predict the next round of bidding of opponents 

based on the choices of other players in the previous round. Since this is the first round, there is no historical information about the last 

round. You can predict according to your understanding. Your output should be of the following format:

Predict:

The choice of each player in the next round here.

Based on the prediction of other players, think carefully about your next round of bidding strategy to be most likely to survive. Let's think 

step by step, and finally provide your bid. Answer:

the bidding will you choose in the next round game here.

Example Output:

Predict:

Player 1: $30

Player 2: $40

Player 3: $50

Player 4: $60

Answer:

Since this is the first round and we don't have any historical information about the other players, I will choose a bid of $35 for the next 

round. This bid is higher than the lowest predicted bid but not too high, which should give me a chance to secure water resources while 

preserving my budget.

Figure 18: SAG: PCoT Prompt
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Introduction Prompt:
You are Alex and a resident living in W-Town. W Town is experiencing a rare drought. Every residents in Town W is ensuring their survival 

over a period of 10 days by acquiring the water resources.  You are a game expert, good at predicting other people‘s behavior and 

deducing calculations, and using the most favorable strategy to win the game. 。。。(The following is the same as the Introduction 

Prompt.)

Round Start Prompt:
Hello, Alex! Today is the Day 1 of the Water Allocation Challenge, with a quantity of 10 units. Your status:

NAME:Alex BALANCE:100 HEALTH POINT:8 NO_DRINK:1

Please carefully analyze your situation to decide on this round of bidding. Remember, the most important thing is to SURVIVE!! Now, if you 

want to participate in today's water resource auction, please provide your bid. Don't forget your expert status, use your expertise to win this 

round!

Example Output:

Given that everyone starts with the same budget and water requirements, it's important to strategize and predict the bidding behavior of 

the other residents. As it is the first day of the challenge, I will assume that other residents may bid aggressively to secure their water 

resources.

To increase my chances of winning, I will place a bid slightly higher than the average expected bid. Since the daily salary is $100, I predict 

most residents might bid around $60 to $80. 

Considering this, I will place a bid of $85 for Day 1 of the Water Allocation Challenge.

Figure 19: SAG: Persona Prompt
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Round Start Prompt:
Hello, Alex! Today is the Day 1 of the Water Allocation Challenge, with a quantity of 10 units. Your status:

NAME:Alex BALANCE:100 HEALTH POINT:8 NO_DRINK:1

Please carefully analyze your situation to decide on this round of bidding. Remember, the most important thing is to SURVIVE!! Now, if you 

want to participate in today's water resource auction, please provide your bid. Think carefully about your next round of bidding strategy to 

be most likely to survive. Let's think step by step, and finally provide your bid.

First Output:

Considering the current situation, my status is:

- Balance: $100

- Health Points: 8

- No Drink Days: 1

As it's the first day of the challenge, I want to ensure that I have enough water to meet my needs and avoid any health point deductions. 

However, I also need to be strategic about my bidding to ensure I have enough money for future bids. 

Since the total daily water supply is 10 units, and I need 10 units of water per day, I will need to secure all the available water resources for 

today. As it's the first day, other residents might also be bidding aggressively to secure their water resources. 

Therefore, I will bid $60 for the water resources today, which is a little over half of my daily salary. This should give me a competitive edge 

while also leaving me with enough money for future bids.

My bid for today's water resource auction: $60.

Refine Prompt:

I have a game expert's advice on your strategy in this round. You can adjust your strategy just now according to his suggestion. Here are his 

suggestions: While the user's strategy of bidding $60 is a good starting point, there is room for optimization to improve the winning rate in 

this round. Since everyone has the same daily water requirement and budget, it's essential to consider the bidding behavior of the other 

residents.

A suggested optimization would be to slightly increase the bid to $65. This increment gives an added advantage over competitors who might 

also be bidding around half of their daily salary. Additionally, bidding an odd number reduces the chances of a tie, as other residents may 

place round number bids.

With this optimized strategy, the user still maintains a good balance of aggressive bidding and budget management, increasing their chances 

of securing the water resources for today.

Optimized bid for today's water resource auction: $65.

Finally provide your bid. Answer: the bidding will you choose.

Second Output:
After considering the game expert's advice, I have decided to adjust my bid for today's water resource auction. I will increase my bid to $65, 

as this gives me a better chance of winning the auction and reduces the risk of a tie.

My final bid for today's water resource auction: $65.

Feedback Prompt:
Carefully study the user's strategy in this round of the game. As a game expert, can you give a suggestion to optimize the user's strategy so 

that he can improve his winning rate in this round?

Figure 20: SAG: Refine Prompt

Round Start Prompt:
Hello, Alex! Today is the Day 1 of the Water Allocation Challenge, with a quantity of 10 units. Your status:

NAME:Alex BALANCE:100 HEALTH POINT:8. NO_DRINK:1

Please carefully analyze your situation to decide on this round of bidding. Remember, the most important thing is to SURVIVE!! Now, if you 

want to participate in today's water resource auction, please provide your bid. Another game expert's prediction for the next round of other 

players is as follows: Bob might choose 30, Cindy might choose 30, David might choose 40, Eric might choose 25.  Based on the prediction of 

other players, think carefully about your next round of bidding strategy to be most likely to survive.

Example Output:
Given the game expert's prediction, I will bid $35 to increase my chances of winning the water resources for today.

Figure 21: SAG: K-Level Reasoning Prompt
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