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Abstract

Legal judgment prediction (LJP) is an essential
task for legal AI, aiming at predicting judg-
ments based on the facts of a case. Legal judg-
ments can involve multiple law articles and
charges. Although recent methods in LJP have
made notable progress, most are constrained
to single-task settings (e.g., only predicting
charges) or single-label settings (e.g., not ac-
commodating cases with multiple charges), di-
verging from the complexities of real-world
scenarios. In this paper, we address the chal-
lenge of predicting relevant law articles and
charges within the framework of legal judgment
prediction, treating it as a multi-task and multi-
label text classification problem. We introduce
a knowledge-enhanced approach, called K-LJP,
that incorporates (i) “label-level knowledge”
(such as definitions and relationships among la-
bels) to enhance the representation of case facts
for each task, and (ii) “task-level knowledge”
(such as the alignment between law articles and
corresponding charges) to improve task syn-
ergy. Comprehensive experiments demonstrate
our method’s effectiveness in comparison to
state-of-the-art (SOTA) baselines.

1 Introduction

Due to the recent advancement of machine learning,
various NLP techniques have been applied in Legal
Artificial Intelligence (LegalAI) to assist judges in
different ways, including controversy focus mining
(Duan et al., 2019), legal document generation (Wu
et al., 2020) and legal judgment prediction (Luo
et al., 2017; Wu et al., 2022). As one of the most
important tasks in LegalAI, legal judgment predic-
tion (LJP) has been studied for quite a long time
(Keown, 1980; Lin et al., 2012). Given the case’s
fact description, LJP aims to predict the likely judg-
ment that includes law articles and charges. In
the actual trial scene, as portrayed in Fig. 1, a
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case may involve several law articles and charges.
However, most existing methods simplify the LJP
to a single-label setting (Zhong et al., 2018; Yue
et al., 2021a) (e.g., ignoring multi-label cases) or
single-task setting (Wang et al., 2019) (e.g., pre-
dicting charges only), which is inconsistent with
real-world scenarios.

To bridge the gap between the simplified settings
and the real scenarios, we formulate the problem
of predicting law articles and charges as a multi-
task and multi-label text classification task and we
utilize the corresponding legal knowledge. Based
on this we consider two levels of legal knowledge:
1) “Label-level knowledge” in each task: All law
articles and charges are defined with detailed defi-
nitions, and there are complex relationships among
them (e.g., competing law articles). 2) “Task-
level knowledge” across tasks: As Fig. 1 shows,
law articles and charges are aligned in a many-to-
many way. The alignment between law articles and
charges can be represented as a mapping dictionary.
However, the alignment is not strict (e.g., the mul-
tiple mapping charges of a law article are not all
guaranteed to appear), which makes the two classi-
fication tasks linked with each other, yet without a
means to be combined into a single task.

In this paper, we propose a novel knowledge-
enhanced LJP method (K-LJP) to incorporate the
above mentioned types of legal knowledge into the
model. For the “label-level knowledge”, in each
task, label definitions are used to obtain the ini-
tial embedding of each label, and the Transformer
decoder is retrofitted to learn the complex relation-
ships among the labels and between the label and
the case’s fact simultaneously. For the “task-level
knowledge”, we design a special alignment loss
that utilizes the alignment between the law articles
and charges to synergize the tasks, and we con-
struct two mapping dictionaries from the Chinese
Code of Law for the alignment loss calculation.

To validate the efficacy of our proposed method,
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Fact
Description

After the trial, it was found that in early May 2013, the defendant placed game machines for others to
gamble in a dark room. on July 4, 2013, the police seized three game machines in the above casino, of
which two were ... On June 30, 2013, the defendant had an argument with the victim over a debt dispute,
and then the defendant stabbed the victim with a knife... The victim was identified as having a skin
laceration on the upper right upper arm with a broken brachial vein, which constitutes a minor injury.
The defendants did not dispute the above facts in the trial, and there are ... and other evidence to
confirm.

Judgment
Law Articles: Charges:

[Article 234, Article 343] [intentional injury, opening a casino, gambling]

Figure 1: An example case that involves multiple law articles and multiple charges. The dotted lines refer to the
alignment between the law articles and the charges.

we conducted experiments using the widely rec-
ognized Chinese legal dataset, CAIL2018. The
experimental outcomes demonstrate that our model
outperforms existing methods in both accuracy and
alignment ratio metrics within a multi-label setting.
Furthermore, even when the experimental context
was simplified to a single-label setting, our method
still exhibited superior performance compared to
models specifically tailored for the single-label set-
ting.

To sum up, we make the following contributions:

• We investigate the prediction of law articles and
charges in legal judgment prediction as a multi-
task and multi-label text classification problem,
which, as we believe, is more practical in real
scenarios.

• We propose a novel knowledge-enhanced multi-
task and multi-label text classification method
called K-LJP for the LJP task. In the K-LJP,
the label-level knowledge (e.g., label definition
and relationship) is used better to learn the repre-
sentation of the case’s fact thus enhancing each
classification task, and the task-level knowledge
(e.g., alignment between law articles and charges)
is used to synergize the tasks.

• We carry out extensive experiments on a real
world dataset, the results of which demonstrate
the effectiveness of our K-LJP model. The ab-
lation study highlights the benefit of knowledge
injection.

• To support the reproducibility, we make the code
publicly available1.

1https://github.com/LIANG-star177/KLJP

2 Related Work

2.1 LegalAI

Legal Artificial Intelligence (LegalAI) aims to ap-
ply the technology of artificial intelligence to the
legal domain. Recently, researchers have been ex-
ploring the methods to improve the efficiency of
judges and lawyers from both civil-law countries
(e.g., France, Germany) and common-law countries
(e.g., the United Kingdom, the United States, India)
(Cui et al., 2022). In general, many relevant tasks
have been proposed, such as legal judgment pre-
diction (Chalkidis et al., 2019; Xiao et al., 2021a),
legal questions classification (Xiao et al., 2017),
legal event detection (Yao et al., 2022), court view
generation (Li et al., 2024b; Liu et al., 2024; Zhou
et al., 2024) and so on. In this work, we focus on
the task of legal judgment prediction, which is one
of the fundamental tasks in LegalAI.

2.2 Legal Judgment Prediction

Legal judgment prediction (LJP), which already
has been studied for decades, focuses on predicting
legal judgment based on the case facts (Yue et al.,
2021b; Xu et al., 2020; Feng et al., 2022a; Lyu
et al., 2022; Zhao et al., 2022; Gan et al., 2021;
Yang et al., 2019; Paul et al., 2021; Li et al., 2024a).
In the early years, most LJP methods were rule-
based, which require lots of manually extracted
features (Keown, 1980). The rule-based methods
are simple and efficient but are difficult to general-
ize because of the high cost of feature extraction.
Recently, several deep learning methods have been
applied for legal judgment prediction. Luo et al.
(2017) incorporate the attention mechanism into
the model to better represent the input. Zhong et al.
(2018) propose a method to learn the topological
relationship among the subtasks in the LJP. Liu
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Figure 2: The vanilla model.

et al. (2022a) use contrastive case relations to aug-
ment LJP. Wu et al. (2022) generates the rationales
before the prediction to get the interpretability. Yue
et al. (2021a) divides the fact description into ad-
judging circumstance and sentencing circumstance
and exploits them to make the prediction.

However, most existing methods focus on ex-
tracting efficient features from the input and sim-
plifying the task into a single-label or single-task
setting. In our work, we investigate the predic-
tion of law articles and charges as a multi-task and
multi-label text classification task, which is more
relevant to the reality of legal practice.

3 Problem Formulation

We first provide the definitions as follows.
Fact description consists of several sentences,

which describe the events relevant to a case. Here,
we denote the fact description as f = {wf

t }
lf
t=1,

where lf is the number of words in a fact descrip-
tion.

Judgment includes several law articles, and sev-
eral charges. The law articles and the charges are
in the form of labels. We denote the law articles
as a = {ai}lat=1 and the charges as c = {ci}lct=1,
where la and lc are the number of law articles and
charges, respectively.2

Thus, the problem in our work is defined as:

Problem 1 (Legal Judgment Prediction). Given
the fact description f , the task is to predict the
judgment (a, c).

4 Method

In this section, we describe the K-LJP method in
detail. We begin by designing a vanilla model for
the multi-task and multi-label text classification,

2In our setting, we address the challenge of law articles
and charges prediction, and we do not focus on predicting the
penalty, which is considered as a downstream task and one
that would need to be modelled as a regression problem.

and then introduce the proposed method which is
an extended version of the vanilla model.

4.1 Vanilla Model

As Fig. 2 shows, the vanilla model consists of a
shared encoder and a set of independent predictors,
where each predictor corresponds to a given task.

4.1.1 Encoder

Given the input text sequence f = {wf
t }

lf
t=1, the

encoder E aims to transform it to a sequence of
hidden states hf ∈ Rlf×d:

hf = Encode(f), (1)

where d is the output dimension of the hidden state.
The encoder E can be implemented using some
common network structures such as CNN (LeCun
et al., 1989), LSTM (Sutskever et al., 2014) or
Transformer (Vaswani et al., 2017), or a pre-trained
model like BERT (Devlin et al., 2019).

Then, an information aggregation operation (e.g.,
mean pooling or attention mechanism (Bahdanau
et al., 2015)) is applied to hf sequence to get the
final representation of the input hf∗ ∈ Rd.

4.1.2 Predictors

We define predictors as P = {Pi}ni=1, where Pi is
the predictor for the i-th task, and n is the number
of tasks in multi-task classification. Here, each
predictor in P has the same structure but aims to
predict the labels of different tasks. For the predic-
tor Pi, given the representation of the input hf∗, it
outputs the predicted probability ŷi ∈ Rli of the
i-th task, where li is the number of the labels in the
i-th task, and the probability of the j-th label ŷij
can be calculated as follows:

ŷij = sigmoid(W T
ijh

f∗), (2)

where Wij ∈ Rd is the trainable parameter of the
fully connected layer, and the sigmoid function is
used to transfer the output value into a probability
interval from 0 to 1.

Through the predictors P , every label in each
task has its probability assigned.

4.1.3 Training and Inference

The cross-entropy loss has been proved suitable
for multi-label text classification task (Nam et al.,
2014). The loss function of the i-th predictor Pi is
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Figure 3: The architecture of K-LJP.

calculated as follow:

Li =−
li∑

j=1

(yij log (ŷij))

+ (1− yij) log (1− ŷij) ,

(3)

where ŷij ∈ [0, 1] is the predicted probability,
and yij ∈ {0, 1} indicates the ground truth.

Then, the cross-entropy loss of the vanilla model
can be summed up as LC =

∑n
i=1 Li, where n is

the number of tasks.
In the inference, same as in Rios and Kavuluru

(2018), we use the threshold method and set the
threshold to 0.5, which means a label will be pre-
dicted when its probability is more than 0.5 3.

4.2 K-LJP

In the LJP task, the input text sequence is the fact
description. There are two predictors in P : law
article predictor Pa and charge predictor Pc. As Fig.
3 shows, based on the vanilla model, we introduce
the knowledge-enhanced method K-LJP. There are
two main improvements: 1) First, we inject label-
level knowledge into the encoder for each task; 2)
Then, we propose an alignment loss to utilize the
task-level knowledge such that the law articles and
the charges are aligned.

4.2.1 Encoder
First, we do the same operation as the vanilla
model does to obtain the sequence of hidden states
hf ∈ Rlf×d of the input. Then, since every law
article and every charge has a detailed definition
in the Code of Law, we use Transformer networks
and a mean pooling operation to get the initial rep-
resentation of each label in every task. Specifically,

3We explored different threshold settings in Appendix B.

we define the initial label representations of law
articles as Qa

0 ∈ Rla×d, and the initial label repre-
sentations of charges as Qc

0 ∈ Rlc×d, where la and
lc are the number of labels in each task.

Inspired by the image classification model
Query2Label (Liu et al., 2021), we use the Trans-
former decoder (Vaswani et al., 2017) to learn the
complex relationships among the labels and be-
tween the label and fact. Here, we use the law
articles as example, while the same approach is
done for the charges.

Given the initial label representations of a law ar-
ticle Qa

0 and fact representation hf , a Transformer
decoder layer mainly does three operations 4:

1) Self-Attention:

Q
′a
i = MultiHeadAtt

(
Qa

i−1, Q
a
i−1, Q

a
i−1

)
; (4)

2) Cross-Attention:

Q
′′a
i = MultiHeadAtt

(
Q

′a
i , h

f , hf
)
; (5)

3) Feed-Forward:

Qa
i = FFN

(
Q

′′a
i

)
, (6)

where MultiHeadAtt(query, key, value) is the
multi-head attention operation, and FFN is a
postion-wise feed-forward network.

In the self-attention, we aim to learn the rela-
tionship among the labels, so the query, key and
value are all from the label embeddings, while in
the cross-attention, we aim to connect the labels
to the fact, so the key and value become the fact
embedding.

After L Transformer decoder layers, we obtain
the sequence Qa

L ∈ Rla×d, where Qa
L,i ∈ Rd is

4For simplicity, we omit the details which are the same as
in the standard Transformer decoder (Vaswani et al., 2017).
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Article 114 Endangering public safety by dangerous means

Placement of hazardous substances

Set fire

Explosion

Article 115 Endangering public safety by dangerous means

Placement of hazardous substances

Article 118 Damage to flammable and explosive equipment

Damage to electrical equipment

...

Key Value

Endangering public safety by dangerous means Article 114

Article 115

Placement of hazardous substances Article 114

Article 115

Damage to flammable and explosive equipment Article 118

...

a) A2C mapping dictionary

b) C2A mapping dictionary

Figure 4: The illustration of mapping dictionaries.

the representation of the input that is related to i-
th law article. In other words, we inject the label
embedding into the fact embedding and obtain the
label-related fact representation for each label.

Through the same method, we obtain the other
sequence Qc

L ∈ Rlc×d for the charge prediction.

4.2.2 Predictors
Same as in the Sec 4.1.2, the predictors Pa and Pc

take the Qa
L and the Qc

L as input, then calculate the
predicted probability ŷa ∈ Rla and ŷc ∈ Rlc for
each label in each task according to its correspond-
ing label-related fact representation.

4.2.3 Train and Inference
In the training, as there is an alignment between
the two tasks, we design an extra alignment loss to
better combine the tasks.

Mapping Dictionary Construction From the
Code of Law 5, we can construct two mapping dic-
tionaries called A2C and C2A, where A2C means
law article to charge and C2A means charge to law
article. As shown in Fig. 4, in the mapping dictio-
nary, one law article can be mapped to one or more
charges, and one charge can be mapped to one or
more law articles. In judgment, the appearance
of one label only means the appearance of some
of its mapping labels but not all of them, so the
alignment is not strict.

5http://www.zuiming.net/51.html

Alignment Loss Since we can not directly com-
bine the two tasks into a single task through the
mapping dictionaries, we design a novel alignment
loss to utilize the mapping dictionaries. Specifi-
cally, given the predicted probability of law articles
ŷa ∈ Rla , we calculate the mapping probability of
the i-th charge as follow:

ŷmc (i) = Sigmoid(
∑

j:i∈A2C[j]

ŷa(j)), (7)

where A2C[j] means the mapping charges of j-th
law article in the A2C dictionary. In the same way,
we get the mapping probability of law articles ŷma .

Then, given the two pairs (ŷa, ŷma ) and (ŷc, ŷmc )
we calculate the Kullback-Leibler (KL) divergence
as the alignment loss to minimize the difference
between the predicted probability:

LKL =
1

2
(DKL (ŷma ∥ŷa) +DKL (ŷmc ∥ŷc)). (8)

The total loss is the sum of cross-entropy and the
alignment loss Ltotal = LC + LKL.

The inference is the same as the vanilla model.

5 Experiments

5.1 Dataset Description
Following previous works (Xu et al., 2020; Yue
et al., 2021b; Feng et al., 2022b; Liu et al., 2022b),
we conduct our experiments on the Chinese le-
gal dataset CAIL2018, which is publicly available
and has been widely used in the LegalAI research
6. Each sample contains the fact description and
the corresponding judgment. Unlike the previous
works with single-label setting, we keep the multi-
label samples that involve multiple law articles or
multiple charges. The detailed statistics of the
dataset are given in Tab 1. We randomly divide
the dataset into training set, validation set and test
set according to the ratio of 8: 1: 1.

5.2 Evaluation Metric
Accuracy of judgment prediction. To evaluate
the performance of the prediction, we calculate the
F1 score (Mi-F, Ma-F) and Jaccard similarity co-
efficient (Mi-J and Ma-J) of each task, where “Mi”
refers to micro and “Ma” refers to macro. Given
two sets of labels A and B, the Jaccard similarity
coefficient is defined as |A ∩ B|/|A ∪ B|, where
| · | denotes the number of elements in a set.

6Other Chinese legal datasets are either in a single-label
setting or not accessible, and datasets from other countries is
not suitable for the mapping dictionary.
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Type Result

# Sample 163,035
# Multi-Label Sample 20,347
# Law Article 121
# Charge 150
Avg. # Tokens in Fact Description 246.8
Avg. # Laws in a Multi-Label Sample 1.78
Avg. # Charges in a Multi-Label Sample 2.06

Table 1: Statistics of the dataset.

Alignment ratio. We also approximately esti-
mate the performance of alignment. Specifically,
given the label sequences a (law articles) and c
(charges), a label is defined as “aligned” if any of
its mapping labels exist in the other sequence. The
alignment ratio (Align) is calculated as:

Align(a, c) =
|a ∩ C2A(c)|+ |c ∩A2C(a)|

|a|+ |c| .

(9)

5.3 Baselines

We consider the following methods as baselines
for comparison: Firstly, we implement the vanilla
model defined in Sec. 4.1 with the common
encoders such as CNN (Kim, 2014), Bi-LSTM
(Sutskever et al., 2014), Transformer (Vaswani
et al., 2017) and BERT (Devlin et al., 2019). We
also use several multi-label classification methods,
where AXML (You et al., 2019) is a label tree-
based method, LSAN (Xiao et al., 2019) uses a
label-specific document representation, and HTTN
(Xiao et al., 2021b) focuses on long-tailed labels.
As for LJP methods, DPAM (Wang et al., 2018)
uses pair-wise attention and a dynamic threshold
to predict multiple law articles. HMN (Wang et al.,
2019) predicts multiple law articles using the hi-
erarchical relationship in the laws. HAN-SGM
(Zhu et al., 2020) posits the multiple charges pre-
diction as a sequence generation task. FLA (Luo
et al., 2017) predicts multiple relevant law articles
to support the single charge prediction.

K-LJP(CNN) and K-LJP(BERT) stand for the
implementation of K-LJP with the encoder of CNN
and BERT, respectively. We conduct ablation ex-
periments on K-LJP(BERT) as follows: w/o detail
means that we remove the label detail and randomly
initialize the embedding of each label. w/o align
denotes the approach such that we remove the align-
ment loss. w/o d&a means that we remove the
label detail and the alignment loss. Direct Map-
ping denotes that we get the charges (law articles)
by the mapping dictionary and the predicted law
articles (charges), which means the two tasks are

combined into one. w cosine indicates we replace
the KL divergence with the cosine similarity. w
contrast denotes we replace the KL divergence
with the contrast loss like Yan et al. (2021).

In addition, we re-train K-LJP on the CAIL2018
dataset with single-label cases only to compare it
with single-label setting LJP methods as follows7:
TopJudge (Zhong et al., 2018) utilizes the topo-
logical relationship among the subtasks. MPBFN
(Yang et al., 2019) leverages the topology structure
of multiple tasks and word collocation attention for
accurate prediction. LADAN (Xu et al., 2020) uses
a graph distillation to extract discriminative fea-
tures. R-Former (Dong and Niu, 2021) formalizes
LJP as a node classification problem. NeurJudge
(Yue et al., 2021a) splits the fact description into
two parts and encodes them separately. CEEN
(Lyu et al., 2022) propose a reinforcement learn-
ing framework for legal text mining, predicting
judgment by extracting discriminative criminal el-
ements. CTM (Liu et al., 2022b) enhances legal
judgment prediction by using contrastive case re-
lations. EPM (Feng et al., 2022b) leverages legal
event information and cross-task consistency con-
straints for LJP.
5.4 Experimental Settings

Our experiment is carried out on two V100 GPUs,
and all the baseline models adopt the settings in
their original papers. We rerun the experiments five
times with different random seeds and report the
average. We also use the Fisher randomization test
to ensure the significance of the results. Note that
the set of Multi-Label Sample refers to the multi-
label samples in the test set. We further explore
the impact of different thresholds on task perfor-
mance and the performance of LLMs on our task
in Appendix.

5.5 Experiment Results

Results of judgment prediction: From Tab. 2
and Tab. 4, we can conclude that: 1) K-LJP(CNN)
and K-LJP(BERT) achieve a notable improvement
compared to CNN and BERT, which indicates the
benefit of the injection of legal knowledge. 2) Com-
pared to the baselines, K-LJP(BERT) achieves a
better performance on both the set of All Sam-
ple and the set of Multi-Label Sample, especially
on the Ma-F and Ma-J. 3) With the simple CNN
model, K-LJP(CNN) demonstrates a comparable

7The output of K-LJP here is the label with the highest
logit and all these methods are trained on the same dataset.
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Method All Sample Multi-Label Sample
Mi-F Ma-F Mi-J Ma-J Mi-F Ma-F Mi-J Ma-J

CNN (Kim, 2014) 84.67 75.93 78.05 65.66 82.82 49.95 70.68 41.28
Bi-LSTM (Sutskever et al., 2014) 85.43 76.68 77.66 65.99 83.07 51.33 71.04 41.99
Transformer (Vaswani et al., 2017) 85.82 75.14 75.16 64.17 81.26 49.53 68.44 40.01
BERT (Devlin et al., 2019) 89.12 81.57 83.69 74.17 86.59 55.07 76.35 46.59
AXML (You et al., 2019) 88.04 78.11 78.64 67.67 86.12 57.33 75.62 48.78
LSAN (Xiao et al., 2019) 89.13 79.92 80.39 70.22 85.04 55.39 73.98 47.11
HTTN (Xiao et al., 2021b) 88.19 77.71 78.88 67.41 84.30 53.27 72.86 44.53
FLA (Luo et al., 2017) 85.64 70.49 74.88 59.96 79.29 41.31 65.69 36.43
DPAM (Wang et al., 2018) 83.66 69.17 67.59 57.97 81.61 49.40 68.94 41.03
HMN (Wang et al., 2019) 89.29 78.57 80.65 68.62 83.61 51.06 71.83 43.13
HAN-SGM (Zhu et al., 2020) 84.30 72.03 72.86 60.54 81.28 48.47 68.46 38.88
K-LJP(CNN) 89.48 80.74 80.96 71.04 86.13 57.66 75.64 48.89
K-LJP(BERT) 91.52** 85.22** 84.36* 77.14** 87.37* 61.41** 77.57* 52.91**
w/o detail 91.34 84.07 84.06 75.74 87.06 59.25 77.08 50.63
w/o align 91.49 83.39 84.31 75.41 86.95 56.71 76.91 48.13
w/o d&a 90.75 83.09 83.74 74.66 86.61 56.34 76.38 48.54
Direct Mapping 89.48 83.84 81.43 75.43 87.21 59.24 77.33 50.85

Table 2: Results of law article prediction, the best is bolded and the second best is underlined. */** denotes that
KLJP performs significantly better than the second-best baselines at p < 0.05/0.01 level.

Method Law Article Charge
Mi-F Ma-F Mi-J Ma-J Mi-F Ma-F Mi-J Ma-J

K-LJP 87.37 61.41 77.57 52.91 88.04 58.68 78.63 50.60
w cosine 86.98 56.85 76.97 48.47 87.88 59.05 78.38 51.11
w contrast 85.81 55.89 75.14 46.77 86.51 54.01 76.22 44.96

Table 3: Results of different alignment losses.

result across all metrics, especially on the set of
Multi-Label Sample. 4) The prediction accuracy of
the law article is a little higher than the charge; this
may be because there are more charges than law ar-
ticles. 5) Compared to the set of All Sample, in the
set of Multi-Label Sample, the Ma-F score drops in
both tasks (e.g., the Ma-F of LSAN drops 24.53%,
and the Mi-F drops only 4.09%), which shows the
difficulty of the multi-label classification.

Tab. 3 demonstrates the results of different align-
ment losses on the set of Multi-Label Sample. With
the KL divergence, K-LJP achieves a better result
on most of the metrics, and cosine loss is better
than contrast loss in this task.

Based on Tab. 2 and Tab. 4 in the ablation ex-
periments, we make the following observations: 1)
The performance gap between K-LJP (BERT) and
the w/o detail indicates the effectiveness of label
detail (e.g., Ma-F drops from 61.41% to 59.25% in
the set of Multi-Label Sample in the prediction of
law articles), and the gap between K-LJP (BERT)
and the w/o align shows the effectiveness of the
proposed alignment loss. 2) Compared to BERT,
w/o d&a illustrates the importance of learning the
relationships among the labels. 3) The prediction
of law article benefits more from the alignment
(e.g., Ma-F drops from 61.41% to 56.71% in the
set of Multi-Label Sample in the prediction of law
article, which decreases only 0.9% in the prediction
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Figure 5: a) The relevance of the predicted label number
and the alignment ratio. b) The relevance of Ma-F and
the alignment ratio, we average the Ma-F of two tasks.

of charge). 4) Direct Mapping suggests that com-
bining two tasks into one can hurt performance.

Results in single-label setting: From Tab. 5,
we can conclude that: 1) Compared to CNN and
BERT, the performance improvement of K-LJP is
not as high as it is in the multi-label setting, which
may be because the alignment is less challenging
in the single-label setting. 2) Compared to other
SOTA LJP methods, K-LJP(BERT) still achieves
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Method All Sample Multi-Label Sample
Mi-F Ma-F Mi-J Ma-J Mi-F Ma-F Mi-J Ma-J

CNN (LeCun et al., 1989) 85.71 73.61 75.54 63.24 82.96 48.60 71.35 40.51
Bi-LSTM (Sutskever et al., 2014) 85.55 74.56 75.29 63.84 83.47 51.78 72.11 42.53
Transformer (Vaswani et al., 2017) 84.78 73.54 73.58 62.44 82.47 49.24 70.16 40.27
BERT (Devlin et al., 2019) 89.43 80.53 82.54 73.12 87.09 55.04 77.13 46.49
AXML (You et al., 2019) 87.16 76.13 77.25 65.78 87.64 56.82 76.59 48.35
LSAN (Xiao et al., 2019) 88.15 78.38 78.81 68.54 85.71 54.20 74.99 46.17
HTTN (Xiao et al., 2021b) 87.17 76.08 77.25 65.76 85.49 53.50 74.66 45.10
HAN-SGM (Zhu et al., 2020) 83.27 70.71 71.33 59.18 82.00 46.52 69.49 37.55
K-LJP(CNN) 88.46 78.53 79.31 68.58 86.41 55.26 76.07 46.30
K-LJP(BERT) 90.84* 83.39** 83.22* 75.21** 88.04 58.68** 78.63** 50.60**
w/o detail 90.67 82.26 82.93 73.67 88.01 57.94 78.58 49.90
w/o align 90.78 82.42 83.12 74.18 87.75 57.78 78.18 49.59
w/o d&a 90.42 81.67 82.52 73.18 87.15 57.35 77.23 48.95
Direct Mapping 83.25 81.80 79.50 71.69 81.32 55.33 68.52 46.17

Table 4: Results of charge prediction, the best is bolded and the second best is underlined. */** denotes that KLJP
performs significantly better than the second-best baselines at p < 0.05/0.01 level.

Method Law Article Charge
Mi-F Ma-F Mi-F Ma-F

CNN (2014) 89.30 80.17 88.15 80.51
BERT (2019) 90.21 82.16 89.67 81.19
TopJudge (2018) 86.85 78.68 88.42 80.41
MPBFN (2019) 86.30 78.84 87.69 81.59
LADAN (2020) 88.92 80.46 89.45 81.19
R-former (2021) 90.59 83.62 90.43 83.21
NeurJudge (2021) 89.94 82.26 90.31 81.59
CEEN (2022) 89.85 80.80 90.45 81.86
EPM (2022) 89.87 81.43 90.17 81.22
CTM (2022) 88.50 79.85 90.76 82.35
K-LJP(CNN) 89.24 81.35 90.18 80.66
K-LJP(BERT) 90.22 84.28 90.46 83.27

Table 5: Results of single-label setting LJP methods.
We modify K-LJP to the single-label setting here.

Method All Sample Multi-Label Sample
Lab. # Align Lab. # Align

CNN 2.07 89.19 3.22 93.33
Bi-LSTM 2.13 94.38 3.38 96.79
Transformer 2.11 92.21 3.14 94.51
BERT 2.17 96.93 3.27 96.85
AXML 2.11 88.53 3.32 92.05
LSAN 2.09 91.73 3.23 94.78
HTTN 2.09 92.92 3.22 95.47
K-LJP(CNN) 2.14 91.39 3.38 95.90
K-LJP(BERT) 2.23 97.93 3.44 98.08

Table 6: Results of Alignment Ratio. Lab. # refers to
the average number of predicted labels.

competitive performance in the single-label setting.

Results of alignment ratio: 1) From Tab. 6, we
find that K-LJP(BERT) achieves the best alignment
ratio, especially on the multi-label sample set. 2)
Looking at Fig. 5 (a), we observe that the aver-
age number of predicted label lengths of different
methods tends to be approximate. In other words,
the alignment ratio is not affected by the average
number of predicted labels. 3) From Fig. 5 (b), we
find that high accuracy (e.g., Ma-F) does not equal
to a high alignment ratio; this may result from the
ignorance of the connection between the two tasks.

51.75%

25.75%

22.50%

Wrong Label
Less Label
More Label

Figure 6: The distribution of the three error types.

5.6 Error Study

We also conduct an error analysis to explore the
limitations of our technique. We randomly select
200 samples with wrong results, then we manually
determine the error types and the reasons behind
the errors. From Fig. 6, we find that the most
frequent error type is the “wrong label” (51.75%),
which means the model predicts the correct label
number, but the wrong labels. The other two error
types (e.g., “less label” and “more label”) make
up the remaining half. We conclude the reason
behind the error as follows: 1) Labels may have
similar definitions, when it comes to an unbalanced
distribution, the model tends to output the label
with high frequency rather than the infrequent label
(e.g., Robbery vs. Plunder). 2) The occurrence of
certain words will mislead the model. For example,
when the word “ID card” appears, the model has a
high preference to the charge of “Forgery of fake
certificates”, even if there is no corresponding fact.

To address these problems, a promising way is
to summarize the input at first and then use a de-
biasing method to distinguish the confusing labels.

6 Conclusion and Future Work

In this paper, we investigate the prediction of law ar-
ticles and charges in the legal judgment prediction
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(LJP) task posited as a multi-task and multi-label
problem. By incorporating legal knowledge, we
propose a novel K-LJP approach. Specifically, we
inject “label-level knowledge” into the encoder by
utilizing the label definitions and learning the com-
plex relationships among the labels and between
the label and the case’s fact. Then, since an align-
ment exists between law articles and charges, we
design an alignment loss to integrate “task-level
knowledge” into the model. Experiments on a real-
world dataset show the effectiveness of K-LJP.

In the future, we will explore the following direc-
tions: 1) using similar cases to help the prediction.
2) predicting the term of penalty based on the pre-
dicted results of the law articles and charges.

7 Ethical Statement

With the development of AI, more and more
LegalAI technologies are being proposed to as-
sist judges, especially those who suffer from an
intense workload (Lin et al., 2012; Zhong et al.,
2018; Chalkidis et al., 2019). LegalAI is a vital but
sensitive area, hence any subtle miscalculation may
trigger serious consequences, so it is imperative
to discuss the related ethical issues. Our model
aims to predict the judgment based on the case
fact, which is an algorithmic investigation where
still many potential risks remain (e.g., demographic
bias, lack of interpretability). The algorithm will
be beneficial to achieve the goal of “treating like
cases alike” (Sun et al., 2020). Nevertheless, the
algorithm only intends to assist judges and should
never “replace” human judges to deliver sentences;
the judges must always conduct manual verifica-
tion and judgment of the results predicted by any
algorithm.

8 Limitations

In this section, we discuss the limitations of our
work which are as follows:
• The model is based on legal knowledge, hence

once the Code of Law is revised, adjusting corre-
spondingly the knowledge of the model remains
a challenge.

• The performance of the models can be affected by
the label imbalance, especially for low-frequency
labels.
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Figure 7: The impact of different thresholds on the
performance of charge prediction.

Figure 8: The impact of different thresholds on the
performance of law article prediction.

A The Impact of Different Thresholds

We describe here the experiments conducted with
different thresholds of our K-LJP(BERT) method.
From Fig. 7 and Fig. 8, it can be observed that: (1)
As the threshold gradually increases, Ma-P (Pre-
cision) increases while Ma-R (Recall) decreases.
This is because a higher threshold leads to fewer
predicted labels, making it easier to match the cor-
rect labels. Conversely, a lower threshold results in
more predicted labels, increasing the likelihood of
covering all true labels. (2) The highest Ma-F (F1-
score) is achieved when the threshold is set to 0.7.
However, at this threshold, there is a significant
difference between Ma-P and Ma-R, which can
compromise the model’s effectiveness. A threshold
of 0.5 yields a considerable Ma-F score, with a
smaller difference between Ma-P and Ma-R. There-
fore, we adopt a threshold of 0.5 for our method
and for all other baselines.

B The performance of LLMs

Methods Mi-F Ma-F Mi-J Ma-J

GPT-4 0.62 0.13 0.31 0.17
Claude-3 3.95 2.30 1.61 0.93
KLJP(BERT) 91.52 85.22 84.36 77.14

Table 7: Performance of LLMs in Law article prediction

Methods Mi-F Ma-F Mi-J Ma-J

GPT-4 33.78 20.16 20.32 16.12
Claude-3 34.05 21.85 21.28 16.18
KLJP(BERT) 90.84 83.39 83.22 75.21

Table 8: Performance of LLMs in charge prediction

We conducted experiments comparing the per-
formance of LLMs (GPT-4 and Claude-3) and our
K-LJP (BERT) in legal judgment prediction (LJP).
We performed experiments on the entire test set.
We concatenated factual descriptions with carefully
designed prompts, and then input them into the
LLM to generate responses. For the charge pre-
diction task, the prompt was: Based on the above
criminal facts, please predict the defendant’s crim-
inal charge and return a list, such as [’Theft’, ’In-
tentional Injury’]. Do not provide any additional
content. For the law article prediction task, the
prompt was: Based on the above criminal facts,
please predict the applicable criminal law article
and return a list, such as [’Article 273’, ’Article
264’]. Do not provide any additional content.

From the results shown in Tab. 7 and Fig. 8, for
both law article prediction task and charge predic-
tion task, it can be observed that: (1) K-LJP (BERT)
significantly outperforms LLMs across all metrics.
In law article prediction, K-LJP achieves a Mi-F
score of 91.52, far exceeding GPT-4’s 0.62 and
Claude-3’s 3.95. Similarly, for charge prediction,
K-LJP scores 90.84, while GPT-4 and Claude-3
reach only 33.78 and 34.05, respectively. (2) These
results highlight the limitations of LLMs in tasks in-
volving labels with less substantive meaning, such
as law article indices, whereas K-LJP, designed
for legal data, excels by effectively handling the
many-to-many relationships between charges and
legal articles. LLMs operate within a generation
paradigm, where they must select labels from a
large vocabulary during prediction tasks, leading to
poor performance on prediction tasks. Specifically,
the law article labels are numerical and lack seman-
tic meaning, while the charge labels carry inherent
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Fact Description Ground Truth NeurJudge K-LJP (BERT)
The defendant, W, drove a tricycle to a foot bath shop in Cixi
City and stole a white Apple 4S phone worth RMB 750 while
the victim, L, was asleep. As W was escaping, L woke up
and grabbed the tricycle. Despite knowing this, W accelerated,
dragging L for about 20 meters and causing L to fall and sustain
minor injuries. The stolen phone was recovered and returned
to L.

Article 263, Ar-
ticle 269, Rob-
bery

Article 264,
Robbery

Article 263,
Robbery

Table 9: Legal Case Analysis Table

Method Parameters Training Inference
LADAN 29.7 M 1505s 43s
R-former 47.6 M 1692s 52s
K-LJP (Bert) 32.4 M 1269s 39s

Table 10: Resource Consumption

semantic significance. As a result, LLMs perform
worse on law article prediction.

C Detailed error analysis on case

In this case, the defendant was found stolen but
exhibited violent behavior (“dragging”), constitut-
ing “Transformed Robbery” and offending “Article
263”. K-LJP correctly predicted the charge and
one law article, while NeurJudge, although accu-
rate in predicting the charge, mistakenly predicted
“Article 264”, which applies to “Theft”, due to the
disruption caused by terms like "stole" and “es-
cape”. This reflects the importance of task-level
alignment. However, how to guide the model to
focus on transformed law articles such as “Article
269” remains an area for further exploration.

D Resource Consumption

Our method uses two parallel transformer decoders,
each with 4 layers, resulting in a compact model
and low time consumption. We compared the
model size and time consumption of our method
with the baselines using 2 V100 GPUs. Follow-
ing the complexity calculation method of GJudge
(Tong et al., 2024), our method (K-LJP (BERT))
includes an encoder, transformer decoder, and
predictor, with a total complexity of O

(
|n2|

)
.

The complexity of self-attention, feed-forward,
cross-attention, predictor are O

(
|n2d+ nd2|

)
,

O
(
|nd2|

)
, O

(
|n2d|

)
, O (|nd|) respectively.
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