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Abstract

Previous research on multimodal entity link-
ing (MEL) has primarily employed contrastive
learning as the primary objective. However,
using the rest of the batch as negative samples
without careful consideration, these studies risk
leveraging “easy” features and potentially over-
look essential details that make entities unique.
In this work, we propose JD-CCL (Jaccard
Distance-based Conditional Contrastive Learn-
ing), a novel approach designed to enhance the
ability to match multimodal entity linking mod-
els. JD-CCL leverages meta-information to
select negative samples with similar attributes,
making the linking task more challenging and
robust. Additionally, to address the limita-
tions caused by the variations within the visual
modality among mentions and entities, we in-
troduce a novel method, CVaCPT (Contextual
Visual-aid Controllable Patch Transform). It
enhances visual representations by incorporat-
ing multi-view synthetic images and contextual
textual representations to scale and shift patch
representations. Experimental results on bench-
mark MEL datasets demonstrate the strong ef-
fectiveness of our approach.

1 Introduction

Multimodal Entity Linking (MEL) (Song et al.,
2023; Yang et al., 2023; Shi et al., 2024) aims to
connect visual and textual references to the enti-
ties in a multimodal knowledge graph (Song et al.,
2023; Yang et al., 2023; Shi et al., 2024). As exem-
plified in Figure 3, MEL connects the Spider-Man
referecnes in the image and input sentence to the
Spider-Man entity in the multimodal knowledge
graph. This alleviates textual ambiguities by in-
corporating visual cues such as character portraits,
which benefits various downstream applications,
like information extraction (Yaghoobzadeh et al.,
2017), question answering (Longpre et al., 2021),
and search engines (Gerritse et al., 2022).

*Corresponding Authors.

Input Mention Ground truth entity

Courtroom of the Supreme Court, 2015.

Mention: Supreme Court Supreme Court of the United Kingdom

Other entities in Knowledge base

Supreme Court of Canada United States Supreme Court Building

Figure 1: Example from WikiDiverse: The first two
samples are the sentence input and the ground truth
entity for its mention. The last two are other "Supreme
Court" entities taken from the knowledge base.

However, current MEL methods are limited by
their random negative sampling and understudy the
potential issue of varied visual representation. First,
these methods tend to employ contrastive learning
to align input sentences and entities, but limited by
its random negative sampling (Wang et al., 2022b;
Luo et al., 2023). They generally randomly draw
negative samples from the datasets. This may lead
to unfair predictions due to numerous similar enti-
ties in the knowledge base, for example, different
but highly similar “Supreme Court” entities in 1.
Using them as negative samples hinders the connec-
tion between input sentences and correct entities.
Second, existing MEL approaches overlooked the
dissimilar visual modality between mention and
target entity. For instance, 2 shows that the input
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Star Trek film

Mention input
image

Montgomery Scott
Wikipedia

as Star Trelg‘\;\character "Scotty"” in an autog@phed
photo him in one of the Star Trek movies. Source: Wikipedia

Figure 2: Illustration of challenge involving disparities within the visual modality. A sample from WikiDiverse
includes the mention sentence and its image talking about the actor Doohan. Input sentence contains multiple
entities from the knowledge base: Doohan, Star Trek, Scotty, Wikipedia.

image refers to an actor “Doohan”, but the input
sentence includes four distinct entities. As a result,
this greatly disturbs linking the input image to the
entities in the knowledge base. For further speci-
ficity, the "Doohan" image on the left illustrates the
sentence, offering significant utility to the model
for user queries related to within the
knowledge base due to image-text similarity. How-
ever, it could potentially introduce interference if
the user intends to query "Wikipedia". Hence, pre-
linking control of the visual modality, contingent
upon the mentioned target, emerges as a crucial
consideration in the Multimodal Entity Linking
(MEL) task, particularly when other modalities co-
exist alongside textual input.

To address the limitation of random negative
sampling, we present a Jaccard Distance-based con-
ditional contrastive learning (JD-CCL) approach
for MEL. It leverages meta-information to miti-
gate the influence of prominent attributes during
contrastive pre-training. JD-CCL automatically uti-
lizes the information provided by each entity in
the knowledge base to sample hard negative enti-
ties with nearly identical attributes. This strategy
makes it more challenging for the model to link
the mention with the correct entity, as it cannot
rely on simple attributes (such as human, building,
or animal) but must distinguish positive pairs from
negative ones based on more complex attributes. To
identify similar entities, we define a pre-processing
stage that sorts the Jaccard similarity scores be-
tween the meta-attributes between entities in knowl-
edge base. This process brings more difficult and
nuanced comparisons during training, which im-
proves the linking ability by diminishing the impact
of “easy” attributes in contrastive training.

Moreover, to address the discrepancy challenge
of visual modality in image-text pairs, we intro-
duce the Contextual Visual-Aid Controllable Patch
Transform (CVa-CPT) module. By leveraging syn-
thetic images from a text-to-image diffusion, the
model can better control essential features of the
input image based on specific mention. Conse-
quently, the model can selectively control useful
patch representations from the input image rather
than using all image patches with the same con-
tribution. Additionally, for sentences containing
multiple entities, each entity will have a unique in-
put image, enhancing diverse visual representation
according to the entity being queried.

Our contributions can be summarized as follows:

* We propose a novel Jaccard Distance-based Con-
ditional Contrastive Learning (JD-CCL). This
method leverages meta-attributes to draw con-
ditional negative samples with similar features
during training, enabling the model to identify
exact characteristics for decision-making.

¢ We introduce the Contextual Visual-Aid Con-
trollable Patch Transform (CVa-CPT) module,
which enhances visual modality representations
with synthetic images and contextual information
from the mention sentence.

* We evaluate our approach on three benchmark
datasets: WikiDiverse, RichpediaMEL, and
WikiMEL, and show that our method outper-
forms previous state-of-the-art approaches.

2 Related Work

Multimodal Entity Linking In the landscape of
social media and news, where content frequently
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Input Knowledge base
Entity text e, e, Entity image e,
L W

Mention image m,,

Spider-woman: Her
origin story relates that
she was a brainwashed

spy working for...

A J

N\

Venom: is an alien
symbiote with an
amorphous, liquid-like
rm, who survives by
nding with a host...

Ve N

Mention text m,
: Spider-man: secret
identity is Peter
Benjamin Parker.

itially, Peter was...

Cosplayers dressed up like Marvel
comic's Loki and Spider-Man; depicting <
Loki's wish to rule the Earth

Figure 3: Task definition of Multimodal Entity Linking.

encompasses both text and visuals, integrating tex-
tual and visual information for entity linking is
essential and pragmatic. In an early pioneering
effort, (Moon et al., 2018) utilized images to en-
hance entity linking in response to ambiguous and
incomplete references in social media posts. Ad-
vancing this, (Wang et al., 2022a) investigated the
inter-modal interactions through a cross-attention
mechanism between text and vision, integrating a
gated hierarchical architecture. To mitigate the im-
pact of noisy and irrelevant images, (Zhang et al.,
2021) assessed the relevance of images by corre-
lating their category with the semantic content of
text mentions, filtering images using a predefined
threshold. (Gan et al., 2021) compiled a dataset
featuring extensive movie reviews, associated enti-
ties, and images. More recently, research (Zheng
et al., 2022) has included the use of scene graphs
from images to achieve object-level encoding, thus
enhancing the granularity of visual semantic cues.
MIMIC (Luo et al., 2023) presents a multi-grained
multimodal interaction network designed for the
multimodal entity linking task. GMEL (Shi et al.,
2024) offers a Generative Multimodal Entity Link-
ing framework employing LLMs that directly pro-
duces names of target entities. MMELL (Yang
et al., 2023) introduces a module that jointly ex-
tracts features to learn representations from both
visual and textual inputs for context and entity
candidates. DWE (Song et al., 2023) describes a
dual-way enhancement framework where the query
benefits from refined multimodal information, and
Wikipedia is used to augment the semantic repre-
sentation of entities.

Contrastive learning Contrastive Learning
(Chopra et al., 2005; Nguyen and Luu, 2021;

Nguyen et al., 2025, 2024a,b, 2023b) has become
increasingly prominent in various fields (Nguyen
et al., 2022, 2023a, 2024c; Wu et al., 2020b, 2022,
2023a,b, 20244a,c,b; Wei et al., 2024). Established
training methods such as N-Pair Loss (Sohn, 2016),
Triplet Margin Loss (Balntas et al., 2016), and
ArcCon (Zhang et al., 2022) are foundational in
metric learning. In supervised learning scenarios,
key methodologies include Center loss (Wen et al.,
2016), SphereFace (Liu et al., 2017), CosFace
(Wang et al., 2018), and ArcFace (Deng et al.,
2018), which are extensively applied in computer
vision and natural language processing. Recent
developments in contrastive learning incorporate
additional conditional variables to enhance rep-
resentation quality, involving auxiliary attributes
(Tsai et al., 2021), information pertinent to the
downstream task (Tian et al., 2020), downstream
labels (Khosla et al., 2020; Kang and Park,
2020), or data embeddings (Tsai et al., 2022;
Wu et al., 2020a). These advancements allow
for the extension of contrastive self-supervised
learning into weakly supervised (Tsai et al.,
2021), semi-supervised (Tian et al., 2020), or fully
supervised frameworks (Khosla et al., 2020). The
work by (Khosla et al., 2020) specifically seeks
to enhance fairness, rather than solely focusing
on representation quality, by employing sensitive
attributes from the dataset as the conditional
variables in a self-supervised context.

3 Problem Formulation

A multimodal knowledge base includes a set of
entities E = {EZ}Z]\; 1- Each entity is denoted as
E; = (ep,, ey, €4;,€q,) , represent entity name,
entity images, entity description, and entity at-
tributes, respectively. In this representation, the E;
components correspond to the entity’s name, im-
ages, description, and attributes, respectively. As
our study emphasizes linking local-level entities,
textual input is formatted as sentences rather than
as documents. Specifically, a mention and its con-
text are represented as M; = (my,,, ms,, m,,),
where m,,;, my;, and m,,; denote the words of the
mention, the sentence containing the mention and
the associated image, respectively. The related en-
tity of the mention M; in the knowledge base is
E;. The MEL task is illustrated in Figure 3.
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Matched or not?

[ Matching module }

Parliament of the
United Kingdom

parliament [SEP] Students |§
protesting outside the UK
parlial i

Knowledge base entity

Mention

Figure 4: The overall architecture of MEL problem.

4 Methodology

In this section, we first introduce the overall frame-
work and then go through the details of our ap-
proaches. We visualize the overall architecture in
Figure 4.

4.1 Overall Architecture

Visual Encoding Following previous work,
we utilize the pre-trained Vision Transformer
(ViT) (Dosovitskiy et al., 2021) as our visual back-
bone to encode image features, denoted as VISy,..
Each entity image e, (or mention image m,,) is
resized to C' x H x W pixels and divided into flat-
tened 2D patches of size n = H x W/P2. These
patches undergo projection and multi-layer trans-
former processes. Subsequently, a fully connected
layer adjusts the output hidden states. The resulting
hidden states, denoted as VE;, include a global fea-
ture vE;“ represented by the special token [CLS],
and local features VE;” (similarly for mention
vM;¢ and VM; D).

Textual Encoding We employ a Transformer-
based architecture as the textual encoder
(BERT (Devlin et al., 2019)), denoted as
TEXT¢,.. For mentions M;, we concatenate
the mention words with the sentence containing
the mention to create the input sequence. We
obtain thG and TMjL as the global and local
textual features of mention M; € R(leﬂ)th,
respectively. Here, dr is the dimension of textual
output features, and [, is the length. For entities
E;, entity inputs are formed by concatenating
the entity name with its attributes, denoted as
eq;. Following the mentioned processing, the
resulting hidden states TE; are structured as
[t[CLSI%; tE; ;.. s tE'e] € RUetDxdr,

Matcher In this step, the model calculates the
similarity matching score between input men-
tion text-image pairs and knowledge entities to
achieve correct matching. For instance, using the
CLIP (Radford et al., 2021) template, we calculate
the cosine similarity score between the global rep-
resentation ([CLS] token) the mention input with
the entity. Alternatively, MIMIC (Luo et al., 2023)
introduced the Multi-Grained Multimodal Interac-
tion Network, which captures and integrates the
fine-grained representation of global and local cues
of each modality. Overall, the matcher acts as a
scoring function § = F(M, E) between the men-
tion M and the entity E.

Objective Based on the score calculated above,
we jointly train both the encoding layer and the
matcher using a contrastive training loss function.
This approach allows the model to learn to assign
higher scores to positive mention-entity pairs and
lower scores to negative mention-entity pairs. This
loss function can be formulated as follows.

exp(F(M,Epos))
exp(F(M,Epos))+2_; exp(F(M,Encg,i))

ey

L=—-log

4.2 Conditional Contrastive learning

Conditional Contrastive Learning (CCL) (Ma et al.,
2022) was proposed to enhance the fairness of con-
trastive self-supervised learning (SSL) methods.
CCL mitigates the influence of sensitive attributes
during contrastive pre-training by sampling posi-
tive and negative pairs that share the same attribute
(e.g., gender, race). The CCL approach reduces the
impact of the sensitive attribute Z by treating Z as
the conditional variable between X and Y, focus-
ing on scenarios where Z is readily available in the
dataset (e.g., gender, race, or age). The proposed
Conditional Contrastive Learning objective is
designed to address this effectively.

Lecr = Sl}P E.-p,

1™ of (@iy:)
[E(wiayi)pr,le [ n Z; log 1 S e (@iy;) ] ]
2

where the positive pairs {(z;,v;)}", represent
samples drawn from the conditional joint distri-
bution: (7;,y;) ~ Px,y|., While the negative
pairs {(x;, ;i) } represent samples drawn from
the product of conditional marginal distributions:
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Figure 5: The overall architecture of Contextual Visual-aid Controllable Patch Transformation. The model incorpo-
rates a text-to-image diffuser, visual encoder, and text encoder, followed by a contextual visual-aid controllable
patch transform (CVaCPT). The generated images and input sentence will help the model selectively control visual
representation through the CVaCPT, including Contextual encoder, Max pooling, and Controllable patch transform.

(w4, yj£i) ~ Px|.Py|.. The proposed Conditional
Contrastive Learning (CCL) differs from conven-
tional contrastive SSL by selecting positive and
negative pairs from distributions conditioned on
a sensitive attribute referred to as Z. The CCL
approach reduces the influence of the sensitive at-
tribute Z by treating Z as the conditional variable
between X and Y. We focus on scenarios where
Z is readily available in the dataset (e.g., gender,
race, or age).

Conditional sampling We first define a prepro-
cessing stage to identify hard negative samples be-
fore the training phase. Each entity E; in the knowl-
edge base contains a set of predefined attributes.
We calculate the Jaccard distance between two enti-
ties ¢ and 7 as the similarity score between the two
entities:

_ |eq, N eaj’

J(i,7) 3)

B ’eai U eb¢|

For each entity E;, we calculate the total Jac-
card distance with the knowledge base J; =
[J(i,1),J(2,2),...,J(i,7)], where 1 < j < me
and j # i. We store these similarity scores and
sort them. Then, we select the top & scores as
the & most similar or hard negative samples of E;:
ji = topy,, Ji.

Jaccard Distance-based CCL  After determin-
ing the top k negative samples, we calculate the
conditional contrastive learning meta-attribute JD-
CCL:

Lip-ccrL =
FE

(MyEPOS)NPM,EyzNjEpgS’{EnEg,j }§:1NPE\Z:ZZ~

oF(M,Epos)

“)

lo
g eF(M,Epos) _|_ Z";:l eF(M,Eneg,j)

where positive pairs (IM;, Ep; ;). consisting of a
mention input and its linked entity in the knowl-
edge base, are drawn randomly from the dataset.
After sampling a positive pair, negative entities
{Eneg.j }é?:l are drawn from the set Ji of the en-
tity E,.s;. Unlike CCL for fair representation,
this approach samples negative entities based on
their meta-information, thereby covering different
attributes, whereas CCL is based on predefined con-
ditions Z such as gender and race. Furthermore,
the difference between JD-CCL and Contrastive
Learning can be described as follows: JD-CCL
samples negative entities from conditions z € Z,
resulting in negative pairs that possess more gen-
eral features. This increased diversity in features
makes the model more challenging to train.

4.3 Contextual Visual-aid Controllable Patch
Transformation

To address the issue of dissimilarity between vi-
sual information in mention inputs and knowledge
entities, we propose the Contextual Visual-aid Con-
trollable Patch Transformation (CVaCPT) module.
CVaCPT adaptively influences the mention visual
input by applying a transformation to each patch
representation based on prior information. Tech-
nically, we utilize the Stable Diffusion model to

6699



generate an image s; corresponding to the input
text ;. Here, m; is the mention sentence prefixed
with "An image of". Thus, the same sentence with
different mentions we want to match will create dif-
ferent images of the target. Using a visual encoder
VIS, we obtain a global representation VEst
of the synthetic image s;.

Controllable patch transformation (CFT) The
generated image with the target reference text in
the sentence helps the model selectively control
the important features of the mention input. We
propose the Controllable Feature Transformation
(CFT) module to manage the information flow from
the visual encoder, VE]-G and VE jL, before feeding
it into the matcher. Specifically, as shown in Fig. 5,
the synthetic features VES]G combined with the
text mention representation TEJ-G are used to fine-
tune the visual features of the mention, VE]G and
VEJ-L, through the transformation of features using
the affine parameters « and 3:

VE] =VES +w(@® o VES +8%) (5
VE; =VEF +w(e" o VEF + 85 (6)

a B9 = AY([VES - VTEs;] (1)
ol gt = AM([VE} - VTEs;] (8)
VTEs; = CE([VEsS - TES])  (9)

where Pyx denotes a stack of convolutions that
predicts aX and 3% from the concatenated ([-])
features [VE]- - CE( [VES]-G : TE]G] )] . CE s the
contextual visual-aid module, which receives a con-
catenation of the global representation of the syn-
thetic image VESJG and the global representation
of the input mention TE]-G. An adjustable coeffi-
cient w € [0, 1] is then used to control the relative
importance of the inputs. With the CPT module,
the mention image representations are adjusted to
match the mentioned entity in the sentence, remov-
ing noisy and unhelpful patches needed to match
in the knowledge base.

Multiview Synthetic image We found that im-
ages generated from the diffuser model can include
noisy features (e.g., background details not related
to the mention). Thus, using multiple images can
help the CFT module select important and helpful
features from synthetic images. We generate n, dif-
ferent synthetic images from the same prompt s; 5,
where h € {1,...,ns}. Each global visual repre-

sentation is concatenated with the global textual
representation before being fed into CE:

VTEsj =[VTEsj,...,VTESsjy,]
VTEs;), = CE([VEs), - TES])

(10)
(11)

We apply max-pooling to calculate the maxi-
mum value for patches of a feature map across
multiple images:

VTEs; = max_pooling(VTEsj) (12)

This max_pooling operation emphasizes the
presence of strong/important features and dimin-
ishes the noise.

5 Experiments setups

5.1 Datasets

In the experiments, we adopt three benchmark
MEL datasets: (i) WikiDiverse (Wang et al.,
2022b) is a meticulously curated MEL dataset fea-
turthe appendixverse array of contextual topics and
entity types sourced from Wikinews. Comprising
8,000 image-caption pairs, it employs Wikipedia
as its underlying knowledge base. (ii) WikiMEL
(Wang et al., 2022a) comprises over 22,000 mul-
timodal sentences gathered from Wikipedia entity
pages. (iii) RichpediaMEL (Wang et al., 2020)
Initially, entities were extracted from Richpedia
for the creation, followed by the acquisition of
multimodal data from Wikidata (Vrandecic and
Krotzsch, 2014). Individuals constitute the primary
entity category in both WikiMEL and Richpedi-
aMEL.

5.2 Baselines

We compared our method with various competi-
tive VLP models: CLIP (Radford et al., 2021),
ViLT (Kim et al., 2021), ALBEF (Li et al., 2021),
METER (Dou et al., 2022), MIMIC (Luo et al.,
2023). Detailed descriptions are provided in the
Appendix A.

5.3 Metrics

We calculated the similarity between a mention and
all entities in the knowledge base (KB) to measure
their aligning probability. The similarity scores
are sorted in descending order to calculate H@1,
H@3, H@5, and MRR. H@K indicates the hit rate
of the ground truth entity when only considering
the top-k ranked entities: H@1,3,5 represent the
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Model WikiDiverse RichpediaMEL WikiMEL

H@l | H@3 | H@5 | MRR | H@Q1 | H@3 | H@5 | MRR | H@1 | H@3 | H@5 | MRR
CLIP 61.21 | 79.63 | 85.18 | 71.69 | 67.78 | 85.22 | 90.04 | 77.57 | 83.23 | 92.10 | 94.51 | 88.23
ViLT 34.39 | 51.07 | 57.83 | 45.22 | 45.85 | 62.96 | 69.80 | 56.63 | 72.64 | 84.51 | 87.86 | 79.46
ALBEF | 60.59 | 75.59 | 81.30 | 69.93 | 65.17 | 82.84 | 88.28 | 75.29 | 78.64 | 88.93 | 91.75 | 84.56
METER | 53.14 | 70.93 | 77.59 | 63.71 | 63.96 | 82.24 | 87.08 | 74.15 | 72.46 | 84.41 | 88.17 | 79.49
MIMIC | 63.51 | 81.04 | 86.43 | 73.44 | 81.02 | 91.77 | 94.38 | 86.95 | 87.98 | 95.07 | 96.37 | 91.82
Ours 70.25 | 83.78 | 88.06 | 78.09 | 83.38 | 91.91 | 94.18 | 88.14 | 89.28 | 95.31 | 96.84 | 92.62

Table 1: Performance comparison on three MEL tasks: WikiDiverse, RichpediaMEL, and WikiMEL. We trained the
models using a random seed of 5, presenting the average of our findings. Our experiments included paired t-tests
with p < 0.05, demonstrating overall significant improvement.

Setting | H@1 | H@3 | H@5 | MRR
Our 70.25 | 83.78 | 88.06 |  78.09
w/o LD-CCL | 66.55 | 82.57 | 87.53 | 75.72
wlo CVaCPT | 67.80 | 81.85 | 86.62 |  76.04

(1) Number of negative samples in LD-CCL

2 67.88 | 82.57 | 87.24 77.26

4 69.00 | 83.01 | 87.34 77.08

6 69.53 | 84.16 | 88.30 77.80
(2) Number of synthetic images in CVaCPT module

1 66.68 | 82.85 | 87.10 76.04

2 68.47 | 83.78 | 88.16 77.03

3 68.67 | 83.54 | 86.86 76.87

Table 2: Ablation results on WikiDiverse.

hit rates in the top 1, 3, and 5, respectively. MRR
represents the mean reciprocal rank of the ground
truth entity: + N L

i=1 rank(i)"

5.4 Implementations

We initialize the CLIP model (Vit-Base-Patch32)
as both our visual encoder VIS, and text encoder
TEXT¢pc, from HuggingFace. For visual input,
all images (mention, knowledge entity and syn-
thetic image) are rescaled to 224 x 224. With the
mention or entity input that do not have image,
will initialize with blank image (while) with zero
padding. For textual input, we use CLIP tokenizer,
which constructs based on byte-level Byte-Pair En-
coding. We implement linear neural networks to
project the hidden representation from CLIP model
to 96 and setup the matcher similar to MIMIC.
Since our CVaCPT module and contrastive objec-
tive are flexibly integrated with various models,
we built upon the implementation of the state-of-
the-art MIMIC (Luo et al., 2023) by incorporat-
ing CVaCPT and replacing the original contrastive
learning objective with our JD-CCL approach.

Model | H@1 | H@3 | H@5 | MRR

WikiDM
MIMIC | 74.77 | 89.12 | 92.25 | 82.63
Our 78.77 | 90.25 | 92.92 | 85.16
WikiDR
MIMIC | 72.41 | 84.75 | 89.00 | 79.63
Our 77.32 | 88.65 | 91.70 | 83.59

Table 3: Ablation results WikiDM and WikiDR.

6 Experimental results

Following the methodology of previous studies, we
conducted our model five times using the same
hyperparameter settings. The average results are
presented in Table 1. An overview of our re-
sults reveals that our model consistently matches
or surpasses the benchmarks set by baseline ap-
proaches. Our proposed method shows significant
improvements across various datasets. Notably,
we achieved a substantial increase of 6.74% in
accuracy for H@1 on WikiDiverse, and improve-
ments of 2.36% and 1.30% on RipediaMEL and
WikiMEL, respectively. For H@3, H@5, and
MRR, we also achieved better performance on
most datasets. To be more specific, we outperform
the state-of-the-art (SOTA) by 2.74%, 1.63%, and
4.65% on WikiDiverse, and achieve slight improve-
ments on the other two datasets, except for H@5
metric on WikiMEL.

7 Analysis

7.1 Regularization

To validate the significance of each of our objec-
tives, we conducted additional experiments where
one of our proposed methods was removed. As
illustrated in Table 2, the results are presented in
the first three rows, indicating that incorporating
all the proposed approaches leads to the best per-
formance. The second row shows that not applying
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(a) Sentence: Barack Obama, Michelle Obama, Jill Biden and
Joe Biden at the United States Vice Presidential announcement

(b) Sentence: The exterior of the Modern One building of
Edinburgh’s Scottish National Gallery of Modern Art. Mention:
Modern One.

Figure 6: Visualization of CVaCPT module

JD conditional contrastive learning harms perfor-
mance. This result can be attributed to the fact
that, during training, hard negative samples play an
important role in this task. In the third row of the
table, we demonstrate that the removal of CVaCPT
significantly affects performance across all metrics.

7.2 Number of negative samples and number
of synthetic images

We conducted an experiment to better understand
the impact of the number of negative samples, &,
in JD-CCL and the number of synthetic images, s,
in CVaCPT. We set k to values in the set 2, 4, 6 and
s to values in the set 1, 2, 3. As shown in the first
three rows of Table 2, a larger number of condi-

tional negative samples (k = 4, 6) achieves better
results compared to a smaller number (k = 2), al-
though there is only a small difference between
k = 4 and k = 6. Regarding the number of syn-
thetic images, using s = 1 means not applying
the max-pooling operation. As shown in the last
three rows, multiple views of visual augmentation
outperform a single view (s = 1) with only one
synthetic image. However, increasing the number
of images from 2 to 3 does not significantly im-
prove the model.

7.3 Larger knowledge base evaluation

While the benchmarks WikiMEL and Richpedi-
aMEL achieved good performance, WikiDiverse
appears to be a more challenging dataset. To en-
hance the ability to handle a larger knowledge base,
we merged the two easier benchmarks with the
more challenging WikiDiverse to create two larger
datasets (double in size): WikiDM (WikiDiverse
+ WikiMEL) and WikiDR (WikiDiverse + Richpe-
diaMEL). The experimental results are presented
in Table 3. As shown, our approach outperforms
MIMIC across all metrics on both datasets. Specif-
ically, our method achieves an improvement of
4.00% and 4.91% in the H@ 1 metric on WikiDM
and WikiDR, respectively, and outperforms in all
other metrics as well.

7.4 Visualization

In this appendix, we provide a visualization of the
Controllable Patch Transformation module, as il-
lustrated in Figures 6a and 6b. We visualize the
calculation of alpha and beta for patches in the im-
age corresponding to the input mention (in each
caption) and synthetic images. As shown in Fig-
ure 6a, the model focuses on people in the image
(alpha and beta values are large) while reducing
the impact of the background (sky, building) (alpha
and beta values are small). In contrast, Figure 6b
shows a building covering the entire image, where
all alpha and beta values are equally high, indicat-
ing that all image patches are informative for the
matcher.

8 Conclusion

This paper introduces JD-CCL, a novel conditional
contrastive learning approach based on Jaccard Dis-
tance. This method leverages meta-attributes to
draw conditional negative samples with similar fea-
tures during training, allowing the model to identify
specific characteristics for prediction accurately.
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Additionally, our proposed Contextual Visual-Aid
Controllable Patch Transform (CVa-CPT) module
enhances visual modality representation by utiliz-
ing synthetic images and contextual information
from the mention sentence. Our framework paves
the way for further exploration in this domain, pro-
moting multimodal and knowledge base applica-
tion advancements.

Limitations

Despite the improvements our approach achieves
in the MEL task, JD-CCL and CVaCPT still have
the following limitations. CVaCPT uses a Text-
to-Image diffuser model to generate synthetic im-
ages, which requires additional time and compu-
tational resources. Furthermore, using synthetic
images from a different domain might introduce
some noise due to the domain gap. Secondly, JD-
CCL includes a condition sampling stage, which is
a preprocessing step to determine the negative sam-
ples, and this stage also takes time. Additionally,
we automatically calculate the Jaccard distance be-
tween the attribute sets of two entities. If the dataset
is not well-annotated, this could negatively impact
the training stage.
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CLIP Normal feature | Pooling feature
Mention images 0.406 0.430
KB entity images 0.552 0.585
DinoV2 Normal feature | Pooling feature
Mention images 0.178 0.196
KB entity images 0.310 0.344

Table 4: Comparison of similarity scores between the mean of individual images and pooling features with KB
entity images.

Mention image ‘ KB entity image ‘ Synthetic images ‘ Pooling feature

Mention: President Trump holds a Bible in front of St. John’s Episcopal Church.
KB entity: President of the United States from 2017 to 2021.
K

Dino 0.287 0.306 0.393
CLIP 0.440 0.435 0.518
Mention: Radiotherapy and chemotherapy act together to damage the DNA of cancer
cells. According to this new study, gemcitabine potentiates this effect.
KB entity: Therapy using ionizing radiation

0.360
0.519

0.433
0.619

0.457
0.631

Table 5: Visualization of synthetic images in the Contextual Visual-aid Controllable Patch Transformation module.

A Baselines
We followed the baseline setup from (Luo et al., 2023):

CLIP leverages two Transformer-based encoders to generate visual and textual representations, pre-
training on vast amounts of noisy web data using contrastive loss between 2 global representations of
each modality.

METER adopts a co-attention schema to explore the semantic relationships between different modalities,
with each layer comprising a self-attention module, a cross-attention module, and a feed-forward network.

VILT applies deep modality interaction through a stack of Transformer layers and proposes utilizing
early, shallow textual and visual embeddings.

ALBEF initially aligns visual and textual features through image-text contrastive loss and then integrates
them using a multimodal Transformer encoder. It further employs momentum distillation to enhance
learning from noisy data.

MIMIC represents the current state-of-the-art in MEL tasks across three datasets. MIMIC introduces
three modules: the Text-based Global-Local Interaction Unit (TGLU), the Vision-based Dual Interaction
Unit (VDLU), and the Cross-Modal Fusion-based Interaction Unit (CMFU), which are designed to capture
and integrate fine-grained representations in abbreviated text and implicit visual cues.
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Lo @ 3 @
Wikidiverse

Train | 8752 | 2517 | 66 16
Valid | 1275 | 384 5 0
Test 1599 | 461 15 3
RichpediaMEL
Train | 10992 | 86 1375 | 10
Valid | 3194 19 348 1
Test 1545 16 219 0
WikiMEL
Train | 17725 | 367 0 0
Valid | 2543 42 0 0
Test 5066 103 0 0

Table 6: (1) Both mention and knowledge base have the image. (2) Mention has an image but its knowledge base
does not have an image. (3) Mention does not have an image but its knowledge base has an image. (4) Both the
mention and knowledge base do not have the image.

B Noisy synthetic images

We conducted additional experiments to gain further insights into the behavior of the diffusion model
in CVaCPT. For each sample in the dataset, we first used the visual encoder to extract features from the
mention input image, the knowledge base entity image, and the synthetic image. We then calculated
the cosine similarity between each synthetic image and the pooled synthetic image, comparing them to
the mention and knowledge base entity images. The mean similarity scores are reported in Table 4. As
shown, the similarity scores for pooled visual features are higher than those obtained from independent
images. This indicates that using multiple synthetic images with a pooling operation helps mitigate the
noise introduced by the diffusion model. We also visualize a selection of samples from the datasets in
Table 5, illustrating the diversity of images generated by the model. The similarity scores exhibit a wide
distribution across individual images, while the pooled features consistently provide better alignment.

C H3 and HS insights

Our method demonstrated improved performance on MEL benchmarks compared to baselines. However,
the gains in H3 and HS5 metrics were marginal. To investigate this issue, we conducted additional
experiments and data analysis. First, we trained and evaluated our method alongside MIMIC under
identical settings, revealing that both models faced the same challenges when tested on the same samples
in the test set. Upon further examination, we observed that while the correct entities were often ranked
within the top 3 or 5, these mentions were consistently mislinked to entities with the same name in the
knowledge base (i.e., same name but representing different entities). Table 7 illustrates two randomly
selected failure cases, highlighting several factors that contributed to incorrect predictions: (1) the entities
involved shared identical names, (2) these entities were never linked to any mention in the training set,
and (3) many of the input entities or mentions lacked corresponding images. For issue (1), we provide a
list of duplicate entity names along with their frequency larger than 10 in the knowledge base in Sec D.
Regarding issue (2), the sheer size of the knowledge base relative to the inputs of mention in the data set
resulted in numerous entities, particularly those with duplicate names, being excluded from the training
process. Finally, as shown in Table 6, a portion of entity-mention pairs across the three datasets used in
this study lacked images for at least one of the mentions or knowledge base entities. These challenges, (1),
(2), and (3), collectively hinder the model’s ability to fully optimize for such cases.
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Mention input

KB entity

Other KBs

Image

Missing

Missing

The Wikipedia home
page as viewed on a
Netscape browser.

Description

Netscape - American
computer services
company.

Netscape Communi
cator - Discontinued
Internet software
suite

Netscape - family
of web browsers

Netscape 6 -
version 6 of the
Netscape web
browser

MIMIC
Our method

3
3

1
1

2
2

4
4

Image

Missing

Missing

Missing

Missing

England did win this
October 13, 2007 match
versus Estonia, 3-0 at
Wembley Stadium

Description

Estonia sovereign
state in northeastern
Europe

Estonia men’s
national basketball
team

Estonia national
football team
results

Estonia national
football team

MIMIC
Our method

4
3

3
4

2
1

1
2

Table 7: Visualization of failed cases, samples taken from WikiDiverse

D Similar knowledge entities

Washington County
day (17), St.
Twist (17),

County (17),
Lockdown (16),
Wonderland (15),
Vernon (14), Woodstock
Ryan (13),
John Edwards (12),

(12), Stephen Smith
Marshall (12),
(12), Greenfield
Homecoming (11),
(11), Black Widow (11),
nova (11), White City

Brush Creek (11),
(11), Fayette County

(19),

(12),

Washington Township
Inside Out (1l06),
Wayne County
Red Line
(13),
Government House
La Grange
(12),
Scarecrow

Camera Obscura

John Murphy
John’s Episcopal Church
(17),

Masquerade
Montgomery County
House of Representatives

Moby Dick
(13),

(16),
(14),

(13),
(12),

Grafton
(12),

Polk County
(11),

San Fernando
(11),
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(18),

Gordon Brown
John Baird
Victoria Park
Michael Gallagher
(12),
(11),
(11),

Scott Brown
(11),

(11),

(12),
Marshall County
(12),

William Johnson
Chief of the Defence Staff
(11) .

(17),

Monroe County
Steve Smith

(16),

(13),

Ceres

Equinox
(11),

Greg Smith
Vanity Fair

(18),

(17),

(l6),

(12),

Arcadia
Jack Thompson
(11),

Brian Moore

Black Fri-
(17),
Union

(16),
Alice in
(14),

(13),
Burlington
Lake County
(12),
Independence Day

Oliver

Mount
Paul
(12),
Peter

(11),

Super—
(11),

Calhoun County



