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Abstract

Humans continuously make new discoveries,
and understanding temporal sequence of events
leading to these breakthroughs is essential for
advancing science and society. This ability to
reason over time allows us to identify future
steps and understand the effects of financial
and political decisions on our lives. However,
large language models (LLMs) are typically
trained on static datasets, limiting their ability
to perform effective temporal reasoning. To
assess the temporal reasoning capabilities of
LLMs, we present the TRANSIENTTABLES
dataset, which comprises 3,971 questions de-
rived from over 14,000 tables, spanning 1,238
entities across multiple time periods. We in-
troduce a template-based question-generation
pipeline that harnesses LLMs to refine both
templates and questions. Additionally, we es-
tablish baseline results using state-of-the-art
LLMs to create a benchmark. We also intro-
duce novel modeling strategies centered around
task decomposition, enhancing LLM perfor-
mance.

1 Introduction

In this day and age, information is constantly be-
ing updated depending on new facts and figures
released in the public domain. Information is in-
herently transient and often subject to periodic or
non-periodic updates. For instance, the profits,
losses, and revenues of publicly traded companies
fluctuate regularly, political figures shift with each
election, bestseller lists change frequently, pub-
lic transportation schedules are revised, rankings
of women’s football teams evolve, quarterly GDP
growth varies, and the number of moons' surround-
ing Earth can change based on new discoveries or
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Figure 1: Example of Transient Information in Tables.
This example of the Indian Cricket Team presents three tables
sampled at different time points: 2017, 2020, and 2023. It
clearly illustrates how certain values, such as Captain, ICC
ranking, Tests played , change over time. However, inconsis-
tencies exist in the tables, including missing keys and incor-
rect values, such as the test status acquired field, as noted in
Khincha et al. (2023). In this work, we are only focusing on
transient (or temporally changing) information.

pertinent information. This constant evolution un-
derscores the dynamic nature of information across
several fields. Timely updated information not only
enhances the reader’s knowledge but also shapes
their perception. Furthermore, fluctuations in cer-
tain data, such as inflation, housing prices, and the
cost of living, can significantly impact the lives of
individuals. Most large language models (LLMs)
(Achiam et al., 2023; Touvron et al., 2023; Dubey
et al., 2024) rely on static information, as they are
trained on data that does not dynamically update.
Given that retraining or finetuning these models is
often costly, it is crucial to explore whether LLMs
can effectively reason over temporal changes in in-
formation through in-context learning (Dong et al.,
2022; Gupta et al., 2023a). By incorporating tem-
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poral reasoning capabilities, LLMs could become
more versatile, empowering them to handle a wider
array of tasks.

Semi-structured tables are everywhere in this
modern world, from web pages (see Figure 1)
to nutrition labels on food products. Semi-
structured tables such as Wikipedia Infoboxes
(entity-centric) combine elements of both struc-
tured data (databases) and unstructured text. They
offer structure while storing information in implicit
forms, making them more flexible than traditional
databases. By presenting information in a system-
atic, organized manner, tables allow for easy up-
dates while maintaining organization and historical
context, making them ideal for documenting the
constant flux of dynamic information about enti-
ties such as public figures, corporations’ revenues,
and scientific concepts, among others (Gupta et al.,
2020; Neeraja et al., 2021a).

Temporal reasoning is particularly challenging
in natural language processing (NLP) tasks, due
to the constant updation of information required
as stated above. To understand transient informa-
tion in the natural language, the model must un-
derstand explicit and implicit temporal relations
and track an entity’s changing attributes. Recent
works like TempTabQA (Gupta et al., 2023b) and
TIQ (Jia et al., 2024b) are both focused on tempo-
ral question-answering on tabular data. However,
TempTabQA only considers entity tables where
each entity has a single table containing temporal
information, such as an athlete winning different
medals (gold, silver, or bronze) over multiple years.
TIQ explores temporal QA with implicit time con-
straints from various sources, including knowledge
bases, text, and Infoboxes (e.g., Who was the cap-
tain of the Indian Test Cricket Team before Rohit
Sharma?). Neither of these studies investigates
understanding entity-centric tables that contain in-
formation that evolves, such as multiple tables of a
certain entity across time (as highlighted in Figure
1). To the best of our knowledge, we are the first
to study this problem. Specifically, we ask: Can
current language models understand and reason
about the temporally evolving information (both pe-
riodic and nonperiodic) in semi-structured tables
?. To address this problem, we define a question-
answering task and create an associated dataset,
TRANSIENTTABLES, where the answers require
understanding and reasoning across at least two
distinct tables sampled from different time periods.
Even when a question can be answered using a

single table, the model must still identify the cor-
rect table from a set of input tables to provide an
accurate answer.

TRANSIENTTABLES consists of a QA dataset
and a thorough analysis of the performance of state-
of-the-art LLMs on entity-centric tables where val-
ues of keys in the table change over time. The
resulting dataset comprises 3971 questions gener-
ated from more than 14k tables associated with
1238 entities (averaging 11.42 dynamic temporal
tables per entity timeline). Our results indicate
that SOTA LLMs struggle with reasoning on many
straightforward questions, which humans can eas-
ily answer with sufficient context. This highlights
that LLMs still have significant challenges in rea-
soning with transient information. Additionally,
our experiments reveal that simple prompting often
proves ineffective; therefore, breaking tasks down
into smaller, more manageable components is nec-
essary to achieve improved outcomes (Khot et al.,
2022; Ma et al., 2024; Wang et al., 2024). Analysis
of our experimental results indicates significant de-
ficiencies in LLMs’ capacity for rightful evidence
extraction and reasoning. Even when presented
with the right evidence, these models demonstrate
poor performance across various reasoning tasks
compared to scenarios where the entire context is
provided, which requires both rightful evidence ex-
traction and reasoning processes. These findings
suggest that LLMs rely on spurious correlations
rather than robust logical inference when formu-
lating responses. This work makes the following
contributions?:

* TRANSIENTTABLES Benchmark: A
Question-Answering dataset on temporally
evolving information in tabular data.

* In-depth Analysis: We conducted extensive
experiments with LLMs to benchmark their
performance and analyze their shortcomings.
In addition, human evaluations were carried
out, revealing a significant performance gap
that LLMs must address.

2 TRANSIENTTABLES Dataset

TRANSIENTTABLES consists of infobox tables
from various categories, including countries,
cricket teams, economies, government agencies,
and more. Each category features multiple entities,

2Code: https://github.com/harsh1399/TransientTables
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such as the USA, India, and Kenya, in the ‘coun-
tries’ category, with 7 to 12 infoboxes per entity
that capture temporal changes to form a timeline.
Figure 1 illustrates an example from the ‘cricket
teams’ category, showing a timeline of three in-
fobox tables for the Indian cricket team. The cat-
egories were selected based on the infobox size
(with more than 10 keys) and the degree of tempo-
ral variation. We manually chose infobox templates
that met these criteria, prioritizing those with more
substantial changes in key-value pairs over time.
We chose ten categories: cyclists, equestrian play-
ers, economic data of a country, government agen-
cies, cricket teams, field hockey players, golfers,
table tennis players, countries, and cricketers.

Entity Timeline Selection. We extract the in-
foboxes from the latest Wikipedia page and older
versions of the same page. The extracted set of
tables provides us with multiple attributes (ex. cap-
tain, ICC ranking in Figure 1) of the same entity
changing/evolving over time. We start by extract-
ing the current table from the latest Wikipedia page.
Then, we go through the update history to extract
the important or pivotal moments for the entity of
the current page. This process enables the extrac-
tion of periodic information, like quarterly profits
and losses for a company, and non-periodic infor-
mation, such as ranking for a sporting nation, which
can change arbitrarily.

Timeline Cleaning and Filtering. As a result
of our extraction procedure and criteria for filter-
ing entities, the dataset initially averaged 15 tables
per entity. However, some entities had a higher
number of tables, requiring pruning to meet our
target range of 8-12 tables per entity. This range
was chosen to accommodate the token limits of
current state-of-the-art LLMs. Pruning was per-
formed using selection criteria based on the degree
of variation between successive tables. We estab-
lished category-specific thresholds that represent
the minimum number of modified keys required
between consecutive tables to warrant inclusion in
the timeline. These thresholds were determined
through two key factors: (1) the expected num-
ber of naturally changing attributes within each
category, and (2) empirical testing to optimize con-
text coverage while avoiding both over-selection
(which would create redundant context) and under-
selection (which would miss important changes).
For the cricket team category, where we tracked
nine dynamic attributes (captain, coach, rank, num-

ber of Tests played, Test record, number of ODIs,
ODI record, number of T20Is, and T20I record),
we set the threshold to 3 modified keys. This means
that if a table differs from its predecessor in at least
3 of the tracked attributes, we include it in the time-
line. This threshold effectively captured significant
team developments while filtering out minor up-
dates like grammatical rectification, shuffling keys,
sorting, etc. This approach ensured a balanced rep-
resentation of tables in the final dataset, allowing
for focused analysis while controlling data volume.
In addition, extensive data cleaning was performed
to address noise (due to vandalic edits 3) and re-
move other irrelevant content from the tables.

Query-Answer Generation. To evaluate the
reasoning capabilities of LLMs when presented
with transient information in tables, we created
a question-answering dataset in which answers
cannot be derived from a single table alone. In-
stead, observers must reference at least two tables
from the timeline provided to arrive at a correct
answer. Furthermore, even when a question can be
answered using a single table, the language models
must identify the appropriate table, i.e., retrieval,
within the given set.

Question-answer pairs are generated through a
semi-automated approach utilizing predefined tem-
plates. We manually crafted templates for each
category and employed automated scripts to pop-
ulate the details and enhance the quality of the
questions. Figure 1 illustrates a sample of infobox
data for the Indian Cricket Team between 2017
and 2023, with key details highlighted in colored
boxes. This example raises several questions about
time-varying information such as: ‘Who served
as the coach of the Indian Cricket Team during
Rohit Sharma’s captaincy?’ and ‘What was the
Indian Cricket Team’s winning percentage in Test
matches in 2020?°. From these generic questions,
we created generalized templates that can be used
for all the entities for the cricket team category.
This allowed us to scale the question-answer pair
set. Example templates for cricket team entities are
shown below:

e Name the person(s) who served as the
<coach/test-coach/odi-coach/batting-coach/bowling-
coach/fielding-coach> when <captain/test-captain/odi-
captain/t20i-captain:valuel > was the <captain/test-
captain/odi-captain/t20-captain:keyl>"?

3https: //en.wikipedia.org/wiki/Vandalism_on_
Wikipedia
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* Does the Indian Cricket Team have the best win percent-
age in the <test/odi/t20i> format in <year:valuel> or
<year:value2>?

For each category, 10-15 templates were man-
ually crafted, producing a diverse set of relevant
question-answer pairs for the dataset. Manually de-
fined templates and generated questions were fur-
ther refined using GPT-40’s to correct grammatical
errors and resolve any ambiguities introduced by
the template-based QA generation process. Check
out the examples of QA generation templates for
the cricket category in appendix A.6.

TRANSIENTTABLES  Statistics. The semi-
automated QA generation pipeline produced a
total of 3,971 questions sampled from 14,133
tables, encompassing 1,238 entities of interest.
On average, approximately 11.42 tables were
extracted per entity.

To further analyze the types of temporal ques-
tions, we categorized them as either explicit or im-
plicit. Explicit questions specifically request time
or date-related information, allowing the model
to directly retrieve the relevant tables using the
provided temporal references and reason over the
data to generate an accurate answer. In contrast,
implicit questions lack direct temporal cues. To
address these, the model must first establish tem-
poral grounding by identifying the relevant tables
(a.k.a right evidence) associated with the question.
It then reasons over the extracted tables to arrive
at the correct answer. Our dataset includes 2,985
implicit questions and 986 explicit questions. We
conducted an in-depth dataset analysis, concentrat-
ing on the types of reasoning required to solve the
questions. These reasoning types were classified
into nine distinct categories, as detailed in Table 1.

Reasoning Types | #of QAs
Extract the correct table from table timelines 1,118
Calculate percentage 157
Determine temporal difference 676
Evaluate multiple differences & comparison 350
Count unique values 832
Determine the minimum value in a set 227
Calculate ratio 64
Determine the maximum value in a set 314
Compare and contrast extracted values 233

Table 1: Reasoning Splits. Dataset Split according to differ-
ent reasoning operations required to answer query correctly.

Furthermore, we evaluated the complexity of the
reasoning by examining whether the questions in-
volved analyzing a single key over time or multiple
keys. The latter adds a greater level of complex-
ity to the reasoning process. Specifically, 2,113

questions necessitated reasoning over a single key
to arrive at the correct answer, while 1,858 ques-
tions required reasoning across multiple keys. See
table 21 for a comparison of TRANSIENTTABLES
and other temporal QA datasets.

3 Modelling Techniques

In order to respond to a query posed on a set of
transient tables, a human evaluator must reason
through the following steps:

* Temporal Grounding. Accurately identify
and retrieve/extract the relevant set of tables
necessary to answer the question. This can be
regarded as retrieval over temporal informa-
tion.

* Attribute Selection. Effectively filter the rel-
evant attributes, such as infobox table keys,
from the retrieved tables. This step exempli-
fies information extraction on semi-structured
information.

* Analytical Reasoning. Analyze the informa-
tion (values) within the appropriate keys to
derive the correct answer. This involves sev-
eral reasoning types: numerical reasoning for
interpreting data, temporal reasoning for time-
related concepts, lexical reasoning for word
meanings, domain-specific reasoning for spe-
cialized knowledge, and common-sense rea-
soning for inferences.

These sequence of operations is highly inter-
dependent, leading to compounded errors as we
progress through each step. To test LLM capabili-
ties and find areas where LLM needs improvement,
we define a compressive set of modeling techniques
using instruction sets (prompts) with different gran-
ularity of information (context in terms of a number
of tables given as input), and intermediate task de-
composition, i.e., Temporal Grounding, Attribute
Selection and Analytical Reasoning.

Information Granularity Variations. To eval-
uate whether LLMs can effectively ground their
responses, we vary the granularity of contextual
information provided to the model. We assess their
reliance on pre-trained knowledge (static informa-
tion acquired during training, with no contextual
information) versus their ability to adapt to new
information included in the query. By varying the
granularity of contextual information, we further
evaluate the model’s reasoning ability. To achieve
this, we define two distinct types of instruction sets:
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- Closed Book. In this prompt, the language
model is presented only with the question and
must generate an answer without any additional
context information (without tables). The model
relies entirely on its internal, pre-existing (para-
metric) knowledge to respond, functioning in a
closed-book setting. In this scenario, the LLM
must accurately recall its pre-trained knowledge to
answer the question.

- Open Book. In this prompt, the language model
is provided with various sets of tables as context
to answer the questions, operating in an open-book
setting. Here, the LLM needs to ground its re-
sponses in the provided information and reason ef-
fectively across multiple table timelines to answer
the queries accurately. To assess the capabilities of
the LLM, we further categorize the granularity of
information into two scenarios:

* Single Table. A randomly or latest (most re-
cent in the timeline, i.e., the last entry) se-
lected table from the extracted set is provided
as an input prompt. This approach simpli-
fies the task while limiting historical context.
Here, we evaluate whether LLMs can reason
about temporal information from a static data
sample.

* Full Timeline. The complete timeline, com-
prising all tables extracted for the entity, is
provided as input. . This seeting also test
model ability to filter relevant information
from broader contexts. The model must per-
form all three steps (temporal grounding, at-
tribute selection, and analytical selection) to
arrive at the correct answer.

* Oracle Timeline: Only the most relevant ta-
bles (1-4) are provided, simulating perfect
extraction to isolate reasoning from retrieval
challenges. Here, the model must perform the
last two steps i.e. attribute selection and ana-
lytical reasoing to arrive at the correct answer.

Task Decomposition. Initial experiments using
a straightforward instruction set to explain the
task and various contextual variations revealed
that LLMs struggle with accurate reasoning, re-
sulting in poor performance. To improve LLM
effectiveness, we developed prompts that pragmat-
ically break down the transient reasoning task into
smaller, more manageable components, as previ-
ously outlined (i.e., temporal grounding, attribute

selection, and analytical reasoning). To assess the
effectiveness of different task decomposition strate-
gies, we propose the following variations:

- Without Decomposition: This method em-
ploys a basic prompt that presents the task descrip-
tion alongside relevant in-context information, as
previously outlined and instructs the model to gen-
erate an answer.

- Intermediate Breakdown: This method as-
sesses LLMs in two key areas: (a) their ability
to retrieve relevant tables essential for answering
questions and (b) their proficiency in reasoning
with those tables. This approach includes three
variations:

(a.) Information Retrieval: This two-stage QA
approach comprises two steps: (1) Table Retrieval,
in which the language model extracts relevant ta-
bles from the timeline necessary to answer the ques-
tion, and (2) Answer Generation, where the model
utilizes these extracted tables for reasoning.

(b.) Information Extraction: This approach is
a variant of table retrieval; however, instead of
retrieving relevant tables, the model focuses on
directly extracting specific attributes, such as
infobox keys, from tables relevant to the query.
The main distinction between the two methods lies
in the granularity of the data structure being re-
trieved—tables versus individual extracted keys.

(c.) Information Retrieval-Extraction: This
three-stage method incorporates an additional step
for a more granular approach: (1) Table Retrieval,
in which the language model identifies and re-
trieves the relevant tables needed to answer the
question; (2) Attribute Extraction, where the
model extracts pertinent attributes, such as infobox
table keys, from the extracted tables; and (3) An-
swer Generation, in which the model utilize the
extracted keys to reason and derive the correct an-
swer to the question.

These multi-stage approaches enable a more
comprehensive evaluation of the LLM’s capabil-
ities at each step of the process. The evaluation is
conducted across all variations of the context set-
tings, i.e., without table, single table, full-timeline
and oracle.

How to extract evidence? Our setup includes
8—12 temporally ordered tables per entity, each
forming a timeline of evolving attributes. Retriev-
ing relevant tables and extracting key-attribute pairs
is challenging due to the high semantic similarity
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among tables of the same entity. Capturing subtle
temporal changes adds further complexity. Tra-
ditional methods like BM25 and dense retrievers,
designed for diverse document collections, often
struggle with fine-grained temporal distinctions.
To overcome this, we leverage LLMs with tailored
prompts for more effective retrieval and extraction.

Models Utilized: For our evaluations, we em-
ployed the following models: Llama3-70B
(AI@Meta, 2024), GPT-40, GPT-40-mini, Gemini-
1.5-flash (Reid et al., 2024), Llama3-8B, and
Mixtral-8x7B (Jiang et al., 2024). In the single-
stage setting (without task decomposition), we
applied various prompting techniques, including
Zero-shot, Few-shot, and Few-shot with Chain-of-
Thought. For the multi-stage setting (with task
decomposition prompts), we utilized Zero-shot and
Chain-of-Thought prompting methods. In our im-
plementation, we converted all tabular data into
JSON string format before passing them to the
LLMs. Check out the prompts used in the experi-
ments in appendix A.7.

Evaluation Metrics: We employed several met-
rics to compare the results across different models:
F1 score, Exact Match (EM), Rouge-1 (R1), and
Rouge-L (RL). The F1 score and Exact Match (EM)
are reported in the main paper, while the other met-
rics are detailed in the appendix. These metrics are
widely used for evaluating QA task performance.

4 Results and Analysis

Our experiments answer the following questions:

* Is question answering over transient informa-
tion a challenging task for current LLMs?

* Do closed-source API access models outper-
form open-source models, and to what extent?

* What impact does task decomposition have on
performance improvement?

* Does fine-tuning the model on a subset of the
dataset enhance its performance? If so, to
what degree?

TRANSIENTTABLES is challenging. Tables 2, 3,
and 4 demonstrate that reasoning with temporally
evolving information poses significant challenges.
The GPT-40 model achieves the highest F1-score
and exact match scores of 63 and 58, respectively,
when leveraging all tables as context and Chain of
Thought (COT) prompting. Humans achieve an

F1-score of 93 and an exact match of 88, signifi-
cantly outperforming the best models, with the top-
performing model lagging by 30 F1 points. These
results indicate that current state-of-the-art mod-
els struggle to effectively comprehend temporally
evolving information. See Appendix A.1 for the
complete human evaluation procedure.

Is using larger context better? To answer this
question, we compare model performance on full
tables vs. single and Oracle tables.

1. Full Table vs Single Table. Table 2 shows that
using a random table as a prompt significantly dou-
bles the performance of all models. This suggests
that, although a single table does not provide any
temporally changing information, the models might
be accessing their pre-trained knowledge to answer
questions accurately. Additionally, utilizing all the
tables enhances the performance of all models (al-
most by 30-40% in most cases), suggesting that the
current LLMs can understand temporally evolving
information. Providing a single table—specifically,
the most recent table in the timeline—as context
improves EM results for all models. In the few-shot
setting, all models show improved exact match per-
formance.

2. Full Tables v.s. Oracle Table. Oracle tables
are retained from the dataset creation process and
given to LLM as context for QA. The F1 score dif-
ference between the full timeline and oracle tables
without decomposition is notable, with a gap of
approximately 11.5% (GPT-40) points in the zero-
shot setting. This disparity suggests that LLMs
struggle with temporal grounding, often failing to
effectively extract relevant information from the
timeline. However, the gap is significantly reduced
to (4.0%) by decomposing the tasks of information
extraction and reasoning into multiple stages.

Task Decomposition Helps. When comparing
results where Full Timeline as the context and task
decomposition is used (Tables 2, 3, and 4), we see
that task decomposition further improves perfor-
mance across all models by 10-20%. Task decom-
position prompting enhances the model’s temporal
grounding and improves its capacity to retrieve per-
tinent information for accurately answering ques-
tions. This improvement is consistently observed
across various settings, including zero-shot, few-
shot, and chain-of-thought approaches. We observe
that Information Retrieval-Extraction achieves the
highest F1 and EM scores. However, Information
Extraction, which retrieves the correct table from a
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‘ ‘ GPT-40 ‘ Llama3-70b ‘ Gemini-1.5 ‘GPT—40-mini‘ Llama3-8b ‘ Mixtral
Context | Decomposition | FI EM| Fl EM| Fl EM| FI EM| Fl EM| Fl EM
Without Table | - | 1943 1492 | 119 7.3 ]1374 9.5 1454 1027 | 975 628 | 943 512
Single Table - 319 2842659 22212606 23.16 |30.07 263 |2541 21.27 | 12.38 7
Latest Table - 3522 3142|2659 2221 | 2843 255 (3279 29.16 | 2541 21.27 | 187 14.96
Without Decomposition(WD) 46.12 40.54 | 3534 23.85|36.61 29.51 | 40.59 32.76 | 30.94 2146 | 28.15 203
Full Timeline Information Retrieval(IR) 5193 458 | 41.14 32.89 | 3458 2564 | 445 37.12|19.08 11.83 2575 19
Information Extraction(IE) 5337 4744532 3724708 377 | 4651 393 (3539 28| 2945 22.19
Information Retrieval-Extraction(IRE) | 52.96 47.27 | 45.08 37.12 | 42.92 3398 | 47.83 4118 | 24.48 17.68 | 2577 17.73
Oracle Tables Without Decomposition 56.88 53.56 | 34.66 2478 | 41.99 35.56 | 44.92 39.22 | 3259 24.67 | 2326 17.78
) Information Extraction 553 51.67 | 39.53 35.67 | 39.17 3556 | 45.16 39.92 | 11.61 611 | 2438 2033

Table 2: Zero Shot Results. Results in different in-context variations and different intermediate task decompositions with
zero-shot prompting. The number of tables as input is limited by token length, which limits the Full timeline to 12 tables.

‘ ‘ GPT-40 ‘ Llama3-70b ‘ Gemini-1.5 ‘ GPT-40-mini ‘ Llama3-8b ‘ Mixtral
Context | Decomposition | FI. EM| Fl EM| FI EM| FI EM| FlI EM| Fl EM
Single Table - 3828 34.27 | 27.86 24.13 | 34.05 30.04 | 3531 30.92 | 25.85 22.35 | 20.52 20.48
Latest Table - 3828 39.16 | 27.86 30.37 | 34.05 34.96 | 3531 36.08 | 25.85 28.15 | 23.51 2422
Without Decomposition 5433 4926 | 4226 33.62 | 47.52 403 | 43.73 37.01 | 2822 20.08 | 32.31 33.93
Full Timeline Information Retrieval 51.57 465 | 46.92 392 | 47.79 40 | 4524 387 | 2285 153 |26.19 2736
it Hmelt Information Extraction 53.64 482 | 47.83 394 | 4645 369 | 43.17 344 | 3411 263 | 3215 3347
Information Retrieval-Extraction | 55.89 50.6 | 48.04 40.6 46.4 37.5 | 44.72 36.4 | 20.99 2278 | 24.12 25.64
Oracle Tables Without Decomposition 62.52 5922 | 47.11 42.11 | 4892 43.89 | 49.58 4456 | 35.88 31.33 | 30.06 24.22
Information Extraction 5729 5378 | 448 40.78 | 46.97 42 | 4701 4144 | 1646 11.33 | 2872 23.89

Table 3: Few Shot Results. F1 and Exact Match scores for different in-context variations and intermediate task decompositions
with few-shot prompting. The number of tables as input is limited by token length, which limits the Full timeline to 10 tables.

| | GPT-40 | Llama3-70b | Gemini-1.5 | GPT-4o-mini | Llama3-8b | Mixtral

Context | Decomposition | FI EM| FI EM| FI EM| FlI EM| FI EM| FlI EM
Without Decomposition 5777 51.92 | 519 4454 | 5291 4459 | 49.06 41.79 | 39.54 31.55 | 33.98 36.28

Full Timelin Information Retrieval 5936 548 | 5048 435 | 4461 341 | 4857 413 | 2441 168 | 2744 2865
W Timeime Information Extraction 6204 575 |5546 47.6 | 5374 46.1 | 42.81 3183529 275 | 3217 33.19
Information Retrieval-Exiraction | 65.06 60.11 | 53.94 45.56 | 54.08 43 | 564 4833|2293 1556 | 28.56 30.22

Oracle Tables Without Decomposition 59.29 53.67 | 50.61 4522 | 51.63 46.56 | 49.89 41.89 | 30.72 2378 | 26.16 21.67
Information Extraction 6044 5656 | 48.67 44 | 4823 42.89 | 4438 36 | 1627 1133|1528 11.89

Table 4: COT Results. F1 and Exact Match scores for different in-context variations and intermediate task decompositions with
COT prompting. The number of tables as input is limited by token length, which limits the Full timeline to 7 tables.

Without
Samples used | Fine Tuning 100 1000
Context Decom. |FI  EM FI  EM| FI EM
Without Tables | | 1454 1027 | 17.94 13.02 | 21.95 178
Single Table 3007 263 [3555 3188|4241 39.3
Recent Table 3531 36.08 | 54.18 5420 | 7584 754
WD 40.59 3276 | 48.98 4423 | 67.06 632
Full Timeline IE 4651 393 | 5135 469 | 7395 703
IR 445 3702|5102 468 | 74.64 712
IRE 4783 4118 | 51.06 465 | 738 70.1

Table 5: Zero-Shot Results with Fine Tuned GPT-40-mini.
Results of various in-context and task decomposition settings
with zero-shot prompting using fine-tuned models trained on
100 and 1000 samples.

set of tables, closely follows in performance across
most models, even outperforming others in specific
instances, such as Llama3-8b and Gemini-1.5 Flash
in both Zero-Shot and Chain-of-Thought scenarios.
We observe a similar trend in Table 9 across various
reasoning types (as listed in Table 1), indicating
that task decomposition consistently improves per-
formance across all reasoning categories.

Iterative vs. Single Inference. Furthermore, we
observe task decomposition with multiple infer-
ence requests, i.e., a multi-prompt iterative pipeline
improves model performance. We observe that

sequential LL.M requests for individual tasks out-
perform sending a single request combining all
the tasks. Using GPT-40, we implemented a three-
stage process: information retrieval, extraction, and
reasoning, with outputs from each stage serving as
context for the subsequent task. This approach
improved performance from 50 to 52 on both F1
and EM metrics on the full timeline with Chain
of Throught prompting, suggesting enhanced per-
formance when the model focuses on single tasks
sequentially.

Retrieval Performance on Oracle Tables. To as-
sess the impact of the evidence retrieval approach,
we compare retrieved tables with oracle tables. The
results, presented in Table 20 and Table 18, eval-
uate GPT-40’s performance using precision and
recall metrics, comparing tables extracted from
the Full Timeline against Oracle Tables. The IRE
setting achieves a higher recall (95.25%) than IR
(63.15%) for single-table retrieval while maintain-
ing comparable precision. However, as the number
of tables increases, GPT-40 struggles in both set-
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tings. This decline in performance with increasing
table complexity highlights the need for more ad-
vanced techniques to improve multi-table retrieval.
The performance drop in QA is expected since
fewer tables are retrieved from the larger complete
timeline as K decreases, making the QA task more
challenging.

Reasoning Category-Wise Analysis. Table 6
presents the performance of different reasoning
category splits (Table 1) when using Oracle Ta-
bles as context versus the Full Timeline for the
information-extraction task decomposition. The
results indicate that, on average, the Oracle con-
text outperforms the Full Timeline. However,
for specific reasoning categories such as Differ-
ence, Counting, and Compare, the full-timeline can
achieve slightly better performance. See Tables 8
in Appendix A for reasoning category-wise results
on full vs. Oracle table without decomposition.

Context ‘ Full Timeline ‘ Oracle Tables
| F. EM | FI EM
Time Information
Implicit 59.78 55 62.99 56.89
Explicit 62.71 5522 | 65.36 56.38
Reasoning Types
Extraction 67.87 62.62 | 7251 664
Percentage 65.15 56.15 | 67.15 66.4
Difference 52.66 46.37 | 50.27 39.94
Difference & Compare | 59.63 56.51 | 57.4  52.58
Counting 5443 54.29 | 52.86 47.96
Minimum 70.22  67.77 | 75.22 72.72
Ratio 562 562 | 753 753
Maximum 574 56.27 | 58.37 55.93
Compare 69.26 64.32 | 64.58 61.52
# of keys involved across timeline
Multiple Keys 59.85 53.36 | 62.31 54.76
Single Key 64.96 61.06 | 66.84 62.06

Table 6: Reasoning Category-wise Results with Informa-
tion Extraction task decomposition. Results of Full Time-
line vs. Oracle Tables context setting with COT prompting on
GPT-40 and Information Extraction task decomposition.

COT > Few Shot > Zero Shot. Chain-of-thought
(COT) prompting consistently demonstrated supe-
rior results compared to other modeling scenarios
in both few-shot and zero-shot settings. Notably,
the performance achieved with COT using task de-
composition surpasses that of task decomposition
in zero-shot and few-shot models.

Open source v.s. Closed source. GPT-40 consis-
tently outperformed other models on our dataset,
demonstrating its robust reasoning capabilities.
Gemini-1.5-flash and Llama3-70B models showed
comparable performance across most settings (53
vs 47 vs 45 F1 score for Zero-Shot Information

Retrieval). Although closed-source models (acces-
sible via API) are updated frequently and typically
exhibit significant performance advantages over
open-source models, the minimal differences ob-
served in this dataset suggest that the task presented
by the proposed dataset has not been adequately
addressed by existing datasets in the literature. Mix-
tral and Llama-8b exhibit the weakest performance
among the models tested, likely due to their smaller
size. This limited capacity may have affected their
ability to handle complex prompts effectively. See
Tables 13, 14, and 15 in Appendix A for R-1, R-L
scores across all the settings.

Finetuning enhances LLMs Performance. We
fine-tuned GPT-40-mini using 100 and 1,000 sam-
ples from the dataset, i.e., a small subset of data,
reserving the remaining samples for the evaluation.
Our results (Tables 5, 11, and 12) demonstrate a sig-
nificant performance improvement, with all models
achieving F1 scores exceeding 70.0. Furthermore,
we found that fine-tuned models across various
task decompositions performed equally well, sug-
gesting that once the model has been fine-tuned,
prompt-based granular task decomposition may not
be necessary, as the model has already acquired the
capability to address the queries effectively. Mod-
els finetuned on 1000 samples performed better
than 100 samples, indicating that to effectively
solve the problem of temporal reasoning, LLMs
require a large amount of data. For more results
of fine-tuned GPT-40-mini checkout Tables 10, 11,
12,, 16, and 17 in Appendix A.

Temporal-Specific Models. We evaluated recent
temporal reasoning models against general-purpose
language models, employing Chain of Thought
(CoT) prompting with oracle tables and Key Extrac-
tion for task decomposition (see Table 7). Our find-
ings reveal that temporal-specific models (Timo-7B
(Su et al., 2024), Timellama-7B-Chat (Yuan et al.,
2024)) achieve notable improvements over com-
parable baseline models, demonstrating the effec-
tiveness of temporal-focused post-training. How-
ever, they still trail larger general-purpose models,
highlighting the dominance of scale over temporal
specialization and the need for future research in
integrating both advantages.

5 Related Works

Tabular Reasoning. Various NLP tasks on semi-
structured tabular data have emerged as challeng-
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Model F1 EM
Larger General-Purpose Models
GPT-40 60.44 56.56
GPT-40-Mini 4438 36.00
Llama3-70B 48.67 44.00
Gemini-1.5-Flash 48.23 42.89

Temporal-Specific Models

Timo-7B 26.16 23.02
Timellama-7B-Chat | 25.99 21.78

Smaller Baseline Models

Llama3-8B 16.27
Mixtral 8x7B 15.28

11.33
11.89

Table 7: Temporal Specific Models. Performance com-
parison of models trained with temporal-focused post-
tuning with comparable size models and other models.

ing due to the nature of the data (Gupta et al.,
2020). Some of these include fact verification
(Chen et al., 2019; Zhang and Balog, 2019; Gupta
et al., 2020), question answering, semantic pars-
ing (Abbas et al., 2016; Sun et al., 2016; Chen
et al., 2020b; Lin et al., 2020; Zayats et al., 2021;
Oguz et al., 2022; Chen et al., 2021a; Iyyer et al.,
2017; Krishnamurthy et al., 2017; Zhang et al.,
2020b; Pasupat and Liang, 2015; Zhang and Balog,
2020), information synchronization (Khincha et al.,
2023) and table-to-text generation (Parikh et al.,
2020; Li et al., 2021; Nan et al., 2021; Yoran et al.,
2022; Chen et al., 2020a). A range of datasets and
models have been developed to understand semi-
structured information such as Table2vec (Zhang
etal., 2019), TAPAS (Herzig et al., 2020), TaBERT
(Yin et al., 2020), TabStruc (Zhang et al., 2020a),
TABBIE (Iida et al., 2021), TabGCN (Praman-
ick and Bhattacharya, 2021), RCI (Glass et al.,
2021) and model fine-tuning techniques such as Yu
et al., 2018; Eisenschlos et al., 2020; Neeraja et al.,
2021b; Shankarampeta et al., 2022. Works such as
Akhtar et al., 2023; Srivastava et al., 2024 studied
the numerical reasoning capabilities of LLMs on
tabular data, and Gupta et al., 2022a,b explore right
evidence extraction for reasoning.

Temporal Reasoning: Temporal question
answering datasets such as TORQUE (Ning
et al., 2020), TIMESENSITIVEQA (Chen et al.,
2021b) focus on entity-specific reading compre-
hension with time-sensitive questions created from
Wikipedia paragraphs, SYGMA (Neelam et al.,
2022), CRONQUESTIONS (Saxena et al., 2021),
and TEMPQUESTIONS (Jia et al., 2018) explore
question answering on temporal links in knowledge
graph embeddings. Other temporal datasets such

as SituatedQA(Zhang and Choi, 2021) explores
open-domain question answering, TEMPLAMA
(Dhingra et al., 2022) studies close-form questions.
Moreover, work such as TempTabQA (Gupta et al.,
2023b), TIQ (Jia et al., 2024b), TRAM (Wang and
Zhao, 2024), BIG-bench (bench authors, 2023) ex-
plores temporal reasoning on structured and semi-
structured data.

In contrast to previous studies such as Gupta
et al., 2023b and Deng et al., 2024, which primar-
ily focus on single tables for a given entity, and
those such as Jia et al., 2024a and Jia et al., 2024b
that explore temporal question answering with im-
plicit time constraints derived from diverse sources
such as knowledge bases, text, and infoboxes, our
research uniquely investigates the temporal reason-
ing capabilities of LLMs. Specifically, we exam-
ine how LLMs handle multiple tables related to
a single entity over time, incorporating the evolv-
ing information within those tables. This involves
extracting relevant evidence, comprehending the
changing temporal context, and employing tempo-
ral reasoning skills to answer the questions posed.

6 Conclusion and Future Work

In conclusion, our study reveals key limitations in
NLP systems’ ability to reason about transient in-
formation in semi-structured data. We introduce
a novel task of question answering on temporally
evolving tables, along with a new TRANSIENT-
TABLES dataset containing 3,971 question-answer
pairs from over 14k tables and 1,238 entities across
various time periods. Evaluating state-of-the-art
models on this dataset highlights shortcomings in
evidence extraction and reasoning, underscoring
the need for improved temporal reasoning in NLP
models and guiding future research. Future Direc-
tion. (a) Diverse Structures: We plan to expand
dynamic temporal QA beyond traditional tables
to include hybrid formats with text, images, and
graphs, as well as hierarchical structures captur-
ing nested temporal data. This will better reflect
real-world scenarios and improve model applica-
bility. (b) Neuro-symbolic Learning: We aim to
develop more robust, interpretable models by inte-
grating neural networks with symbolic reasoning,
enhancing accuracy and explainability in handling
complex temporal queries.
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Limitations

This study’s scope was confined to Wikipedia In-
foboxes, limiting our findings’ generalizability. Fu-
ture research should encompass diverse table for-
mats to provide a more comprehensive understand-
ing. Resource constraints restricted our fine-tuning
process to a modest dataset of 1,000 samples. To
gain a more nuanced understanding of the bene-
fits of data-driven fine-tuning, it is crucial to ex-
amine the effects of this process on larger, more
diverse datasets. It’s important to note that the
LLMs employed in this study were pre-trained on
Wikipedia data, potentially introducing bias due
to prior knowledge of the entities in our dataset.
These limitations underscore the need for future
work to address these constraints, enabling a more
thorough evaluation of our proposed approach.

A key limitation of our current evaluation is that
we did not systematically assess the models’ re-
liance on pre-trained knowledge by testing perfor-
mance on data generated after their respective train-
ing cutoff dates. Such an analysis would require
careful curation of a temporally stratified test set,
identifying questions that reference post-cutoff in-
formation, and comparing performance across tem-
poral splits. This type of evaluation could provide
valuable insights into how models adapt to new in-
formation versus relying on pre-trained knowledge.
While important, this analysis presents significant
methodological challenges, including controlling
for different cutoff dates across models and en-
suring fair comparison conditions. We leave this
systematic temporal evaluation as an important di-
rection for future work.

Currently, our experiments are conducted in a
closed-world setting, where entity-specific tables
are directly associated with the query. This con-
trasts with an open-world retrieval setting, where
relevant tables must be retrieved from a large cor-
pus (e.g., Wikipedia) containing distractors. While
closed-world evaluation simplifies table access,
open-domain retrieval introduces more realistic
challenges and remains an important direction for
future work. Furthermore, our experiments were
conducted solely using English-language data, al-
lowing for expansion into multilingual contexts to
assess the approach’s efficacy across various lan-
guages. Subsequent studies should aim to over-
come these boundaries, thereby enhancing the ro-
bustness and applicability of our findings across
different domains and linguistic contexts.

Ethics Statement

Our study examines how different language models
(LMs) perform temporal reasoning with temporally
evolving tabular data. We acknowledge that real-
world applications of these systems require further
testing specific to each use case. We uphold high
ethical standards in our research and publication
process. We provide complete details on datasets
and evaluation methodologies to ensure our work
can be reproduced. To support future work, we will
share all scripts and resources used for creating
the dataset and evaluating models. This promotes
continued research in the field. We are dedicated to
using computational linguistics methods responsi-
bly and fairly. Our paper’s claims accurately reflect
our experimental results. We used Al tools to as-
sist us with writing, but we carefully checked and
removed any errors or biases.

Acknowledgements

Research was sponsored by the Army Research
Office and was accomplished under Grant Number
WOI11NF-20-1-0080. The views and conclusions
contained in this document are those of the au-
thors and should not be interpreted as representing
the official policies, either expressed or implied,
of the Army Research Office or the U.S. Gov-
ernment. The U.S. Government is authorized to
reproduce and distribute reprints for Government
purposes notwithstanding any copyright notation
herein. This work was partially funded by ONR
Contract N00014-23-1-2364. We extend our grat-
itude to the annotators who verified our data and
corresponding question answer pairs. We extend
our sincere appreciation to Jennifer Sheffield from
the University of Pennsylvania for her administra-
tive support. Lastly, we extend our appreciation to
the reviewing team for their insightful comments.

References

Faheem Abbas, Muhammad Kamran Malik, Muham-
mad Umair Rashid, and Rizwan Zafar. 2016. Wik-
iga — a question answering system on wikipedia
using freebase, dbpedia and infobox. In 2016 Sixth
International Conference on Innovative Computing
Technology (INTECH), pages 185-193.

Josh Achiam, Steven Adler, Sandhini Agarwal, Lama
Ahmad, Ilge Akkaya, Florencia Leoni Aleman,
Diogo Almeida, Janko Altenschmidt, Sam Altman,
Shyamal Anadkat, et al. 2023. Gpt-4 technical report.
arXiv preprint arXiv:2303.08774.

6535


https://doi.org/10.1109/INTECH.2016.7845035
https://doi.org/10.1109/INTECH.2016.7845035
https://doi.org/10.1109/INTECH.2016.7845035

Al@Meta. 2024. Llama 3 model card.

Mubashara Akhtar, Abhilash Shankarampeta, Vivek
Gupta, Arpit Patil, Oana Cocarascu, and Elena Sim-
perl. 2023. Exploring the numerical reasoning capa-
bilities of language models: A comprehensive anal-
ysis on tabular data. In Findings of the Association
for Computational Linguistics: EMNLP 2023, pages
15391-15405, Singapore. Association for Computa-
tional Linguistics.

BIG bench authors. 2023. Beyond the imitation game:
Quantifying and extrapolating the capabilities of lan-
guage models. Transactions on Machine Learning
Research.

Wenhu Chen, Ming-Wei Chang, Eva Schlinger,
William Yang Wang, and William W. Cohen. 2021a.
Open question answering over tables and text. In In-
ternational Conference on Learning Representations.

Wenhu Chen, Jianshu Chen, Yu Su, Zhiyu Chen, and
William Yang Wang. 2020a. Logical natural lan-
guage generation from open-domain tables. In Pro-
ceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 7929—
7942, Online. Association for Computational Lin-
guistics.

Wenhu Chen, Hongmin Wang, Jianshu Chen, Yunkai
Zhang, Hong Wang, SHIYANG LI, Xiyou Zhou,
and William Yang Wang. 2019. Tabfact: A large-
scale dataset for table-based fact verification. ArXiv,
abs/1909.02164.

Wenhu Chen, Xinyi Wang, and William Yang Wang.
2021b. A dataset for answering time-sensitive ques-
tions. In Thirty-fifth Conference on Neural Informa-
tion Processing Systems Datasets and Benchmarks
Track (Round 2).

Wenhu Chen, Hanwen Zha, Zhiyu Chen, Wenhan Xiong,
Hong Wang, and William Yang Wang. 2020b. Hy-
bridQA: A dataset of multi-hop question answering
over tabular and textual data. In Findings of the Asso-
ciation for Computational Linguistics: EMNLP 2020,
pages 1026—1036, Online. Association for Computa-
tional Linguistics.

Irwin Deng, Kushagra Dixit, Vivek Gupta, and Dan
Roth. 2024. Enhancing temporal understanding
in llms for semi-structured tables. arXiv preprint
arXiv:2407.16030.

Bhuwan Dhingra, Jeremy R. Cole, Julian Martin
Eisenschlos, Daniel Gillick, Jacob Eisenstein, and
William W. Cohen. 2022. Time-aware language mod-
els as temporal knowledge bases. Transactions of the
Association for Computational Linguistics, 10:257—
273.

Qingxiu Dong, Lei Li, Damai Dai, Ce Zheng, Zhiy-
ong Wu, Baobao Chang, Xu Sun, Jingjing Xu, and
Zhifang Sui. 2022. A survey on in-context learning.
arXiv preprint arXiv:2301.00234.

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey,
Abhishek Kadian, Ahmad Al-Dahle, Aiesha Letman,
Akhil Mathur, Alan Schelten, Amy Yang, Angela
Fan, et al. 2024. The llama 3 herd of models. arXiv
preprint arXiv:2407.21783.

Julian Eisenschlos, Syrine Krichene, and Thomas
Miiller. 2020. Understanding tables with interme-
diate pre-training. In Findings of the Association
for Computational Linguistics: EMNLP 2020, pages
281-296, Online. Association for Computational Lin-
guistics.

Michael Glass, Mustafa Canim, Alfio Gliozzo, Sa-
neem Chemmengath, Vishwajeet Kumar, Rishav
Chakravarti, Avi Sil, Feifei Pan, Samarth Bharadwayj,
and Nicolas Rodolfo Fauceglia. 2021. Capturing row
and column semantics in transformer based question
answering over tables. In Proceedings of the 2021
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies, pages 1212-1224, Online.
Association for Computational Linguistics.

Vatsal Gupta, Pranshu Pandya, Tushar Kataria, Vivek
Gupta, and Dan Roth. 2023a. Multi-set inocula-
tion: Assessing model robustness across multiple
challenge sets. arXiv preprint arXiv:2311.08662.

Vivek Gupta, Riyaz A. Bhat, Atreya Ghosal, Manish
Shrivastava, Maneesh Singh, and Vivek Srikumar.
2022a. Is my model using the right evidence? sys-
tematic probes for examining evidence-based tabular
reasoning. Transactions of the Association for Com-
putational Linguistics, 10:659—679.

Vivek Gupta, Pranshu Kandoi, Mahek Vora, Shuo
Zhang, Yujie He, Ridho Reinanda, and Vivek Sriku-
mar. 2023b. TempTabQA: Temporal question an-
swering for semi-structured tables. In Proceedings of
the 2023 Conference on Empirical Methods in Natu-
ral Language Processing, pages 2431-2453, Singa-
pore. Association for Computational Linguistics.

Vivek Gupta, Maitrey Mehta, Pegah Nokhiz, and Vivek
Srikumar. 2020. INFOTABS: Inference on tables
as semi-structured data. In Proceedings of the 58th
Annual Meeting of the Association for Computational
Linguistics, pages 2309—2324, Online. Association
for Computational Linguistics.

Vivek Gupta, Shuo Zhang, Alakananda Vempala, Yu-
jie He, Temma Choji, and Vivek Srikumar. 2022b.
Right for the right reason: Evidence extraction for
trustworthy tabular reasoning. In Proceedings of the
60th Annual Meeting of the Association for Compu-
tational Linguistics (Volume 1: Long Papers), pages
3268-3283, Dublin, Ireland. Association for Compu-
tational Linguistics.

Jonathan Herzig, Pawel Krzysztof Nowak, Thomas
Miiller, Francesco Piccinno, and Julian Eisenschlos.
2020. TaPas: Weakly supervised table parsing via
pre-training. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics,

6536


https://github.com/meta-llama/llama3/blob/main/MODEL_CARD.md
https://doi.org/10.18653/v1/2023.findings-emnlp.1028
https://doi.org/10.18653/v1/2023.findings-emnlp.1028
https://doi.org/10.18653/v1/2023.findings-emnlp.1028
https://openreview.net/forum?id=uyTL5Bvosj
https://openreview.net/forum?id=uyTL5Bvosj
https://openreview.net/forum?id=uyTL5Bvosj
https://openreview.net/forum?id=MmCRswl1UYl
https://doi.org/10.18653/v1/2020.acl-main.708
https://doi.org/10.18653/v1/2020.acl-main.708
https://api.semanticscholar.org/CorpusID:198917339
https://api.semanticscholar.org/CorpusID:198917339
https://openreview.net/forum?id=9-LSfSU74n-
https://openreview.net/forum?id=9-LSfSU74n-
https://doi.org/10.18653/v1/2020.findings-emnlp.91
https://doi.org/10.18653/v1/2020.findings-emnlp.91
https://doi.org/10.18653/v1/2020.findings-emnlp.91
https://doi.org/10.1162/tacl_a_00459
https://doi.org/10.1162/tacl_a_00459
https://doi.org/10.18653/v1/2020.findings-emnlp.27
https://doi.org/10.18653/v1/2020.findings-emnlp.27
https://doi.org/10.18653/v1/2021.naacl-main.96
https://doi.org/10.18653/v1/2021.naacl-main.96
https://doi.org/10.18653/v1/2021.naacl-main.96
https://doi.org/10.1162/tacl_a_00482
https://doi.org/10.1162/tacl_a_00482
https://doi.org/10.1162/tacl_a_00482
https://doi.org/10.18653/v1/2023.emnlp-main.149
https://doi.org/10.18653/v1/2023.emnlp-main.149
https://www.aclweb.org/anthology/2020.acl-main.210
https://www.aclweb.org/anthology/2020.acl-main.210
https://doi.org/10.18653/v1/2022.acl-long.231
https://doi.org/10.18653/v1/2022.acl-long.231
https://doi.org/10.18653/v1/2020.acl-main.398
https://doi.org/10.18653/v1/2020.acl-main.398

pages 43204333, Online. Association for Computa-
tional Linguistics.

Hiroshi lida, Dung Thai, Varun Manjunatha, and Mohit
Iyyer. 2021. TABBIE: Pretrained representations of
tabular data. In Proceedings of the 2021 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, pages 3446-3456, Online. Association
for Computational Linguistics.

Mohit Iyyer, Wen-tau Yih, and Ming-Wei Chang. 2017.
Search-based neural structured learning for sequen-
tial question answering. In Proceedings of the 55th
Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 1821—
1831, Vancouver, Canada. Association for Computa-
tional Linguistics.

Zhen Jia, Abdalghani Abujabal, Rishiraj Saha Roy, Jan-
nik Strotgen, and Gerhard Weikum. 2018. Tempques-
tions: A benchmark for temporal question answering.
In Companion Proceedings of the The Web Confer-
ence 2018, WWW 18, page 1057-1062, Republic
and Canton of Geneva, CHE. International World
Wide Web Conferences Steering Committee.

Zhen Jia, Philipp Christmann, and Gerhard Weikum.
2024a. Faithful temporal question answering over
heterogeneous sources. In Proceedings of the ACM
Web Conference 2024, WWW ’24, page 2052-2063,
New York, NY, USA. Association for Computing
Machinery.

Zhen Jia, Philipp Christmann, and Gerhard Weikum.
2024b. Tiq: A benchmark for temporal question an-
swering with implicit time constraints. In Compan-
ion Proceedings of the ACM Web Conference 2024,
WWW °24, page 1394—-1399, New York, NY, USA.
Association for Computing Machinery.

Albert Q Jiang, Alexandre Sablayrolles, Antoine
Roux, Arthur Mensch, Blanche Savary, Chris Bam-
ford, Devendra Singh Chaplot, Diego de las Casas,
Emma Bou Hanna, Florian Bressand, et al. 2024.
Mixtral of experts. arXiv preprint arXiv:2401.04088.

Siddharth Khincha, Chelsi Jain, Vivek Gupta, Tushar
Kataria, and Shuo Zhang. 2023. InfoSync: Infor-
mation synchronization across multilingual semi-
structured tables. In Findings of the Association
for Computational Linguistics: ACL 2023, pages
2536-2559, Toronto, Canada. Association for Com-
putational Linguistics.

Tushar Khot, Harsh Trivedi, Matthew Finlayson, Yao
Fu, Kyle Richardson, Peter Clark, and Ashish Sab-
harwal. 2022. Decomposed prompting: A modular
approach for solving complex tasks. arXiv preprint
arXiv:2210.02406.

Jayant Krishnamurthy, Pradeep Dasigi, and Matt Gard-
ner. 2017. Neural semantic parsing with type con-
straints for semi-structured tables. In Proceedings of

the 2017 Conference on Empirical Methods in Natu-
ral Language Processing, pages 15161526, Copen-
hagen, Denmark. Association for Computational Lin-
guistics.

Tongliang Li, Lei Fang, Jian-Guang Lou, and Zhoujun
Li. 2021. TWT: Table with written text for controlled
data-to-text generation. In Findings of the Associa-
tion for Computational Linguistics: EMNLP 2021,
pages 1244—1254, Punta Cana, Dominican Republic.
Association for Computational Linguistics.

Xi Victoria Lin, Richard Socher, and Caiming Xiong.
2020. Bridging textual and tabular data for cross-
domain text-to-SQL semantic parsing. In Findings
of the Association for Computational Linguistics:
EMNLP 2020, pages 4870—4888, Online. Association
for Computational Linguistics.

Feipeng Ma, Yizhou Zhou, Yueyi Zhang, Siying Wu,
Zheyu Zhang, Zilong He, Fengyun Rao, and Xiaoyan
Sun. 2024. Task navigator: Decomposing complex
tasks for multimodal large language models. In Pro-
ceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pages 2248-2257.

Linyong Nan, Dragomir Radev, Rui Zhang, Amrit
Rau, Abhinand Sivaprasad, Chiachun Hsieh, Xi-
angru Tang, Aadit Vyas, Neha Verma, Pranav Kr-
ishna, Yangxiaokang Liu, Nadia Irwanto, Jessica
Pan, Faiaz Rahman, Ahmad Zaidi, Mutethia Mutuma,
Yasin Tarabar, Ankit Gupta, Tao Yu, Yi Chern Tan,
Xi Victoria Lin, Caiming Xiong, Richard Socher,
and Nazneen Fatema Rajani. 2021. DART: Open-
domain structured data record to text generation. In
Proceedings of the 2021 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 432-447, Online. Association for Computa-
tional Linguistics.

Sumit Neelam, Udit Sharma, Hima Karanam, Shajith
Ikbal, Pavan Kapanipathi, Ibrahim Abdelaziz, Nan-
dana Mihindukulasooriya, Young-Suk Lee, Santosh
Srivastava, Cezar Pendus, Saswati Dana, Dinesh
Garg, Achille Fokoue, G P Shrivatsa Bhargav, Dinesh
Khandelwal, Srinivas Ravishankar, Sairam Gurajada,
Maria Chang, Rosario Uceda-Sosa, Salim Roukos,
Alexander Gray, Guilherme Lima, Ryan Riegel, Fran-
cois Luus, and L V Subramaniam. 2022. SYGMA:
A system for generalizable and modular question an-
swering over knowledge bases. In Findings of the
Association for Computational Linguistics: EMNLP
2022, pages 38663879, Abu Dhabi, United Arab
Emirates. Association for Computational Linguistics.

J. Neeraja, Vivek Gupta, and Vivek Srikumar. 2021a.
Incorporating external knowledge to enhance tabular
reasoning. In Proceedings of the 2021 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, pages 2799-2809, Online. Association
for Computational Linguistics.

J. Neeraja, Vivek Gupta, and Vivek Srikumar. 2021b.
Incorporating external knowledge to enhance tabular

6537


https://doi.org/10.18653/v1/2021.naacl-main.270
https://doi.org/10.18653/v1/2021.naacl-main.270
https://doi.org/10.18653/v1/P17-1167
https://doi.org/10.18653/v1/P17-1167
https://doi.org/10.1145/3184558.3191536
https://doi.org/10.1145/3184558.3191536
https://doi.org/10.1145/3589334.3645547
https://doi.org/10.1145/3589334.3645547
https://doi.org/10.1145/3589335.3651895
https://doi.org/10.1145/3589335.3651895
https://doi.org/10.18653/v1/2023.findings-acl.159
https://doi.org/10.18653/v1/2023.findings-acl.159
https://doi.org/10.18653/v1/2023.findings-acl.159
https://doi.org/10.18653/v1/D17-1160
https://doi.org/10.18653/v1/D17-1160
https://doi.org/10.18653/v1/2021.findings-emnlp.107
https://doi.org/10.18653/v1/2021.findings-emnlp.107
https://doi.org/10.18653/v1/2020.findings-emnlp.438
https://doi.org/10.18653/v1/2020.findings-emnlp.438
https://doi.org/10.18653/v1/2021.naacl-main.37
https://doi.org/10.18653/v1/2021.naacl-main.37
https://doi.org/10.18653/v1/2022.findings-emnlp.284
https://doi.org/10.18653/v1/2022.findings-emnlp.284
https://doi.org/10.18653/v1/2022.findings-emnlp.284
https://doi.org/10.18653/v1/2021.naacl-main.224
https://doi.org/10.18653/v1/2021.naacl-main.224
https://doi.org/10.18653/v1/2021.naacl-main.224

reasoning. In Proceedings of the 2021 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, pages 2799-2809, Online. Association
for Computational Linguistics.

Qiang Ning, Hao Wu, Rujun Han, Nanyun Peng, Matt
Gardner, and Dan Roth. 2020. TORQUE: A reading
comprehension dataset of temporal ordering ques-
tions. In Proceedings of the 2020 Conference on
Empirical Methods in Natural Language Processing
(EMNLP), pages 1158-1172, Online. Association for
Computational Linguistics.

Barlas Oguz, Xilun Chen, Vladimir Karpukhin, Stan
Peshterliev, Dmytro Okhonko, Michael Schlichtkrull,
Sonal Gupta, Yashar Mehdad, and Scott Yih. 2022.
UniK-QA: Unified representations of structured and
unstructured knowledge for open-domain question
answering. In Findings of the Association for Compu-
tational Linguistics: NAACL 2022, pages 1535-1546,
Seattle, United States. Association for Computational
Linguistics.

Ankur Parikh, Xuezhi Wang, Sebastian Gehrmann, Man-
aal Faruqui, Bhuwan Dhingra, Diyi Yang, and Dipan-
jan Das. 2020. ToTTo: A controlled table-to-text
generation dataset. In Proceedings of the 2020 Con-
ference on Empirical Methods in Natural Language
Processing (EMNLP), pages 1173—-1186, Online. As-
sociation for Computational Linguistics.

Panupong Pasupat and Percy Liang. 2015. Composi-
tional semantic parsing on semi-structured tables. In
Proceedings of the 53rd Annual Meeting of the As-
sociation for Computational Linguistics and the 7th
International Joint Conference on Natural Language
Processing (Volume 1: Long Papers), pages 1470—
1480, Beijing, China. Association for Computational
Linguistics.

Aniket Pramanick and Indrajit Bhattacharya. 2021.
Joint learning of representations for web-tables, en-
tities and types using graph convolutional network.
In Proceedings of the 16th Conference of the Euro-
pean Chapter of the Association for Computational
Linguistics: Main Volume, pages 11971206, Online.
Association for Computational Linguistics.

Machel Reid, Nikolay Savinov, Denis Teplyashin,
Dmitry Lepikhin, Timothy Lillicrap, Jean-baptiste
Alayrac, Radu Soricut, Angeliki Lazaridou, Orhan Fi-
rat, Julian Schrittwieser, et al. 2024. Gemini 1.5: Un-
locking multimodal understanding across millions of
tokens of context. arXiv preprint arXiv:2403.05530.

Apoorv Saxena, Soumen Chakrabarti, and Partha Taluk-
dar. 2021. Question answering over temporal knowl-
edge graphs. In Proceedings of the 59th Annual
Meeting of the Association for Computational Lin-
guistics and the 11th International Joint Conference
on Natural Language Processing (Volume 1: Long
Papers), pages 6663—-6676, Online. Association for
Computational Linguistics.

Abhilash Shankarampeta, Vivek Gupta, and Shuo
Zhang. 2022. Enhancing tabular reasoning with pat-
tern exploiting training. In Proceedings of the 2nd
Conference of the Asia-Pacific Chapter of the Asso-
ciation for Computational Linguistics and the 12th
International Joint Conference on Natural Language
Processing (Volume 1: Long Papers), pages 706-726,
Online only. Association for Computational Linguis-
tics.

Pragya Srivastava, Manuj Malik, Vivek Gupta, Tanuja
Ganu, and Dan Roth. 2024. Evaluating LLMs’ math-
ematical reasoning in financial document question
answering. In Findings of the Association for Com-
putational Linguistics ACL 2024, pages 3853-3878,
Bangkok, Thailand and virtual meeting. Association
for Computational Linguistics.

Zhaochen Su, Jun Zhang, Tong Zhu, Xiaoye Qu, Juntao
Li, Min zhang, and Yu Cheng. 2024. Timo: Towards
better temporal reasoning for language models. In
First Conference on Language Modeling.

Huan Sun, Hao Ma, Xiaodong He, Wen-tau Yih, Yu Su,
and Xifeng Yan. 2016. Table cell search for question
answering. In Proceedings of the 25th International
Conference on World Wide Web, WWW ’16, page
771-782, Republic and Canton of Geneva, CHE. In-
ternational World Wide Web Conferences Steering
Committee.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier
Martinet, Marie-Anne Lachaux, Timothée Lacroix,
Baptiste Roziere, Naman Goyal, Eric Hambro,
Faisal Azhar, et al. 2023. Llama: Open and effi-
cient foundation language models. arXiv preprint
arXiv:2302.13971.

Liyuan Wang, Jingyi Xie, Xingxing Zhang, Mingyi
Huang, Hang Su, and Jun Zhu. 2024. Hierarchical
decomposition of prompt-based continual learning:
Rethinking obscured sub-optimality. Advances in
Neural Information Processing Systems, 36.

Yuqging Wang and Yun Zhao. 2024. TRAM: Benchmark-
ing temporal reasoning for large language models.

Pengcheng Yin, Graham Neubig, Wen-tau Yih, and Se-
bastian Riedel. 2020. TaBERT: Pretraining for joint
understanding of textual and tabular data. In Proceed-
ings of the 58th Annual Meeting of the Association
for Computational Linguistics, pages 8413-8426, On-
line. Association for Computational Linguistics.

Ori Yoran, Alon Talmor, and Jonathan Berant. 2022.
Turning tables: Generating examples from semi-
structured tables for endowing language models with
reasoning skills. In Proceedings of the 60th Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pages 6016—6031,
Dublin, Ireland. Association for Computational Lin-
guistics.

Tao Yu, Rui Zhang, Kai Yang, Michihiro Yasunaga,
Dongxu Wang, Zifan Li, James Ma, Irene Li, Qingn-
ing Yao, Shanelle Roman, Zilin Zhang, and Dragomir

6538


https://doi.org/10.18653/v1/2021.naacl-main.224
https://doi.org/10.18653/v1/2020.emnlp-main.88
https://doi.org/10.18653/v1/2020.emnlp-main.88
https://doi.org/10.18653/v1/2020.emnlp-main.88
https://doi.org/10.18653/v1/2022.findings-naacl.115
https://doi.org/10.18653/v1/2022.findings-naacl.115
https://doi.org/10.18653/v1/2022.findings-naacl.115
https://doi.org/10.18653/v1/2020.emnlp-main.89
https://doi.org/10.18653/v1/2020.emnlp-main.89
https://doi.org/10.3115/v1/P15-1142
https://doi.org/10.3115/v1/P15-1142
https://doi.org/10.18653/v1/2021.eacl-main.102
https://doi.org/10.18653/v1/2021.eacl-main.102
https://doi.org/10.18653/v1/2021.acl-long.520
https://doi.org/10.18653/v1/2021.acl-long.520
https://aclanthology.org/2022.aacl-main.54
https://aclanthology.org/2022.aacl-main.54
https://doi.org/10.18653/v1/2024.findings-acl.231
https://doi.org/10.18653/v1/2024.findings-acl.231
https://doi.org/10.18653/v1/2024.findings-acl.231
https://openreview.net/forum?id=3TzGD95Jw1
https://openreview.net/forum?id=3TzGD95Jw1
https://doi.org/10.1145/2872427.2883080
https://doi.org/10.1145/2872427.2883080
https://openreview.net/forum?id=EJvFFedM2I
https://openreview.net/forum?id=EJvFFedM2I
https://doi.org/10.18653/v1/2020.acl-main.745
https://doi.org/10.18653/v1/2020.acl-main.745
https://doi.org/10.18653/v1/2022.acl-long.416
https://doi.org/10.18653/v1/2022.acl-long.416
https://doi.org/10.18653/v1/2022.acl-long.416

Radev. 2018. Spider: A large-scale human-labeled
dataset for complex and cross-domain semantic pars-
ing and text-to-SQL task. In Proceedings of the 2018
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 3911-3921, Brussels, Bel-
gium. Association for Computational Linguistics.

Chenhan Yuan, Qianqgian Xie, Jimin Huang, and Sophia
Ananiadou. 2024. Back to the future: Towards ex-
plainable temporal reasoning with large language
models. In Proceedings of the ACM Web Conference
2024, WWW °24, page 1963-1974, New York, NY,
USA. Association for Computing Machinery.

Vicky Zayats, Kristina Toutanova, and Mari Ostendorf.
2021. Representations for question answering from
documents with tables and text. In Proceedings of the
16th Conference of the European Chapter of the Asso-
ciation for Computational Linguistics: Main Volume,
pages 2895-2906, Online. Association for Computa-
tional Linguistics.

Hongzhi Zhang, Yingyao Wang, Sirui Wang, Xuezhi
Cao, Fuzheng Zhang, and Zhongyuan Wang. 2020a.
Table fact verification with structure-aware trans-
former. In Proceedings of the 2020 Conference on
Empirical Methods in Natural Language Processing
(EMNLP), pages 1624—-1629, Online. Association for
Computational Linguistics.

Li Zhang, Shuo Zhang, and Krisztian Balog. 2019. Ta-
ble2vec: Neural word and entity embeddings for ta-
ble population and retrieval. In Proceedings of the
42nd International ACM SIGIR Conference on Re-
search and Development in Information Retrieval,
SIGIR’19, page 1029-1032, New York, NY, USA.
Association for Computing Machinery.

Michael Zhang and Eunsol Choi. 2021. SituatedQA: In-
corporating extra-linguistic contexts into QA. In Pro-
ceedings of the 2021 Conference on Empirical Meth-
ods in Natural Language Processing, pages 7371—
7387, Online and Punta Cana, Dominican Republic.
Association for Computational Linguistics.

Shuo Zhang and Krisztian Balog. 2019.  Auto-
completion for data cells in relational tables. In Pro-
ceedings of the 28th ACM International Conference
on Information and Knowledge Management, CIKM
’19, page 761-770, New York, NY, USA. Association
for Computing Machinery.

Shuo Zhang and Krisztian Balog. 2020. Web table
extraction, retrieval, and augmentation: A survey.
ACM Trans. Intell. Syst. Technol., 11(2).

Shuo Zhang, Zhuyun Dai, Krisztian Balog, and Jamie
Callan. 2020b. Summarizing and exploring tabular
data in conversational search. In Proceedings of the
43rd International ACM SIGIR Conference on Re-
search and Development in Information Retrieval,
SIGIR ’20, page 1537-1540, New York, NY, USA.
Association for Computing Machinery.

6539


https://doi.org/10.18653/v1/D18-1425
https://doi.org/10.18653/v1/D18-1425
https://doi.org/10.18653/v1/D18-1425
https://doi.org/10.1145/3589334.3645376
https://doi.org/10.1145/3589334.3645376
https://doi.org/10.1145/3589334.3645376
https://doi.org/10.18653/v1/2021.eacl-main.253
https://doi.org/10.18653/v1/2021.eacl-main.253
https://doi.org/10.18653/v1/2020.emnlp-main.126
https://doi.org/10.18653/v1/2020.emnlp-main.126
https://doi.org/10.1145/3331184.3331333
https://doi.org/10.1145/3331184.3331333
https://doi.org/10.1145/3331184.3331333
https://doi.org/10.18653/v1/2021.emnlp-main.586
https://doi.org/10.18653/v1/2021.emnlp-main.586
https://doi.org/10.1145/3357384.3357932
https://doi.org/10.1145/3357384.3357932
https://doi.org/10.1145/3372117
https://doi.org/10.1145/3372117
https://doi.org/10.1145/3397271.3401205
https://doi.org/10.1145/3397271.3401205

A Appendix

A.1 Human Evaluation

We presented five evaluators with a unique set of
50 curated questions to establish a baseline for hu-
man performance. All evaluators were fluent En-
glish speakers and possessed graduate-level quali-
fications. In constructing the set of questions, we
prioritized the selection of questions that required
diverse reasoning operations in multiple tables in
the timeline. This was aimed at ensuring a set of
complex and high-quality questions for each eval-
vator. The evaluators were instructed to provide
concise and direct answers without additional ex-
planation. The final human performance baseline
was determined by averaging the scores between
all evaluators.

A.2 Reasoning Category-Wise Analysis with
no task decomposition

Table 8 indicates that the performance of various
reasoning category splits (Table 1) in the Oracle Ta-
bles context setting is lower than in the Full Time-
line context setting. This indicates that, despite
providing the correct evidence (i.e., the exact ta-
bles necessary to address the question), GPT-40
still underperformed. Ideally, we would expect the
Oracle context setting to yield the highest perfor-
mance. This observation suggests that both extrac-
tion and reasoning processes may not be function-
ing correctly, potentially leading the model to rely
on spurious correlations in its responses. A similar
observation is also reported by Gupta et al., 2022a.

Context ‘ Full Timeline ‘ Oracle Tables
| FI. EM | F1I EM
Time Information
Implicit 61.9 56 5823 49.22
Explicit 65.94 55.88 | 65.81 60.13
Reasoning Types
Extraction 69.84 63 66.48 57.62
Percentage 63.65 554 | 49.12 49.12
Difference 60.07 44.6 | 41.27 29.37
Difterence & Compare | 58.54 57.2 | 54.16 49.58
Counting 58.88 58.08 | 56.44 55.62
Minimum 66.14 63.72 | 5428 51.6
Ratio 743 743 | 40.65 40.65
Maximum 6448 61.32 | 57.6 5327
Compare 61.12 58.12 | 59.92 58.32
# of keys involved across timeline
Multiple Keys 6549 56.62 | 57.93 46.36
Single Key 67.15 61.56 | 63.89 58.26

Table 8: Reasoning Category-wise Results. Results of Full
Timeline vs Oracle Tables context setting with COT prompting
on GPT-40 and without task decomposition.

Decomposition | WD | IE | IRE
| Fi EM | FI EM | FI EM

Reasoning Types
Extraction 69.84 63 | 67.87 62.62|76.86 71.2
Percentage 63.65 554 | 65.15 56.15| 634 559
Difference 60.07 44.6 | 52.66 46.37 | 60.23 52.09
Difference & Compare | 58.54 57.2 | 59.63 56.51 | 62.18 60.45
Counting 58.88 58.08 | 54.43 5429 | 57.53 57.58
Minimum 66.14 63.72 | 70.22 67.77 | 74.06 71.52
Ratio 743 743 | 562 562 | 80.8 78.8
Maximum 6448 6132 | 574 5627 | 64.7 63.52
Compare 61.12 5812 | 69.26 64.32 | 65.18 60.32
# of keys involved across timeline
Multiple Keys 6549 56.62 | 59.85 5336 | 68  60.96
Single Key 67.15 61.56 | 6496 61.06 | 70.55 66.56

Table 9: Reasoning Category-wise Results across task de-
compositions. Results of Full Timeline context setting with
COT prompting on GPT-40 across various task decomposi-
tions.

A.3 Retrieval Metrics

Table 20 shows the retrieval performance metrics
comparing Information Retrieval-Extraction (IRE)
and Information Retrieval (IR) approaches across
different numbers of retrieved tables (K). The met-
rics include F1 scores (for the question answer-
ing task), precision, and recall measured against
Oracle tables. Table 18 presents the distribution
of question-answer pairs across different numbers
of tables extracted for answering in Oracle, Infor-
mation Retrieval (IR), and Information Retrieval-
Extraction (IRE) settings.

Without
Samples used Fine Tuning 100 1000
Context Decomposition | R-1 R-L R-1 R-L R-1 R-L
No Table - 2198 21.86 | 2047 2023 | 2375 2375
Single Table - 3109 3109 | 3838 3843 | 46 46.03
WD 438 4292|5404 53.16 | 74.65 73.95
Full Timels IE 513 5029 | 53.18 52.56 | 75.86 75.18
il imeline IR 4853 4743 | 531 52.54 | 7635 75.64
IRE 5177 5053 | 5276 5238 | 753 7479

Table 10: Zero-Shot Results with Fine Tuned GPT-4o-
mini. R-1 and R-L metrics in different in-context variations
and intermediate task decompositions with zero-shot prompt-
ing.

Without
Samples used Fine Tuning 100 1000

Context Decomposition | F1 EM FI EM F1 EM
Single Table - 3531 3092 | 3895 345 | 4824 435
Recent Table - 3531 36.08 | 54.86 549 | 75.84 75.84
WD 43.73 37.01 | 52.28 47.3 | 75.95 71.7

Full Timelin 1IE 43.17 343 | 5294 48 | 76.79 729
uil Himelime IR 4524 387 | 5218 4727696 732
IRE 4472 364 | 5227 47.1|76.85 732

Table 11: Few Shot Results with Fine Tuned GPT-40-mini.
Results in different in-context variations and intermediate task
decompositions with few-shot prompting.
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Without ‘

Samples used ‘ Fine Tuning 100 ‘ 1000

Decomposition ‘ F1 EM ‘ F1 EM ‘ F1 EM
WD 49.06 41.79 | 52.77 479 | 76.93  73.5
IE 42.81 31.8 524 477 |7695 73.1
IR 48.57 413 | 49.99 45 | 7727 733
IRE 56.4 4833 | 529 4756|7719 73.11

Table 12: COT Results with Fine Tuned GPT-40-mini
with Full timeline as context. Results in different in-context
variations and intermediate task decompositions with COT
prompting.

A.4 Model Hyper parameters

The following are the hyperparameters used for
various models in our experiments:

* GPT-40 & GPT-40-mini with default param-
eters: temperature: 1.0, top_p: 1.0, pres-
ence_penalty: 0.

* Gemini-1.5-Flash with parameters: tempera-
ture: 1.0, top_p: 0.95, top_k: 64

e Llama3-70b & Llama3-8b with default pa-
rameters: temperature: 1.0, top_p: 1.0, pres-
ence_penalty: 0.

* Mixtral with default parameters: temperature:
1.0, top_p: 1.0, presence_penalty: 0.

A.5 Entity Category Results

Results in table 19 show that performance across
all entity categories with task decomposition
(information-extraction-retrieval).

A.6 QA Templates

These predefined templates are used to generate
questions for the cricket team category. Similar
question-generation templates for all the categories
are already available in our dataset.

Template 1 - Name the person(s) who served
as the <coach/test coach/od coach/batting
coach/bowling coach/fielding coach> when <cap-
tain/test captain/od captain/t20i captain:valuel>
was the <captain/test captain/od captain/t20i
captain:key1>?

Template 2 - Who was the <coach/test coach/od
coach> when <captain/t20i captain/od captain/test
captain:keyl> was <captain/t20i captain/od
captain/test captain:  valuel> and <batting
coach/bowling coach/fielding coach:key2> was
<batting coach/bowling coach/fielding coach:

value2>?

Template 3 - Does the Indian Cricket Team
have the best win percentage in the <test/odi/t20i>
format in <year:valuel> or <year:value2>?

Template 4 - In which year did the <captain/test
captain/od captain/t20i captain: value> became the
<captain/test captain/od captain/t20i captain> of
the Indian Cricket Team for the first time?

Template 5 - Which person had the
<longest/shortest> tenure as the <test cap-
tain/od captain/t20i captain/captain :key> of the
Indian Cricket Team?

Template 6 - Who was the <test captain/od
captain/t20i captain/captain> of the Indian Cricket
Team <before/after> <test captain/od captain/t20i
captain/captain: value>?

Template 7 - How many <total
matches(including ODIs, Tests, T20Is)/test/odi/t20>
matches the Indian Cricket Team played between
<year:valuel> and <year:value2>?

Template 8 - what was the best <test/odi/t20i>
rank of the Indian Cricket Team in <year:value>?

Template 9 - Name the people who served as
<test captain/od captain/t20i captain/captain> of
Indian Cricket Team between <year:valuel> and
<year:value2>?

Template 10 - Based on the given timeline,
how many people served as the <test captain/od
captain/t20i captain/captain> of the Indian Cricket
Team?

A.7 Prompts Used for Experimentation

In our implementation, we converted all tabular
data to JSON string format before passing them to
the LLM. Below are examples of the entire prompt
input of the LLM in the CoT setting. Depending
on the category the few-shot examples (content in
{}) change accordingly.

6541



| GPT-40 | Llama3-70b | Gemini-1.5 | GPT-d4o-mini | Llama3-8b | Mixtral

Context | Decomposition | -1 RL| R1 RL| R1 RL| R1 RL| R1 RL| R1 RL
No Table | - | 21.98 21.86 | 1342 133 | 1569 1552|2198 21.86| 112 11.09 | 953 943
Single Table | - | 33.06 33.11 | 1582 1578 | 26.99 26.98 | 31.09 31.09 | 1458 1451422 142
Without Decompostion 488 4791 | 47 45893956 3847 | 438 4292 39.04 38473194 31.19

Full Timelin Information Retrieval 558 544 | 4571 4475|4049 3947 | 4853 4743|2224 2161 | 3224 3158
ehne Information Extraction 5742 5625 | 49.66 4831 | 5277 518 | 513 5029 | 37.7 37.05 | 2893 2823
Information Retrieval-Extraction | 56.81 5543 | 49 479 | 504 49.12 | 5177 5053 | 27.72 27.06 | 29.1 283

Oracle Tables

Without Decompostion 61.17 60.59 | 46.92 4634 | 45.61 45.02 | 48.27 47.82 | 40.16 39.67 | 25.72 25.49
Information Extraction 59.56 58.76 | 42.56 4231 | 4377 43.69 | 50.04 49.48 | 1477 14.68 | 264 26.18

Table 13: Zero Shot Results. Results in different in-context variations and different intermediate task decompositions with
zero-shot prompting. R-1 and R-L are reported for all models.

\ | GPT-4o | Llama3-70b | Gemini-1.5 | GPT-do-mini Llama3-8b | Mixtral
Context | Decomposition | Rl RL| R1 RL| R1 RL| Rl RL| Rl RL| Rl RL
Single Table | - | 3524 3523 | 17.96 17.92 | 3229 3231|3339 3341528 1524|2052 2048
Without Decompostion 579 5669 | 487 47.6 | 5052 4942|4732 4634|3097 3048 | 3475 33.93
Full Timeline Information Retrieval 54.83 5376 | 49.57 48.85 | 50.47 49.58 | 48.07 47.46 | 2558 25.07 | 33.99 3347
Information Extraction 5755 56.52 | 50.56 49.84 | 51.61 5043 | 48.76 47.85 | 36.56 35.84 | 27.65 27.36
Information Retrieval-Extraction | 59.2 58.09 | 50.88 50.05 | 51.22 50.07 | 49.61 48.7 | 23.39 2278 | 26.05 25.64
Oracle Tables Without Decompostion 6597 6531|5447 53.89 | 51.81 5125316 5251 |39.02 3874|3257 32.06
) Information Extraction 6042 59.62 | 48.09 47.64 | 50.17 49.58 | 49.56 49.03 | 17.91 17.68 | 30.41 29.86

Table 14: Few Shot Results. Results in different in-context variations and intermediate task decompositions with few-shot
prompting. R-1 and R-L scores are reported for all models.

| | GPT-40 | Llama3-70b | Gemini-1.5 | GPT-4o-mini Llama3-8b | Mixtral
Context | Decomposition | Rl RL| R1 RL| Rl RL| RI RL| Rl RL| Rl RL
Without Decompostion 62.85 61.51 | 57.37 56.02 | 59.03 5792 | 5443 5343|4325 4253 | 372 36.28
Full Timeline Information Retrieval 63.67 62.56 | 5345 52.66 | 53.77 5297 | 52.06 5137 |27.51 268 | 338 33.19
Information Extraction 65.64 6442 | 59.51 5838 | 5851 57.68 | 5279 519 | 3823 37.62 | 29.05 28.65
Information Retrieval-Extraction | 69.51 68.14 | 57.23 5599 | 63.81 62.88 | 60.98 59.94 | 2534 24.68 | 30.66 30.22
Oracle Tables Without Decompostion 6721 6629 | 5842 57.79 | 60.22 59.63 | 60.47 59.79 | 3823 37.97 | 27.64 27.34
‘ Information Extraction 6534 6448 | 52.13 5172 | 5334 5239 | 5237 51.83 | 1829 18.19 | 16.89 16.44

Table 15: COT Results. Results in different in-context variations and intermediate task decompositions with chain-of-thought
prompting. R-1 and R-L scores are reported for all models.

Without
‘ Samples used ‘ Fine Thnlng ‘ 100 ‘ 1000 #Of Tables  Oracle IR IRE
Context ‘ Decomposition ‘ R-1 ‘ R-1 R-L ‘ R-1 R-L 1 2186 1518 1288
Single Table | - [ 3339 334 | 402 4021 | 49.55 49.54 2 930 1102 1196
WD 4732 4634 | 54.17 53.41 | 77.65 76.95 3.5 136 434 644
- IE 4876 47.85 | 5476 54.04 | 78.36 77.58

Full Timeline R 48.07 4746 | 5425 5348 | 7842 77.84 6-10 379 347 533
IRE 49.61 487 |54.05 5349 | 78.65 77.84 > 10 70 43 40

Table 16: Few Shot Results with Fine Tuned GPT-4o-mini.  Typje 18: Number of QA pairs retrieved # number of tables
R-1 and R-L metrics in different in-context variations and from Full Timeline in Information Retrieval & Information

intermediate task decompositions with few-shot prompting. Retrieval-Extraction setting with COT prompting using GPT-
4o.
Without
Samples used | Fine Tuning 100 1000
Context ‘ Decomposition ‘ R-1 R-L ‘ R-1 R-L ‘ R-1 R-L
p
WD 5443 5343|5473 54.17 | 78.61 78.02 )
All Tabl IE 5279 519 | 5443 5383 | 7844 77.84 Perform the following tasks —
ables IR 5206 5137 | 53.1 5262|7876 77.96
IRE 6098 59.94 | 54.97 5447 |78.94 78.19

Task 1: For the question provided with the
R-1 and R-L metrics in different in-context variations and ’
intermediate task decompositions with COT prompting.

the timeline that shall be used to answer
the question. The task is to extract the

appropriate tables rather than generate the
Prompt for COT Information Retrieval- answer to the question.

Extraction \
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w/o Decomposition | IRE decomposition

Category F-1 EM F-1 EM

Cyclist 52.6 52.0 53.4 53.0
Equestrian 58.4 58.0 62.2 62.0
Field hockey 34.1 34.0 345 34.0
Golfer 37.3 37.0 56.7 57.0
Table tennis player | 52.8 53.0 52.3 52.0
Country 70.7 59.6 77.5 68.0
Cricket team 67.7 55.7 70.0 60.0
Gov Agencies 72.3 51.1 77.4 59.0
Economy 52.0 42.0 54.3 44.0
Cricketer 79.8 76.8 80.0 77.0
Average 56.79 51.45 60.91 56.14

Table 19: Performance Across Various Categories

with full timeline setting for various categories.

Task 2: From the tables retrieved in task 1,
retrieve the relevant keys and values that
would be used to answer the question.

Task 3: Answer the question using the
retrieved keys from Task 2. The answer
should be concise, within 5 to 10 words.
Further, answer the question based solely
on the information presented in the
retrieved key(s) without referencing any
external data or information.

Here’s an example for your reference —
Timeline: {example_timeline}
question 1: questionl

Task 1 Answer: {taskl_answerl}
Task 2 Answer: {task2_answerl }
Task 3 Answer: {task3_answerl }
question 2: {question2}

Task 1 Answer: {taskl_answer2}
Task 2 Answer: {task2_answer2}
Task 3 Answer: {task3_answer2}
question 3: {question3}

Task 1 Answer: {taskl_answer3}
Task 2 Answer: {task2_answer3}
Task 3 Answer: {task3_answer3}

Now, perform the tasks for the following
timeline(premise) and question -

Premise: {timeline}

Question: {question}

Provide answers for task 1, task 2, and
task 3 separately. Also, give a final answer
based on the reasoning in task 3. For task 1,
just retrieve the timestamps of the relevant
tables.

Task 1 Answer:

Task 2 Answer:
Task 3 Answer:
Final Answer:

.

Prompt for COT Information Extraction

Perform the following tasks

Task 1: For the question provided with the
timeline, retrieve the relevant keys from
the relevant tables in the timeline that shall
be used to answer the question. The task
is to extract the appropriate keys from the
relevant tables rather than generate the
answer to the question.

Task 2: Answer the question using the
retrieved keys from Task 1. The answer
should be concise, within 5 to 10 words.
Further, answer the question based solely
on the information presented in the
retrieved key(s) without referencing any
external data or information.

Here’s an example for your reference —
Timeline: {example_timeline}
question 1: {questionl}

Task 1 Answer: {taskl_answerl }
Task 2 Answer: {task2_answerl }
question 2: {question2}

Task 1 Answer: {taskl_answer2 }
Task 2 Answer: {task2_answer2}
question 3: {question3}

Task 1 Answer: {taskl_answer3}
Task 2 Answer: {task2_answer3}

Now, perform the tasks for the following
timeline(premise) and question -

Premise: timeline

Question: question

Provide answers for task 1l,and task 2
separately. Also, give a final answer based
on the reasoning in task 2.

Task 1 Answer:

Task 2 Answer:

Final Answer:
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K =# of Tables | K=l | K<=2 | K<=3 | K<=5 | K<=10 | K>10

‘ QA Precision Recall‘ QA Precision Recall‘ QA Precision Recall‘ QA Precision Recall‘ QA Precision Recall‘ QA Precision Recall

IRE 43.84 90.44 95.25 | 71.29 76.3 79.99 | 70.84 76.45 79.64 | 70.42 76.81 79.58 | 71.85 78.2 79.74 | 90.11 80.13
IR 42.94 80.72 63.15 | 71.05 76.1 79.1 | 71.05 76.49 78.95 | 71.06 76.9 78.92 | 72.46 78.57 78.91 | 86.61 91.1

Table 20: Retrieval Metrics of GPT-40 in Information Retrieval-Extraction (IRE) & Information Retrieval (IR) setting
with COT prompting. Precision and Recall are measured between the tables extracted from Full Timeline vs Oracle Tables.

The QA is the F1 score of the final question-answering task after the table retrieval.

Dataset | QA pairs | Evidence Formats | Source | Annotation Method | Type of questions
TabQA 11,454 Single table Wikipedia Human Implicit & Explicit
TIQ 10,000 Single table/text/KB | Wikipedia Automated Implicit

TransientTables 3,971 Multi-table Wikipedia Automated Implicit & Explicit

Table 21: Comparison of Question-Answering Datasets

Prompt for COT Information Retrieval Final Answer:

Perform the following tasks —

Task 1: For the question provided with the
timeline, retrieve the relevant tables from
the timeline that shall be used to answer
the question. The task is to extract the
appropriate tables rather than generate the
answer to the question.

Task 2: Answer the question using the
retrieved tables from Task 1. The answer
should be concise, within 5 to 10 words.
Further, answer the question based solely
on the information presented in the re-
trieved table(s) without referencing any
external data or information.

Here’s an example for your reference —
Timeline: {example_timeline}
question 1: {question]l}

Task 1 Answer: {taskl_answerl }
Task 2 Answer: {task2_answerl }
question 2: {question2}

Task 1 Answer: {taskl_answer2}
Task 2 Answer: {task2_answer2}
question 3: {question3}

Task 1 Answer: {taskl_answer3}
Task 2 Answer: {task2_answer3}

Now, perform the tasks for the following
timeline(premise) and question -

Premise: {timeline}

Question: {question}

Provide answers for task 1, and task 2
separately. Also, give a final answer based
on the reasoning in task 2.

Task 1 Answer:

Task 2 Answer:
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