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Abstract
Language Models (LMs) have been shown to
exhibit a strong preference towards entities as-
sociated with Western culture when operating
in non-Western languages. In this paper, we
aim to uncover the origins of entity-related cul-
tural biases in LMs by analyzing several con-
tributing factors, including the representation
of entities in pre-training data and the impact
of variations in linguistic phenomena across
languages. We introduce CAMeL-2, a paral-
lel Arabic-English benchmark of 58,086 en-
tities associated with Arab and Western cul-
tures and 367 masked natural contexts for en-
tities. Our evaluations using CAMeL-2 reveal
reduced performance gaps between cultures
by LMs when tested in English compared to
Arabic. We find that LMs struggle in Arabic
with entities that appear at high frequencies
in pre-training, where entities can hold mul-
tiple word senses. This also extends to enti-
ties that exhibit high lexical overlap with lan-
guages that are not Arabic but use the Ara-
bic script. Further, we show how frequency-
based tokenization leads to this issue in LMs,
which gets worse with larger Arabic vocabu-
laries. We will make CAMeL-2 available at:
https://github.com/tareknaous/camel2.

1 Introduction

Multilingual Language Models (LMs) are playing a
crucial role in making AI technology accessible to
global communities (Üstün et al., 2024; Singh et al.,
2024). As these communities represent diverse cul-
tural backgrounds, the multilingual challenge for
LMs does not merely stop at handling different
languages (Blevins et al., 2024), but extends to cap-
turing cultural nuances (Adilazuarda et al., 2024).
However, past research has highlighted strong fa-
voritism in LMs towards entities associated with
Western culture when operating in non-Western
languages, leading to a struggle by LMs to adapt
to cultural contexts and gaps in their performance
between cultures on NLP tasks (Naous et al., 2024).

.مقلوبةتحضر جدتي أفضل 

.مطبخهاكل لقمة تحمل دفء 

My grandma makes the best Makloube.

Each bite holds her kitchen's warmth.

Sense 1: 

Flipped (adjective)

(kitchen) مطبخها

Sense 2:

Makloube (food)
Arab Food Entity

Makloube

Extract the food dish mentioned in the following text

.لازانياتحضر جدتي أفضل 

.كل لقمة تحمل دفء مطبخها

My grandma makes the best Lasagna.

Each bite holds her kitchen's warmth.

Western Food Entity Sense: Lasagna (food)

Lasagna (Lasagna) لازانيا

Figure 1: Responses of a LM ( ) tasked to extract the
food dish from the same text in English and Arabic. The
LM identifies the Arab dish “Makloube” in English, but
fails in Arabic where the word “Makloube” holds two
senses. The LM does not struggle with the Western dish

“Lasagna” which holds only one sense in both languages.

While entity-related biases in LMs have been
traditionally studied as a reflection of imbalanced
representations in pre-training data (Gallegos et al.,
2024; Li et al., 2024a), it is often overlooked how
linguistic phenomena in non-English languages can
also incite those biases. For example, when an LM
is asked to extract an Arab food dish such as “Mak-
loube” from text, it can fail to do so in Arabic
where the word used for the dish holds two senses
(as the food dish or as the adjective “flipped”), but
can successfully extract the same dish from the par-
allel English text, as shown in Figure 1. Yet, within
the same context, the LM does not face this strug-
gle when we replace “Makloube” with a Western
dish “Lasagna”, which holds only one sense of
a food dish both in English and in Arabic. These
observations raise the question: do varying lin-
guistic phenomena exhibited by cultural entities
influence cultural biases in LMs?

Our study investigates the impact of such cross-
linguistic differences to uncover the origins of
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Food Contexts Location Contexts

Text-Infilling & NER - CAMeL (Naous et al., 2024)
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�J» [MASK] �IÊÔ« ÐñJ
Ë @ ú
G. Q« @Y 	ªË @ �é«ðQË@ �éK
A 	« ú


	̄ ù
 ë ð �éJ
K. QªË@ [MASK] �é 	JK
YÓ ú

	̄ �I	J» ÐAK
 @

	Y 	JÓ A 	K @
(Today’s lunch is Arab, I’ve cooked [MASK] which is very delicious) (I was in the Arab city of [MASK] a few days ago and it is incredibly wonderful)

Extractive QA - CAMeL-2 (this work)
AîD� 	® 	JK. qJ.¢��ð B@
 èY 	KAªÓ Aî 	EB ú
×@
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K. [MASK] ø
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 ëð lÌ'AÓ èQ£A	m�'. É 	� 	®ÖÏ @ AëYËð 	àB
É¿ A ��Ó 	�Q« Õç�' �IJ
k [MASK] ú
ÍAë



@ 	áÓ @Y 	̄ð ÐñJ
Ë @ ZA�Ó ZAîE. qJ
 ��Ë@ ÉJ. �®�J�@

�èYK
Yg. �é 	�î 	DK. ZYJ. Ë @ð É¿ A ��ÖÏ @ è 	Yë Ém�'. èYêª�K qJ
 ��Ë@ XYg. é�Jêk. 	áÓ . Aî �Dm.Ì'AªÓ ÉJ.�ð
(I decided to go in and make [MASK] under the supervision of my mother,

because she insists to cook only by herself since her favorite son has salty

taste, and she is tired, and I don’t want her to get more tired)

(Sheikh Bahaa received this evening a delegation of people from [MASK] where

problems and ways to address them in were presented. For his part, the Sheikh

renewed his pledge to solving these problems and starting a new renaissance)

Table 1: Example food and location contexts collected in CAMeL-2 for Extractive QA evaluation, compared with
contexts from CAMeL (Naous et al., 2024). Extractive QA contexts are longer and mention entities more implicitly.

entity-related biases in LMs. To enable our anal-
yses, we introduce CAMeL-2, a parallel Arabic-
English resource of 58,086 entities associated with
Arab and Western cultures across seven entity
types, and a set of 367 natural contexts for these
entities (§2). Using CAMeL-2, we evaluate a vari-
ety of LMs on extractive QA and NER, revealing
smaller performance gaps between cultures when
LMs are tested in English compared to Arabic (§3).

Our analyses show that LMs struggle at recogniz-
ing entities associated with Arab culture which ap-
pear at very high frequencies in Arabic pre-training
data (§4.1), where such entities exhibit strong word
polysemy in Arabic (§4.2). We also find that high
lexical overlap of Arab entities with pre-training
data of languages that use Arabic script (e.g., Farsi,
Urdu, etc.) causes drops in performance (§4.3).
Lastly, we show how tokenization causes LMs to
struggle with Arab entities when tokenized into
a single token, an issue that worsens with larger
Arabic vocabularies (§4.4).

2 CAMeL-2: A Parallel Benchmark

Our goal is to investigate whether LMs handle en-
tities associated with Arab and Western cultures
differently when tested in Arabic vs. English lan-
guages (§3). To do this, we first construct a bilin-
gual version of the entity-centric CAMeL (Naous
et al., 2024) benchmark for measuring cultural bi-
ases in LMs and extend its coverage by three times
(§2.2). Table 2 compares the statistics of CAMeL-2
vs. CAMeL. We also collect longer contexts where
these entities are mentioned for evaluating LMs in
a more challenging setup of extractive QA (§2.3).

2.1 About CAMeL

The original CAMeL benchmark (Naous et al.,
2024) consists of 20,249 cultural entities extracted
from Wikidata and web-crawl data and annotated

Entity Type CAMeL CAMeL-2 Increase

Authors 571 6,315 11.05×
Beverage 142 255 1.79×
Food 578 2,283 3.94×
Locations 12,497 35,200 2.81×
Names 1,533 3,842 2.50×
Religious 2,428 5,049 2.07×
Sports Clubs 2,500 5,142 2.05×

Total 20,249 58,086 2.86×

Table 2: Number of entities in the bilingual CAMeL-2
(this work) vs. the monolingual CAMeL (Naous et al.,
2024). We increase the size of the benchmark by 2.86×.

with Arab or Western cultural association. CAMeL
also includes a set of textual contexts where these
entities may naturally occur (see examples in Table
1), derived from Arabic X/Twitter data. All entities
and contexts in CAMeL are written in the Arabic
language only, limiting the ability to test the behav-
ior of LMs when being prompted in English. To
enable such comparisons, we construct a parallel
extension to CAMeL by not only adding the En-
glish translation of each entity and context, but also
increasing the overall number of entities and length
of contexts. We find that Wikipedia contains more
entities relevant to Arab culture than Wikidata for
authors, beverage, food, names, religious places,
and sports clubs (§2.2). We expand the coverage
of location entities using public geographic data.

2.2 Collecting Cultural Entities

Entity Extraction from Wikipedia. We lever-
age the categorization feature in Wikipedia and
identify, for each entity type, a generic category
that is repeatedly used to group together articles
relevant to a specific country. For example, the
“[country adjective] cuisine” category en-
compasses all food-related articles of a country
(e.g., Syrian cuisine, Irish cuisine, etc.). We extract
the titles of all articles associated with each country.
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The entities are then obtained from the article titles,
which in most cases are direct references to the
entity of interest. Additionally, we extract the body
of text for each article which we use for distantly
supervised fine-tuning of NER models (§3.3). See
Appendix A for details and the categories used.

Annotation of Cultural Entities. The extracted
entities from Wikipedia were then manually anno-
tated for cultural association. We hired two college
students who are native Arabic speakers to classify
entities into: Arab culture (Arab countries), West-
ern culture (European and North American coun-
tries), other cultures, or not culture-specific. The
annotator agreement is 0.825 by Cohen’s Kappa.
The cases of disagreement were discussed in an
adjudication step to decide on the final label.

Mapping Arabic Entities to English. Since
both Wikidata and Wikipedia support multiple lan-
guages, we automatically map the Arabic entities
to their English versions, which were available for
88.34% of entities in CAMel-2. For the remainder
of the entities which were only available in Arabic,
we manually search for their commonly used En-
glish transliterations on the Internet. For example,
a Tunisian sports club “ �éÊJ
 	¢ÖÏ @” can be transliterated
as “Mzilla” or “Mdhilla”, both of which are valid.
However, the form used by Tunisians is “Mdhilla”
as it aligns with their phonetic interpretation of
Arabic letters in the Tunisian dialect.

Georgraphic Data-based Extraction. The Arab
location entities extracted from Wikidata in
CAMeL had relatively low representation at 1,061
locations compared to 11,436 Western locations.
We extract additional locations for all Arab coun-
tries from the OpenStreetMap1 (OSM) database,
which provides Arabic-English pairs of locations in
Arab countries.2 This resulted in an extensive set
of 23,765 Arab locations, enabling further analyses
across Arab regions that were influenced by other
languages in the history (§4.2).

2.3 Constructing Contexts for Extractive QA

CAMeL provides 250 masked contexts where only
entities associated with Arab culture are appropri-
ate [MASK] token fillings. This allows evaluation
of LMs on adaptation to cultural contexts and on
NER of entities with different cultural associations

1https://www.openstreetmap.org/
2We determine Arab countries based on the league of Arab

states: https://arabmpi.org/en/home

(Naous et al., 2024), but only for Arabic language.
Further, these contexts are short and explicitly refer
to the masked entity, making them less suitable for
evaluating GPT-type LMs on tasks such as extrac-
tive QA, which aligns better with their usage. To
address this limitation, we collect 117 new, longer
contexts from the X/Twitter platform where enti-
ties are mentioned more implicitly. This presents a
challenging evaluation setup for LMs where under-
standing of context is necessary for extracting the
entity (see comparative examples in Table 1).

For each entity type, we perform keyword search
using 30 randomly sampled Arabic entities to cap-
ture natural discussions about entities. We search
over the two months period of 7/1/2024 to 9/1/2024
and manually inspect tweets to identify ones that
are long and make an indirect reference to the en-
tity. From these, we construct 10 to 20 extractive
QA contexts for each entity type by replacing the
user-mentioned entities by a [MASK]. To enable
comparative Arabic-English evaluations, we man-
ually translate each culturally-grounded context
from the original CAMeL and the newly collected
QA contexts from Arabic to English.

3 Is Western Bias in LMs Consistent
Across Arabic and English Languages?

We start by studying whether LMs show the same
degree of favoritism for Western culture, when op-
erating in Arabic vs. English languages. Our anal-
yses focus on two aspects: cultural adaptation in
text-infilling (§3.2) and cross-cultural performance
on extractive QA and NER (§3.3).

3.1 Language Models

We experiment with LMs that have been trained
on both Arabic and English. We use the recent
multilingual LMs of Llama-3.3 (Dubey et al.,
2024), Aya-23 (Aryabumi et al., 2024), Qwen-
2.5 (Yang et al., 2024), as well as AceGPTv1.5
(Zhu et al., 2024) which expands the Arabic vo-
cabulary of Llama-2 and further fine-tunes it on
Arabic data, AceGPTv2 (Liang et al., 2024) which
adapts Llama-3 checkpoints on Arabic, and the
Arabic-English bilingual model JAIS (Sengupta
et al., 2023). We also experiment with encoder
LMs such as XLM-R (Conneau et al., 2020), as
well as Arabic monolingual encoders, including
ARBERT and MARBERT (Abdul-Mageed et al.,
2020), CAMeLBERT (Inoue et al., 2021), and
AraBERT (Antoun et al., 2020).
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Figure 2: Cultural Bias Score (↓) (§3.2) per entity type on culturally-grounded contexts from CAMeL-2. LMs can
adapt better to Arab culture when tested in English.

Llama3.3-70b XLMRlarge

Arabic English Arabic English

Arab Western ∆Acc Arab Western ∆Acc Arab Western ∆F1 Arab Western ∆F1

Authors 92.62 90.28 -2.34 98.99 99.16 0.17 86.80 87.93 1.13 95.64 94.98 -0.66
Beverage 82.65 78.19 -4.46 99.14 97.71 -1.43 63.06 72.86 9.80 92.06 89.77 -3.29
Food 84.08 84.71 0.63 95.84 98.21 2.37 63.76 73.59 9.83 91.57 90.45 -1.12
Location 80.66 95.59 14.93 98.58 99.89 1.31 64.07 91.32 27.25 89.54 95.71 6.17
Names (F) 63.38 77.39 14.01 99.86 99.14 -0.72 62.22 82.65 20.43 97.87 96.36 -1.51
Names (M) 75.45 76.23 0.78 99.43 99.78 0.35 80.09 85.03 4.94 94.01 93.13 -0.88
Sports 68.58 79.01 10.43 92.77 96.02 3.25 74.52 84.14 9.62 92.14 93.12 0.97
Religious 82.49 82.98 0.49 98.52 97.69 -0.83 95.30 97.13 1.83 94.34 95.76 1.42

Table 3: Average performance of Llama3.3-70b (QA Accuracy ↑) and XLMRlarge (NER F1 ↑) on Arab and Western
entities when tested in Arabic and English. More results with Aya23-35b and AceGPTv2-70b are in Appendix.
∆Acc and ∆F1 are performance differences between Western and Arab entities. LMs are better at recognizing
Western entities than Arab ones in Arabic, gaps are much smaller in English.

3.2 Cultural Adaptation: Text Infilling
We compare the ability of LMs at adapting to cul-
tural contexts in Arabic and English by analyzing
their preference for Arab vs. Western entities as
[MASK] token fillings of CAMeL-2 contexts.

Text Infilling Setup. We use the Cultural Bias
Score (CBS) designed by Naous et al. (2024) as
a likelihood-based measure of a LM’s ability at
adaptating to cultural contexts. Consider the sets
of Arab entities A = {ai}Ni=1 and Western entities
B = {bj}Mj=1. The CBS for an Arab entity ai is
the percentage of a LM’s preference for Western
entities when placed within the same context. For
a set of culturally-grounded masked contexts C =
{ck}Kk=1, we compute the CBS(ai) as:

1

K ×M

K∑

k=1

M∑

j=1

1[P[MASK](bj |tk) > P[MASK](ai|tk)]

where P[MASK] is the LM’s probability of an en-
tity filling the masked token. As the contexts are
grounded in Arab culture (i.e., only Arab entities
are appropriate), LMs are expected to score a CBS
closer to 0%. A higher CBS score indicates a
stronger preference by LMs for Western entities

in place of Arab entities, given the same context.
For all entity types, we compute the CBS for a ran-
dom sample of 50 Arab entities, where we test each
against 50 randomly sampled Western entities.

Results. Figure 2 shows the average CBS per
entity type for several LMs. Interestingly, LMs are
better at adapting to Arab cultural contexts in
English than in Arabic with reduced CBS levels
in nearly all cases, reaching the 15-30% range for
names and locations. One exception is food and
beverage categories where a struggle is visible in
both languages. We analyze the potential reasons
behind these results in §4.

3.3 Cross-Cultural Performance

Utilizing CAMeL-2, we compare the performance
of LMs when tested in Arabic vs. English parallel
contexts for extractive QA and NER tasks.

Prompting Setup for Extractive QA. We eval-
uate GPT-type models in an extractive QA setup
by prompting the LMs to extract the cultural en-
tity from a given context in CAMeL-2 (see Ap-
pendix B.2 for prompts). We create an Arabic test
set for each entity by replacing the [MASK] token
of each context with the entity (i.e., ∼15 test con-
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Figure 3: Average QA Accuracy (↑) of LLMs when tested in Arabic and English on location, name, food, and
beverage associated with Arab culture, stratified by their occurrence counts in the mC4 corpus (§4.1; grouped into
log10-spaced bins). Gray bars in background represent number of entities tested in each bin. Interestingly, LMs
struggle with very high-frequency entities in Arabic.

texts per entity), as well as a corresponding English
test set with the same entities and contexts that are
translations (§2.2). We evaluate random samples of
1k Arab and 1k Western entities for each type and
use all entities for types with less than 1k entities.

Fine-tuning Setup for NER. We similarly eval-
uate BERT-type models on the NER task using the
culturally-grounded contexts from CAMeL-2. We
fine-tune models capable of recognizing names, au-
thors, and locations using the ANERCorp dataset
for Arabic (Benajiba et al., 2007) and CoNLL-2003
for English (Sang and De Meulder, 2003). For the
remaining entity types (i.e., food, beverage, sports
clubs, religious places) that are not covered by
existing manually annotated NER corpora, we fine-
tune LMs via distant supervision from Wikipedia
articles (Liang et al., 2020) that we collected in §2.2
(see Appendix B.3 for details). We exclude entities
that appear in fine-tuning from our evaluations.

Results. Table 3 shows the average performance
of Llama3.3-70b and XLMRlarge on Arab and
Western entities. We also show the performance
difference (∆) between Western and Arab entities,
where a positive ∆ indicates better performance
on Western entities. We find that LMs have small
performance gaps between the two cultures in
English, but are consistently better at recogniz-
ing Western entities in Arabic than in English,

where differences reach up to 27 F1 points in NER
and 15% accuracy in extractive QA.

4 On The Origin of Cultural Biases

Motivated by our observations in §3, we analyze
various factors that may cause LMs to exhibit more
severe Western bias in Arabic than in English. We
first study the relationship between the frequency
of entities in pre-training data and LM performance
(§4.1). Our findings lead to analysis of the impact
of Arabic word polysemy on LM biases (§4.2). We
also look at scenarios where entities exhibit lexical
overlap with other languages that use the Arabic
script (§4.3). Finally, we examine the role that
tokenization plays in the observed issues (§4.4).

4.1 Entity Frequency in Pre-training Data
We examine how LM performance on entities in
extractive QA (§3.3) changes with respect to how
often entities occur in pre-training. Since the pre-
training corpora of state-of-the-art multilingual
LMs are not public, we approximate the occurrence
of entities in pre-training using the Arabic portion
(0.96B lines) and English portion (3.1B lines) of
the mC4 corpus3 (Xue et al., 2021). Figure 3 shows
the average QA accuracy achieved by several LMs

3mC4 is a multilingual partition of CommonCrawl web
scrapes which are an essential part of LM pre-training data.
Partitioning was done using the CLD3 language detector.
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on Arab location, name, food, and beverage enti-
ties versus their occurrence count, which we group
into log10-spaced bins (i.e., entities that appear 1
to 10 times, 10 to 100 times, etc.). We observe the
following key findings:

LMs struggle on high-frequency entities. There
is a noticeable drop in LM performance on entities
that appear at very high frequencies (>1M times
in bin ‘106–108’). This drop is much steeper when
LMs are tested in Arabic than English, and more
prevalent since more Arab culture-associated enti-
ties appear at extremely high frequencies in Arabic.
Similar trends are observed for other entity types
and on the text-infilling task (see Appendix D.1).
Upon inspection of those entities, we find that many
are Arabic words that can hold multiple senses in
different contexts, besides being used to represent
entities. We explore this impact of word polysemy
more closely in §4.2.

LMs also struggle with long-tail entities. We
find that LMs can also perform poorly on long-
tail entities which appear at low frequencies (<10
times in bin ‘100–101’). This is especially notice-
able on names and food entities in Arabic, where
performance improves gradually as entities appear
more frequently. In general, we find LMs to per-
form the best in both languages on entities that ap-
pear at a medium frequency (e.g., 1k-100k range),
but face difficulty with the edge cases (low and
high-frequency).

4.2 Entities as Polysemous Words

We further analyze how Arabic word polysemy
impacts LM performance on entities that appear at
high frequencies in pre-training corpora.

Background. Consider the word “ �ékðQ¢Ó” (pro-
nounced: /ma-troo-ha/) as it appears in two Arabic
sentences and their English translations:

(1) ��A�® 	JÊË �ékðQ¢Ó �éJ
 	��®Ë@
(The issue is proposed for discussion)

(2) �ékðQ¢Ó ú

	̄ 	áº��� ú


�GYg.
(My grandma lives in Matrooha)

In (1), the word appears in its literal sense “pro-
posed". However, in (2) the same word is used as a
noun to denote the name of a location. This dual
use is common in Arabic, where the functionality
of words used for entities changes depending on
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Figure 4: QA accuracy (↑) for different sizes of LMs on
high-frequency polysemous and non-polysemous Arab
location entities. We find a positive scaling trend for all
models, with lower performance on polysemous entities.

context. This is less common for entities in English,
where there is generally a clear distinction between
nouns and adjectives (Van Langendonck, 2007).
We show this quantitatively in Appendix C.1.

Setup. We focus our analysis on location entities
in Arab countries as they often exhibit regional lin-
guistic influences. Thus, those entities can either
be Arabic polysemous words or Arabic translitera-
tions from languages that were historically spoken
in those areas. For example, the current names of
cities and villages in the Levant region could be
Arabic transliterations from Canaanite languages
that do not have other lexical uses in the Arabic
language. This mixture of terms presents an ideal
testing ground for LMs.4 We analyze QA perfor-
mance on the 100 most frequent locations for each
Arab country in the mC4 corpus. To determine if
an entity matches an Arabic word that holds multi-
ple meanings, we use the Almaany dictionary.5 We
compare the performance with that of the 100 most
frequent Western locations for each Western coun-
try in CAMeL-2. We use all locations available for
Western countries with less than 100 locations.

Results. Figure 4 shows the average QA accuracy
for LMs of different sizes on the highly-frequent

4We refer the reader to Appendix C.2 for more background
on the regional linguistic influences in Arab countries.

5Almaany is a comprehensive resource that provides mul-
tiple meanings for Arabic words, highlighting their different
uses across contexts: https://www.almaany.com/
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Figure 5: Average QA Accuracy (↑) of Llama3.3-70b on the top-100 most frequent location entities in mC4 for each
Arab and Western country in CAMeL-2 (§4.2). Arab countries are grouped by the language family that influences
location naming in their region. Performance on Arab locations decreases as the percentage of entities that are
Arabic polysemous words increases. Performance in English on the same entities is shown as a gray background.

Arab locations, which we separate as polysemous
and non-polysemous entities. In general, there is a
positive scaling trend in both cases by all models.
Yet, performance on polysemous entities is lower
compared with non-polysemous ones, with 70B-
sized models barely reaching the 70% margin, as
opposed to non-polysemous entities where most
models reach near 90%.

The average results per country achieved by
Llama3.3-70b are shown in Figure 5, where Arab
countries are grouped by the influencing language
on location naming in their region. We observe a
trend where QA performance in Arabic drops
with the increase in the percentage of entities
which are Arabic polysemous words, with ac-
curacy reducing drastically to the 40-60% range.
Performance is the best for countries where the
percentage of polysemous words is low (e.g., Co-
moros, where entities are transliterations from the
Comorian language).

In contrast, we see that this issue is non-existent
for Western entities in Arabic, where accuracy is
near 90% for all countries. This is because West-
ern entities, being transliterations in Arabic, do not
possess any other meaning. When the model is
tested on the same entities in English, this problem
also fades away, as Arab entities in English do not
exhibit word polysemy either. This highlights that
the struggle of LMs with entities that are polyse-
mous words in Arabic leads to a perceived bias

towards Western entities as they do not exhibit
this phenomenon. We also obtain similar results
on NER with BERT-type LMs (see Appendix D.2).

4.3 Other Languages Using Arabic Script

While Arabic script is primarily associated with
the Arabic language, it is also used in several other
languages, such as Farsi, Urdu, Kurdish, Tajik, and
Pashto, due to historical and cultural connections
between regions where they are spoken and the
Arab world. There is thus a natural overlap of
words between Arabic and those languages. We
study how LMs behave on Arab entities as a func-
tion of their frequency in the pre-training data of
other languages. We use the mC4 portions of those
languages to obtain a total occurrence count for
each Arab entity.

Results. Figure 6 shows the average QA accu-
racy and CBS at text-infilling achieved by LMs
on Arab location, name, and food entities versus
their total count in other languages. We observe a
general trend where LMs struggle on entities as
they occur more frequently in other languages
that share the script with Arabic. Such entities
occurring at very high frequencies can be common
words in those languages that hold their own differ-
ent meanings. For example, the word “ 	à@ 	Pð” used
to denote the Moroccan town “Ouzanne” is also
used in Farsi as the word for “weight”.
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Figure 6: QA Accuracy (↑) and CBS (↓) of LMs on Arab location, name, and food entities vs. their total count in
other languages that use Arabic script (Farsi, Urdu, Tajik, Pashto, Kurdish) in mC4 corpus. Performance decreases
for all LMs as entities appear more frequently in other languages, especially for location and food entities.

As multilingual models are trained on those lan-
guages together, such lexical overlaps between enti-
ties in one language and highly frequent non-entity
words in other languages with shared script can
cause LMs to struggle at recognizing those enti-
ties. This issue is most noticeable for location and
food entities but less so for name entities where
performance is more stable. This could be due to
the fact that Arab name entities are also used for
first names in those languages, rather than having
their own separate meanings.

4.4 Subword Tokenization Matters
We analyze how tokenization (Kudo, 2018; Song
et al., 2021; Bostrom and Durrett, 2020) impacts
the behavior of LMs on entities. We compare the
performance of LMs on NER and extractive QA
with respect to how many tokens they get frag-
mented into. We also separate entities based on
whether they exhibit polysemy at the token level,
where we check if a tokens matches an Arabic word
that can be used for different functionalities.

Results. Figure 7 shows the performance distri-
bution on Arab location entities by Llama3.3-70b,
JAIS-13b, and ARBERT. We find that LMs per-
form the worst on entities that are tokenized into
only one token, especially when it corresponds
to a polysemous word. Performance improves
when entities are tokenized into multiple tokens,
with gaps between entities containing polysemous
and non-polysemous tokens gradually reducing. In-

terestingly, this issue is the most apparent for the
ARBERT model, which is trained only on Arabic
data and has a very large vocabulary of 93k tokens.

Figure 8 shows the performance by LMs on one-
token entities, in relation to the size of their Arabic
vocabularies. We find that LMs with medium Ara-
bic vocabulary sizes perform the best, while per-
formance drops for ones with very large vocabu-
laries. As the vocabulary size increases, frequency-
based tokenization schemes will merge frequently
used words into single tokens. This likely makes it
more challenging for LMs to recognize entities in
Arabic that exhibit word polysemy, as they get tok-
enized and encoded in the same way as when those
words appear in text with non-entity senses within
the same language or other languages sharing the
same script. Such observations motivate the need
for better tokenization approaches that can handle
these cases for better cross-cultural performance.

5 Related Work

There has been growing interest in studying the cul-
tural considerations surrounding LMs (Liu et al.,
2024; AlKhamissi et al., 2024). This encompasses
several aspects that LMs have to navigate such as
cultural commonsense, where LMs must differen-
tiate between the societal norms (e.g., bringing a
gift when visiting someone) of different cultures
(Shi et al., 2024; Chiu et al., 2024; Bhatt and Diaz,
2024; Palta and Rudinger, 2023; Fung et al., 2023;
Huang and Yang, 2023). Other works explored
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culture-specific knowledge in LMs (e.g., the color
of the bridal dress) and how their performance
varies for different countries (Keleg and Magdy,
2023; Yin et al., 2022). It has been shown that LMs
are mostly familiar with a few cultures dominated
in pre-training data, but struggle with less repre-
sented cultures (Shen et al., 2024; Rao et al., 2024;
Seth et al., 2024), and in non-English languages
(Arora et al., 2024; Masoud et al., 2023).

Another line of work explores the cultural ap-
propriateness of LMs by analyzing their behavior
when handling entities that exhibit cultural varia-
tion such as first names (An et al., 2024; Nghiem
et al., 2024; Jeoung et al., 2023; An and Rudinger,
2023; Gautam et al., 2024) and food dishes (Zhou
et al., 2024; Li et al., 2024b). The study of Naous
et al. (2024) revealed performance gaps in LMs
when handling entities associated with Arab vs.

Western culture in Arabic language, where models
were performed consistently better on Western en-
tities. Our work builds on this study, with the aim
of pinpointing the origins of such gaps.

Past research on analyzing the cross-cultural
performance of LMs have focused primarily on
the representation of entities in pre-training data
(Wolfe and Caliskan, 2021; Mukherjee et al., 2024),
demonstrating a struggle of LMs to learn knowl-
edge about entities that rarely appear in corpora (Li
et al., 2024a; Kandpal et al., 2023). However, those
analyses have been restricted to the English lan-
guage only. Different from prior work, we analyze
multiple facets that can contribute to Western bi-
ases in LMs beyond pre-training data, focusing on
cross-linguistic differences in phenomena exhibited
by entities and the impact of subword tokenization.

6 Conclusion

We analyzed a variety of factors that can contribute
to entity-related cultural biases in LMs. We showed
how non-English linguistic phenomena such as
word polysemy in Arabic, lexical overlaps with
other languages, and frequency-based tokenization
can cause performance degradation on entities as-
sociated with Arab culture, leading to perceived
Western biases in LMs. We hope our study lays
a foundation of important aspects to consider in
building culturally fair multilingual LMs.

Limitations

In this work, we investigated the origins of entity-
related cultural biases in LMs by probing their
ability at culturally-appropriate text-infilling and
analyzing their cross-cultural performance on the
extractive QA and NER tasks. There are other
entity-related cultural biases that can also manifest
in model behavior such as sentiment and stereotype
associations in generated text (Naous et al., 2024).
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We leave the exploration of the reasons behind such
learned associations for future work.

Our analyses showed that LMs struggle on enti-
ties in Arabic that are associated with Arab cul-
ture when they exhibit word polysemy. While
Western entities transliterated into Arabic mostly
do not exhibit this phenomenon, there are cases
where a transliteration could match a random word
used in Arabic language based on the closeness
of their phonetic pronunciation. For example, the
name “Ben” could be transliterated as “ 	áK.” which
is used in Arabic for “son of ” and “powdered cof-
fee”. There are other cases where transliterations
of less common entities could match the translit-
eration of other famous entities. For example, the
name “Yvonne” could be transliterated as “ 	àñ 	®K
 @”
which is also the common Arabic transliteration
for “iPhone”. Such cases, while being rare, could
cause LMs to fail at recognizing certain Western
entities in Arabic. Although we did not explore the
sensitivity of LMs to this phenomenon, the parallel
entities in CAMeL-2 can offer a valuable resource
for future studies to better analyze such cases.

Our work focuses on Arab culture and analyzes
entity-related biases in Arabic language. Such bi-
ases may also be manifested by LMs in many other
non-Western languages. Future studies can fol-
low the process described in this work to extend
CAMeL-2 to such languages.
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Entity Type Wikipedia Categories
Arabic English

Authors
[adjective] �HAJ. �KA¿ ð H. A�J» [adjective] writers
[adjective] 	àñJ

K @ðP [adjective] authors

Beverage [adjective] qJ.¢Ó [adjective] cuisine

Food [adjective] qJ.¢Ó [adjective] cuisine

Names

[adjective] 	àñJ
�AJ
� [adjective] politicians
[adjective] 	àñJ
 	�AK
P [adjective] athletes
[adjective] 	àñÊ�JÜØ [adjective] actors
[adjective] �HAJ. �KA¿ ð H. A�J» [adjective] writers
[adjective] 	àñJ

K @ðP [adjective] authors

Religious
[country] ú


	̄ Yg. A�Ó mosques in [country]
[country] ú


	̄ �
�A 	J» churches in [country]

Sports Clubs [country] ú

	̄ ÐY�̄ �èQ» �éK
Y 	K



@ football clubs in [country]

Table 4: List of Arabic Wikipedia categories used to
perform country-wise extraction of cultural entities. [ad-
jective] refers to the country-specific adjective (e.g.,
Palestinian, Irish, Thai, etc.).

A CAMeL-2: Additional Details

Figure 9 shows the distribution of entities in
CAMeL-2 stratified by their association with Arab
culture, Western culture, or Other Foreign Cul-
ture, as well as their source of collection (Wiki-
data/CommonCrawl entities collected in CAMeL
(Naous et al., 2024), and newly collected entities
from Wikipedia and OpenStreetMap).

Wikipedia-based Extraction. The Arabic
Wikipedia categories used to perform country-wise
extraction of articles for each entity type are listed
in Table 4. We first de-duplicate the extracted
articles from Wikipedia, as many of them would
be cross-listed under the category of multiple
countries. Many of the extracted articles would
be irrelevant to the entity type of interest and
were thus manually filtered out. For example,
in addition to articles about food dishes, the
“[country adjective] cuisine" category
would also contain articles about particular chefs
or restaurants in that country. We finally inspect
the titles of the remaining articles and remove any
additional text between parentheses that is not part
of the entity (e.g., a title such as “Mandi (food)"
where (food) was manually removed).

For author names, the number of articles in the
authors category was very large. We thus took a
random sample of 3k articles from Arab countries
and 3k articles from Western countries that were
then manually filtered by the annotators.

To collect first names, we first extract all article
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Figure 9: Distribution of entities in CAMeL-2 for each
entity type stratified by association with Arab culture,
Western culture, or Other Foreign Culture, as well as
their data collection source: Wikidata, CommonCrawl
(CC), Wikipedia, OpenStreetMap (OSM).

titles and text from multiple Wikipedia categories,
as shown in Table 4, that relate to human entities
(politicians, actors, athletes, writers, and authors).
We then extract the first uni-gram and bi-gram from
each article title (which represents the full name of
the human entity) and perform de-duplication. Our
annotators then filter out extractions that are not per-
son names and classify the extracted names for cul-
tural association (Arab, Westerm, or Other Foreign
Culture). The extracted names were also classified
as masculine or feminine by the annotators, a step
that is necessary to match the gendered grammar
of the Arabic language. The annotators were also
given access to the corresponding Wikipedia article
for each extraction to guide their decision in anno-
tation. This process was done for all Wikipedia
articles extracted from Arab countries, resulting in
1,268 new Arab names. The articles obtained from
Western countries were too large in number (> 20k
articles), we thus took a random sample of 1.5k
articles that were filtered by the annotators.

Location Extraction from Georgraphic Data.
Open Street Maps (OSM) uses a “place” tag to
represent various types of locations. For each Arab
country, we extract all locations that have place tags
of city, town, village, neighborhood, and suburb.
We discard locations that have other highly-specific
place tags such as isolated dwelling, hamlet, farm,
etc. since these represent individual residential
structures, often in remote areas, rather than or-
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Aya23-35b AceGPTv2-70b

Arabic English Arabic English

Arab Western ∆Acc Arab Western ∆Acc Arab Western ∆Acc Arab Western ∆Acc

Authors 91.68 88.96 -2.72 79.03 81.73 2.70 89.43 82.86 -6.57 88.61 95.50 6.89
Beverage 62.81 75.61 12.80 76.47 76.06 -0.41 89.47 81.92 -7.55 98.62 96.06 -2.56
Food 70.92 67.97 -2.95 72.93 81.05 8.12 88.57 79.47 -9.10 95.39 97.48 2.09
Location 81.04 91.55 10.51 90.33 92.89 2.56 78.60 89.97 11.37 97.88 98.96 1.08
Names (F) 78.78 87.30 8.52 89.85 85.91 -3.94 77.73 88.78 11.05 99.84 99.09 -0.75
Names (M) 79.53 80.70 1.17 72.96 73.90 0.94 85.03 87.83 2.80 94.53 94.45 -0.08
Sports 47.88 53.85 5.97 81.78 77.76 -4.02 72.20 66.34 -5.86 80.24 83.37 3.13
Religious 82.49 79.35 -3.14 90.11 93.47 3.36 80.07 81.65 1.58 79.29 84.67 5.38

Table 5: Average QA Accuracy of Aya23-35b and AceGPTv2-70b on Arab and Western entities when tested in
Arabic and English. ∆Acc represents performance differences between Western and Arab entities.
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Figure 10: Average CBS per entity type achieved by
Llama3.1-70b and JAIS-30b on culturally-grounded
contexts from CAMeL-2.

ganized settlements with social significance. We
also discarded locations which are more than one
word expressions as they mostly consisted of re-
peatedly used terms (e.g., hill, mountain, valley,
spring, etc.).

B Arabic vs. English Comparisons

B.1 Text-Infilling
Additional Results. Figure 10 reports CBS re-
sults on text-infilling by additional Llama3.1-70b
and JAIS-30b when tested in both Arabic and En-
glish. Similar to our observations in §3.2, we see a
consistent trend across all LMs where better adapta-
tion to Arab cultural contexts is achieved in English
compared to Arabic, where CBS values are greatly
reduced.

B.2 Extractive QA
Prompt. The prompt template used for perform-
ing extractive QA of entities with GPT-type LMs
is shown in Figure 11. The [entity type] in
the template is replaced with the name of the en-
tity type of interest (i.e., location, person’s name,
author name, food dish, drink, mosque, church,

Extractive QA Prompt

Extract the [entity type] mentioned in the following
[Arabic/English] text:

Text: [QA Context]

Reply only with the name of the [entity type] mentioned.

Figure 11: Prompt template used perform extractive QA
with GPT-type LMs.

football club). The [QA Context] is replaced by
one of the QA contexts collected for the respective
entity type (§2.3) where the entity to be extracted is
placed instead of the [MASK] token of the context.
The instruction is given in English for all models
tested, expect for JAIS where giving the model the
instruction in Arabic lead to better performance.

Additional Results. Table 5 shows additional re-
sults achieved by Aya23-35b and AceGPTv2-70b
on Arab and Western entities across different entity
types. We observe similar results to those achieved
by Llama3.3-70b (§ 3.3) where we see large per-
formance gaps between Western and Arab entities
in Arabic for most entity types, but gaps between
cultures are much smaller in English. Notably, we
do find an improvements in those models on Arab
entities in the religious and food entity type com-
pared with Llama3.3-70b, which may be due to
additional training on Arabic data.

B.3 Cultural Fairness: NER

Distant Supervision. To fine-tune LMs for NER
of food, beverage, sports clubs, and religious
places, we leverage text from Wikipedia articles to
perform distantly supervised fine-tuning. Specifi-
cally, we use entities from CAMeL-2 that are linked
to Wikipedia articles. For each of these entities, we
automatically create fine-tuning samples by extract-
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Entity Type # Fine-tuning Samples (train/val/test)

Arabic English

Food & Beverage 6,908/768/853 27,635/3,071/1,617

Religious 2,655/295/328 12,623/1,403/1,559

Sports Clubs 2,484/277/307 18,585/2,066/2,295

Table 6: Number of NER fine-tuning examples (as
train/val/test splits) constructed automatically from
Wikipedia articles for food, beverage, sports clubs, and
religious place entities.

Model
Test Set F1 Score

Arabic English

Foo Spo Rel Foo Spo Rel

XLMRlarge 77.32 85.62 91.52 90.47 82.30 82.26
XLMVbase 76.39 87.14 90.73 91.75 83.17 80.63
ARBERT 79.44 86.48 92.43 — — —

Table 7: F1 score achieved by various BERT-type LMs
on the test set of the fine-tuning samples created auto-
matically from Wikipedia.

ing sentences from their corresponding Wikipedia
articles where the entity is mentioned. We exclude
entities from fine-tuning that do not appear on
Wikipedia (i.e., entities extracted from Wikidata
or Commoncrawl in CAMeL (Naous et al., 2024)).
Table 6 shows the number of fine-tuning examples
created in both Arabic and English.

Additional Results. Table 8 shows the average
F1 achieved by XLMVbase on Arab and Western
entities across different entity types when tested in
Arabic and English. Table 9 shows the results of the
Arabic monolingual ARBERT model when tested
in Arabic. We observe similar trends to our analysis
in (§ 3.3) where BERT-type LMs are consistently
better at recognizing Western entities in the Arabic
language, but performance gaps between cultures
in much smaller when LMs are tested in English.

B.4 Experimental Details

Language Models. Table 10 lists all the LMs
used in our experiments, including the varying sizes
used in our scaling analysis (§4.2) and different ver-
sions of the models for our vocabulary size analysis
(§4.4 and Appendix D.3).

QA Inference. We ran our experiments using
8 NVIDIA A40 GPUs. For inference on the ex-
tractive QA task with causal LMs, we used the

XLMVbase

Arabic English

Arab Western ∆F1 Arab Western ∆F1

Authors 93.14 94.99 1.85 96.61 95.13 -1.48
Beverage 52.87 64.58 11.71 95.06 88.48 -6.58
Food 50.15 62.16 12.01 92.51 90.55 -1.96
Location 64.55 89.27 24.72 92.42 97.65 5.23
Names (F) 48.48 75.68 27.20 98.32 97.57 -0.75
Names (M) 70.37 80.52 10.15 93.84 91.66 -2.18
Sports 75.37 83.68 8.31 91.83 92.68 0.85
Religious 71.22 84.23 13.01 90.61 86.06 -4.55

Table 8: Average F1 of XLMVbase (Liang et al., 2023)
on Arab and Western entities when tested in Arabic
and English. ∆F1 represents performance differences
between Western and Arab entities.

ARBERT

Arabic

Arab Western ∆F1

Authors 96.01 93.83 -2.18
Beverage 53.35 65.05 11.70
Food 52.01 64.24 12.23
Location 60.47 89.32 28.85
Names (F) 69.61 75.81 6.21
Names (M) 83.82 84.86 1.04
Sports 90.81 94.66 3.85
Religious 59.48 69.08 9.60

Table 9: Average F1 of the Arabic monolingual AR-
BERT model on Arab and Western entities when tested
in Arabic and English. ∆F1 represents performance
differences between Western and Arab entities.

vLLM library6 (Kwon et al., 2023) for fast infer-
ence. We performed greedy decoding by setting the
following parameters {temperature=0, top_p=1,
top_k=1}. We also limit the number of generated
tokens by the models by setting {max_tokens=30}.
Further, we limit the context length by setting
{max_model_len=4096}.

Fine-tuning. For fine-tuning BERT-type mod-
els on the NER task, we fine-tuned each model
for 5 epochs using the cross-entropy loss and the
Adam optimizer and tuned the learning rate in the
set {1e−5, 1e−6, 1e−7}. We selected checkpoints
based on the best F1 on the validation set. Fine-
tuning was done using one NVIDIA A100 GPU.

Entity Occurrence Counts. To obtain counts
of entities in the mC4 corpus, we use the Aho-
Corasick string search algorithm7 where we con-
struct finite state machines using the entities, allow-
ing for efficient transversal over the corpora.

6https://docs.vllm.ai
7https://pyahocorasick.readthedocs.io
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Figure 12: POS tag distribution of the 100 most frequent food, name, and location entities in Arabic and English
mC4. Entities in Arabic encode higher information as they appear more often with different grammatical roles.

Language Model Hugging Face Repository

Causal LMs
Llama3.3-70b meta-llama/Llama-3.3-70B-Instruct
Llama3.1-8b meta-llama/Meta-Llama-3.1-8B-Instruct
Llama3.1-70b meta-llama/Meta-Llama-3.1-70B-Instruct
Aya23-8b CohereForAI/aya-23-8B
Aya23-35b CohereForAI/aya-23-35B
Qwen2.5-0.5b Qwen/Qwen2.5-0.5B-Instruct
Qwen2.5-3b Qwen/Qwen2.5-3B-Instruct
Qwen2.5-14b Qwen/Qwen2.5-14B-Instruct
Qwen2.5-32b Qwen/Qwen2.5-32B-Instruct
Qwen2.5-72b Qwen/Qwen2.5-72B-Instruct
AceGPTv1.5-13b FreedomIntelligence/AceGPT-v1.5-13B-Chat
AceGPTv2-8b FreedomIntelligence/AceGPT-v2-8B-Chat
AceGPTv2-70b FreedomIntelligence/AceGPT-v2-70B-Chat
JAIS-13b inceptionai/jais-13b-chat
JAIS-30b inceptionai/jais-30b-chat-v3

Encoder LMs (multilingual)
XLMRlarge FacebookAI/xlm-roberta-large
XLMVbase facebook/xlm-v-base
mDeBERTa-v3base microsoft/mdeberta-v3-base
GigaBERTbase lanwuwei/GigaBERT-v3-Arabic-and-English

Encoder LMs (monolingual - Arabic only)
AraBERTlarge aubmindlab/bert-large-arabertv02
ARBERTbase UBC-NLP/ARBERT
MARBERTbase UBC-NLP/MARBERT
CAMeLBERTbase CAMeL-Lab/bert-base-arabic-camelbert-mix

Table 10: List of LMs used in our experiments and their
repository links on Hugging Face.

C Arabic Entities as Polysemous Words

C.1 Comparing Polysemy Across Languages

To quantify and compare the prevalence of entity
polysemy in Arabic and English, we analyze how
often entities are used as different parts of speech
(such as nouns, verbs, or adjectives) in texts written
in both languages. We use the first 10M documents
from the Arabic and English portions of the mC4
pre-training corpus (Raffel et al., 2020), which we
then tokenize into sentences, yielding 239M Arabic
sentences and 209M English sentences. Using the
Arabic and English entities from CAMeL-2, we
then identify the top 100 most frequent name, food,
and location entities in the corpora. For each en-
tity, we randomly sample 1000 sentences in which

they appear, then determine their part-of-speech
tag in each sentence using the Farasa POS tagger
(Darwish and Mubarak, 2016) for Arabic and the
Stanford POS tagger (Qi et al., 2018) for English.
We perform this analysis for English entities both
with and without uppercasing of the first letter.

Figure 12 shows the distribution of part-of-
speech tags for the 100 most frequent name and
food entities in Arabic and English. We group
part-of-speech tags into Nouns, Adjectives, Verbs,
and an Other category that encompasses tags such
as particles, etc. We observe that the same words
used for name entities in Arabic appear at high fre-
quencies as adjectives and verbs rather than nouns.
Arabic entities also have a higher Information En-
tropy H8 (Ramscar, 2019), measured at 0.799 bits
for named compared with uncased English entities
at 0.267 bits. It is important to note that English em-
ploys casing for name entities, facilitating a clear
distinction between a name “Mark" and the verb
“mark". In standard cased English text, occurrences
of entities as adjectives or verbs are minimal, with
entities predominantly appearing as nouns (H =
0.104 bits). However, Arabic does not have casing
conventions, resulting in greater variability in the
grammatical roles of named entities (used for de-
scriptions as adjectives or actions as verbs), which
can cause challenges for LMs in distinguishing be-
tween word senses as entities or non-entities. Con-
versely, named entities in English tend to adhere
more consistently to noun roles.

C.2 Regional Influences on Arabic Entities

While many named entities in the Arabic language
are polysemous words, there are also words used
for named entities that do not serve other functional
purposes. These words are often Arabized forms of
regional linguistic influences from different parts
of the Arab world. A product of historical her-

8Information Entropy in bits for N POS tags:
H = −∑N

i=1 p(tagi) log2 p(tagi)
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Afro-Asiatic Family

Berber Semitic

East Semitic
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Egyptian Cushitic
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Figure 13: Map of the regional influencing languages on location names in Arab countries, and their standard
classification in the Afro-Asiatic family according to Versteegh (2014). The Comorian language of the Comoros
Island (not shown here on the map) is outside of the Afro-Asatic family and belongs to the Niger-Congo family.

itage, the countries of today’s Arab world present
a rich cultural mosaic. Following a sociological
process of Arabization in North Africa and West
Asia (Reynolds, 2015), the spread of the Arabic
language in those areas and its interactions with re-
gional languages led to the development of contem-
porary Arabic dialects. For example, the dialects in
countries of the Levant region (i.e, Lebanon, Syria,
Palestine, Jordan) have been shaped by influences
from other Semitic languages historically spoken in
those areas such as Aramaic, Hebrew, and Canaan-
ite languages (Gragg, 2019). The names of many
of today’s cities, villages, and towns in those coun-
tries originate from the regional influencing lan-
guages, which predate the spread of Arabic. For
instance, the Arabic naming of the Lebanese capi-
tal, Beirut (in Arabic: ‘ �HðQ�
K.’), is a transliterated
derivation of its Phoenician name “bı̄’rōt". Such en-
tities would only appear in the Arabic in the sense
of a location and do not have any other lexical uses.

There are also regional linguistic influences on
location names in the Arabian peninsula itself. Dif-
ferent Southern Arabian Languages were spoken in
the southern part of the peninsula (i.e., present-day
Yemen and Oman), while multiple Old North Ara-
bian dialects were spoken in the central and north-
ern parts of the peninsula (i.e., present-day Saudi
Arabia). Contemporary Arabic (i.e., Modern Stan-
dard Arabic) is a continuum from Classical Arabic,
the language of the Quraan, and early Islamic lit-
erature, which was the dialect of the Quraysh tribe
in central Arabia. Figure 13 presents a visualiza-
tion of the regional linguistic influences on each
Arab country and their classification within the
Afro-Asiatic language family (Versteegh, 2014).
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Figure 14: Average QA Accuracy (↑) of LLMs when
tested in Arabic and English on sports clubs and reli-
gious places of worship associated with Arab culture,
stratified by their occurrence counts in the mC4 corpus
(grouped into log10-spaced bins).

D Analyses: Additional Results

D.1 Entity Frequency in Pre-training Data
Extractive QA. Figure 14 shows the perfor-
mance of LMs on extractive QA of sports clubs
and religious places of worship stratified by their
occurrence in Arabic and English pre-training data.
We observe similar trends to our results in §4.1.

Text Infilling. Figure 15 shows the average CBS
at the text-infilling task (§3.2) on entities strati-
fied by their occurrence counts in pre-training. In
this setup, we test each Arab entity against 30 ran-
domly sampled Western entities across 5 randomly
sampled culturally-contextualized contexts from
CAMeL-2. Similar to our observations in §4.1,
we find that models in Arabic struggle on high-
frequency entities, where CBS is the highest for
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Figure 15: Average CBS (↓) of LLMs at text-infilling when tested in Arabic and English on locations, names, and
food entities associated with Arab culture, stratified by their occurrence counts in the mC4 corpus (grouped into
log10-spaced bins

all entity types. This indicates that entities that
appear at very high frequencies will be assigned
lower likelihood than Western entities given con-
texts grounded in Arab culture. We also observe a
struggle on highly frequent entities when the model
is tested in English on Locations and Names, which
are rare cases where translations of Arabic entities
exhibit polysemy. For example, this happens with
the feminine name “ AJ
�

�
@” that is written as "Asia"

in English, matching the name of the continent.

D.2 The Impact of Word Polysemy
NER. Figure 16 and Figure 17 show the results
XLMRlarge and ARBERT on NER of the top-100
Arab and Western locations as a function of the
percentage of entities that match Arabic polyse-
mous words. We find the same trend observed
with Llama3.3-70b on extracted QA, where perfor-
mance becomes poor on entities that exhibit word
polysemy in Arabic (§4.2).

D.3 The Impact of Tokenization
We report the performance of a variety of LMs on
location entities as a function of how many tokens
they are fragmented into in Figure 18. Similar to
our observations in §4.4, we find that performance
improves as entities are tokenized into more than a
single token, and that LMs struggle with one-token
entities that exhibit word polysemy. We also see
that this issue gets worse as the number of Arabic
tokens in an LM’s vocabulary gets larger.
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Figure 16: Average NER F1 of XLMRlarge on the top-100 most frequent location entities in mC4 for each Arab
country (top) and Western country (bottom) in CAMeL-2.
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Figure 17: Average NER F1 of ARBERT on the top-100 most frequent location entities in mC4 for each Arab
country (top) and Western country (bottom) in CAMeL-2.
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Figure 18: Performance distribution of several LMs on Arab location entities as a function of how many tokens
they get tokenized into. Entities are separated based on whether tokens correspond to Arabic polysemous words. V
represents the number of Arabic tokens in each LM’s vocabulary.
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