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Abstract

Large language models have demonstrated out-
standing performance in various natural lan-
guage processing tasks, but their security ca-
pabilities in the financial domain have not
been explored, and their performance on com-
plex tasks like financial agent remains un-
known. This paper presents FinEval, a bench-
mark designed to evaluate LLMs’ financial do-
main knowledge and practical abilities. The
dataset contains 8,351 questions categorized
into four different key areas: Financial Aca-
demic Knowledge, Financial Industry Knowl-
edge, Financial Security Knowledge, and Fi-
nancial Agent. Financial Academic Knowl-
edge comprises 4,661 multiple-choice ques-
tions spanning 34 subjects such as finance and
economics. Financial Industry Knowledge con-
tains 1,434 questions covering practical scenar-
ios like investment research. Financial Secu-
rity Knowledge assesses models through 1,640
questions on topics like application security
and cryptography. Financial Agent evaluates
tool usage and complex reasoning with 616
questions. FinEval has multiple evaluation set-
tings, including zero-shot, five-shot with chain-
of-thought, and assesses model performance
using objective and subjective criteria. Our re-
sults show that Claude 3.5-Sonnet achieves the
highest weighted average score of 72.9 across
all financial domain categories under zero-shot
setting. Our work provides a comprehensive
benchmark closely aligned with Chinese fi-
nancial domain. The data and the code are
available at https://github.com/SUFE-AIFLM-
Lab/FinEval

1 Introduction

With the development of the financial industry, its
integration with large language models has become
increasingly close. The financial sector needs large
language models to process massive amounts of
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data, predict market trends, and optimize decision-
making processes, thereby helping financial insti-
tutions enhance efficiency and reduce risks. This
integration requires large models to possess criti-
cal capabilities in areas such as financial academic
knowledge, industry knowledge, financial security,
and financial agents. Financial academic knowl-
edge necessitates that models have a foundational
understanding of finance, serving as the baseline
for applying large language models in the financial
domain. Financial industry knowledge considers
language interactions in practical application sce-
narios, requiring large models to have generaliza-
tion capabilities across different contexts. Financial
security involves various aspects of privacy for in-
dividuals and enterprises, which is a priority for
the financial industry. Meanwhile, financial agents
represent complex tasks within financial scenarios,
involving numerous terms and methods that make
them difficult for ordinary people to navigate.
There are several well-established benchmarks
for evaluating English and Chinese foundation
models, such as MMLU (Hendrycks et al., 2021a),
BIG-bench (Srivastava et al., 2022) and GAOKAO-
Bench (Zhang et al., 2023). Nevertheless, there are
some significant drawbacks to these benchmarks
for financial tasks: they only cover a small por-
tion of the financial scenarios, and are not widely
applicable in real-world financial circumstances.
In addition, there are other benchmarks specifi-
cally designed to focus on advanced LLMs abil-
ities that become apparent as the scale increases,
such as hard math problem-solving (Hendrycks
et al., 2021b), and coding (Chen et al., 2021a).
Additionally, there are financial-specific bench-
marks such as FinQA (Chen et al., 2021b), Fi-
nancelQ (Duxiaoman-DI, 2023) and CFLUE (Zhu
et al., 2024). Although these benchmarks con-
tribute differently to financial tasks, they are all hin-
dered by their limited applicability in real-world sit-
uations, narrow scopes, and inability to adequately
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capture the complexities of financial reasoning. As
mentioned in He et al. (2024), with the rapid de-
velopment of LLMs, they are gradually acquiring
the ability to handle complex tasks, but there are
still privacy and security issues. Ding et al. (2024)
indicates that LL.Ms still face challenges in manag-
ing complex trading tasks in the financial domain.
Therefore, for tasks like financial security and finan-
cial agent, which are more closely integrated with
real-world financial scenarios and require higher
standards, appropriate datasets are needed to assess
LLM capabilities. Financial security emphasizes
that large models must ensure the protection of per-
sonal information and cybersecurity in real-world
financial applications. Meanwhile, financial agent
highlights the need for large models to possess
strong information processing and reasoning ca-
pabilities in the complex and dynamic financial
market, as well as the ability to flexibly use various
financial tools to decompose and solve complex
financial tasks. Therefore, evaluating LLMs’ ca-
pabilities in financial security and financial agent
tasks is crucial for the financial domain.

We introduce FinEval, an extensive benchmark
designed to evaluate the practical capabilities of
large language models in the financial domain, with
a particular focus on financial security and financial
agent tasks within the Chinese context. The dataset
contains 8,351 questions distributed divided into
major domains: Financial Academic Knowledge,
Financial Industry Knowledge, Financial Security
Knowledge and Financial Agent, as illustrated in
Figure 1. Financial Academic Knowledge com-
prises 4,661 multiple-choice questions spanning
34 subjects like finance and accounting, testing
the theoretical foundation of models. Financial In-
dustry Knowledge, with 1,434 questions, targets
real-world financial practices, covering areas such
as investment research. Financial Security Knowl-
edge is assessed through 1,640 questions, covering
eleven financial security tasks, including Security
Analysis, Vulnerability Protection, etc. These ques-
tions evaluate the comprehensive capabilities of
large language models in terms of security from
multiple dimensions. Finally, Financial Agent con-
sists of 616 questions, assessing the performance of
large language models under complex information
in real financial markets across three major dimen-
sions and seven tasks. Our experiments evaluated
various models, such as Claude 3.5-Sonnet, GPT-
40, Qwen2.5-72B-Instruct, and XuanYuan3-70B-
Chat, to demonstrate their capabilities in various fi-

nancial tasks. These models were assessed through
zero-and few-shot standard prompting, as well as
chain-of-thought prompting((Wei et al., 2022)).

In a series of experiments conducted under a
zero-shot setting to evaluate LLM performance on
financial knowledge, Claude 3.5-Sonnet performed
the best among over 19 models, with the highest
weighted average score (72.9). GPT-40 also demon-
strated strong capabilities, particularly in financial
security, achieving a notable score of 81.8. In addi-
tion, the open-source model Qwen?2.5-72B-Instruct
outperformed Claude 3.5-Sonnet in financial se-
curity and matched GPT-40 with a score of 81.8,
making it a highly competitive model in this do-
main. However, this level of accuracy and similar-
ity implies that there is still significant room for
improvement in the field of finance for all LLMs.

In summary, our main contributions include:

e We introduced Financial Security Knowledge
and Financial Agent based on academic and
industry knowledge in finance, creating the
first comprehensive dataset for evaluating fi-
nancial security and agent tasks in the finan-
cial domain. The emergence of FinEval ad-
dresses the shortcomings of existing financial
evaluation benchmarks, providing a compre-
hensive and in-depth assessment system for
evaluating large language models in the finan-
cial sector.

e Our work innovatively adds a comparison of
the capabilities of large models with those of
ordinary individuals and experts in the finan-
cial domain, providing a valuable reference
for the study of large models’ capabilities in
finance. The average result shows that large
models have surpassed the level of ordinary
individuals (30.1) in financial capabilities, but
there is still a gap compared to financial ex-
perts (85.9), indicating that there is room for
improvement in the capabilities of large mod-
els within specialized fields.

e Our dataset includes financial academic
knowledge derived from publicly accessible
mock exam questions, as well as financial in-
dustry knowledge compiled and totally rewrit-
ten by professionals in the financial field from
various publicly available financial websites.
Financial security knowledge is adapted from
SecEval (Li et al., 2023) and developed in col-
laboration with domain experts with over five
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Figure 1: FinEval is divided into four parts:Financial Academic Knowledge, Finance Industry Knowledge, Financial Security
Knowledge and Financial Agent. The number of each sub-dataset is indicated after the corresponding name.

years of work experience. The questions for
financial agents are manually created by fi-
nance experts. Answers are provided by GPT-
40 and have undergone multiple rounds of
review by financial experts. To better benefit
the research community, our dataset will be
made publicly available.

2 Related Work

General Benchmark Current general bench-
marks primarily focus on conventional tasks such
as natural language understanding, text generation,
logical reasoning, programming skills, professional
knowledge, and multi-turn dialogues. These bench-
marks rarely address tasks in the financial domain,
particularly the security issues that are highly val-
ued in finance and complex tasks like those in-
volving agents. There are several well-established
benchmarks for evaluating English and Chinese
foundation models, including MMLU (Hendrycks
etal., 2021a), HELM (Liang et al., 2022), AGIEval
(Zhong et al., 2023), CLUE (Xu et al., 2020), and
C-Eval (Huang et al., 2023). Other benchmarks
focus on large language models’ advanced abili-
ties, like hard math problem-solving (Hendrycks
et al., 2021b) and coding (Chen et al., 2021a),
which become more apparent as model scale grows.
Truthful QA (Lin et al., 2021) measures the au-
thenticity of language models when answering
questions. BIG-bench (Srivastava et al., 2022)

evaluates language models across various domains.
CBLUE (Zhang et al., 2021) is a collection of lan-
guage understanding tasks in the biomedical field,
including named entity recognition and informa-
tion extraction. GAOKAO-Bench (Zhang et al.,
2023) gathers questions from the Chinese Gaokao
examination to evaluate the language comprehen-
sion and logical reasoning abilities of LLMs. Simi-
larly, AGIEval (Zhong et al., 2023) assess the per-
formance of foundation models on human-centric
standardized exams, such as college entrance ex-
ams.

Financial Benchmark However, the availability
of benchmarks specifically catering to the finan-
cial domain remains limited, and current research
mainly focuses on the financial academic and fi-
nancial industry sectors. FLUE (Shah et al., 2022),
ConvFinQA (Chen et al., 2022), BBT-CFLEB (Lu
et al., 2023), and FinQA (Chen et al., 2021b) in
the English domain all focus solely on knowledge-
based question answering. In the Chinese domain,
FinancelQ (Chen et al., 2021b) also emphasizes
knowledge-based questions. CFLUE (Zhu et al.,
2024) provides questions and NLP tasks related to
Chinese financial knowledge, but its actual evalu-
ation tasks are still limited to the knowledge level
and do not include important topics such as finan-
cial security, nor do they delve into more complex
agent-related tasks designed for financial business
scenarios. Additionally, there is no comparison
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between large models and ordinary individuals or
experts in the financial domain, making it difficult
to accurately assess the true capabilities of large
models in financial scenarios.

3 FinEval Benchmark

3.1 Overiew

We introduce FinEval, a benchmark specifically
designed for evaluating large models in the Chi-
nese financial domain. Building on academic and
industry knowledge, we further upgrade our focus
to address important security and agent tasks in
real-world applications within the financial sector.

Financial academic knowledge and financial
industry knowledge encompass the fundamental
concepts of the financial domain, particularly the
subject-specific questions in academic knowledge
and various investment recommendations or other
specific tasks in industry knowledge. Financial
security knowledge is crucial for LLMs in the fi-
nancial sector, as it involves all aspects related to
user or enterprise information. LLLMs must possess
robust security capabilities to address the various
challenges faced by the financial industry. Finan-
cial agent tasks involve complex decisions and op-
erations that go beyond simple information process-
ing, requiring LLM to have a deep understanding of
financial data and the ability to analyze decisions.

As for the question type, financial academic
knowledge and security knowledge datasets pri-
marily consist of multiple-choice questions. The
multiple-choice questions follow a format similar
to that in Hendrycks et al. (2021a). In financial
industry knowledge, we differentiate between semi-
open questions (where the answers typically consist
of a few words or phrases, or are selected from spe-
cific options) and open questions (which require
long text responses) through objective short-answer
questions and subjective open-ended questions. For
the financial agent dataset, the questions are de-
signed as open-ended questions focused on agent-
specific tasks. The answers to these open-ended
questions are usually long text passages that encom-
pass various outputs, such as task steps, strategies,
and results, making them more suitable for com-
plex financial scenarios. Examples of all questions
can be found in Appendix B.

3.2 Data Collection
3.2.1 Data source and data quality

Our financial academic knowledge data mainly
comes from publicly accessible mock exams and
adaptations of questions from certification exams
or printed textbooks. The financial industry knowl-
edge data is collected and adapted from various
financial websites. All of this data is gathered and
adapted by professionals in the financial field, en-
suring there are no copyright or other issues. The
financial security knowledge data is adapted from
SecEval, with the adaptation and annotation work
completed by financial experts with over five years
of work experience. Similarly, the financial agent
data is produced by these experts in finance, us-
ing GPT-40 for answer generation and undergoing
multiple rounds of review by them.

In terms of data quality, the dataset is collected
and adapted by eight postgraduate students with
backgrounds in statistics and finance. Three fi-
nancial experts, specializing in evaluation logic
and content, strictly adhere to data quality require-
ments and are responsible for data quality checks.
They manually select and filter questions based
on multiple dimensions, including content, direc-
tion, logic, and difficulty. After the data adaptation
and annotation are completed, the three quality
checkers review all the data. Only when all three
quality checkers reach a consensus on all aspects
of the data is it retained; otherwise, it needs to
be re-adapted or annotated. Similarly, the finan-
cial security data is adapted and reviewed by the
three financial experts. As a result, a high-quality
FinEval dataset is obtained.

3.2.2 Data Processing

The academic knowledge multiple-choice ques-
tions in FinEval primarily consist of PDF files, with
most sourced from exercise sets in various text-
books, mock exams from different certifications,
and past exam questions. All questions in the finan-
cial academic knowledge have been processed and
refined to include only four options. The multiple-
choice questions for financial security knowledge
are handled in a similar manner, with financial ex-
perts also retaining only four options. The objective
short-answer and subjective open-ended questions
in financial industry knowledge, as well as the com-
plex open-ended questions in financial agent, are
all answered by GPT-40 and reviewed by domain
experts. All of the above questions are ultimately
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Figure 2: Examples of financial security and financial agent. For better readability, the English translation is displayed below the
corresponding Chinese text. Additional examples can be found in Appendix B.

converted into a structured format.

For subjects involving mathematical formulas
in financial academic knowledge, we convert them
into standard IATEX format, which is a typesetting
system commonly used for creating high-quality
documents, particularly in academic and technical
fields. IKTEX allows us to express mathematical
expressions directly using text format. Approxi-
mately 100 questions were handled for each subject.
Examples can be found in Appendix B

3.3 Statistics

The questions in FinEval contains four parts: Fi-
nancial Academic Knowledge consists 4661 ques-
tions and 34 distinct subjects, which are subse-
quently classified into broader categories, including
Finance, Economy, Accounting, and Certificate. Fi-
nancial Industry Knowledge consists of 1434 ques-
tions and 10 specific directions, which are further
categorized into three specific scenarios: Invest-
ment research, Investment Advisor, and Financial
Operations. Financial Security Knowledge con-
sists of 11 specific directions with 1640 questions,
which consists of four specific scenarios: Software
and Application, Network and Systerm Protection,
Security Analysis and Vulnerability Protection. Fi-
nance Agent consists of 7 categories of tasks and
616 detailed tasks in total. The task is divided into
3 different aspects: Reasoning and Planning, Long-
term Memory and Tool Application. All the detail
tasks and their broader categories can be found in
the Appendix C, as well as the number of questions
included in each task.

4 Experiments

Our following experiments show the evaluation
results of diverse LLMs on FinEval to analyze their
performance and provide baselines for future usage
of FinEval.

4.1 Experimental Setup

In this section, we will outline the experimental
setup utilized to evaluate the performance of LLMs
on financial academic knowledge, financial indus-
try knowledge, financial security knowledge and
financial agent. To gauge the adaptability of these
large language models, we conducted zero-shot
and five-shot with Chain of Thought (CoT). Ad-
ditionally, we provide specific examples on how
to design the prompts in Appendix B. Due to lim-
itations related to funding and other factors, we
extracted 20% of the total data as the test set for
the evaluation of the final results.

We selected accuracy as the metric for multiple-
choice questions in financial academic knowledge
and financial security knowledge. In financial in-
dustry knowledge, we use Rouge-L (Lin, 2004) as
the evaluation metric. Agent tasks are typically
more complex, comprehensive, and open-ended,
with the outputs of large models being longer and
more flexible. In such cases, using Rouge-L or
other objective evaluation metrics may not accu-
rately assess the quality of the model’s output.
Therefore, we introduced GPT-40 as a judge model.
The judge model scores the responses based on
predefined prompts by analyzing several aspects,
including the semantic relevance, coherence, logic,
and overall quality of the output in relation to
the task requirements. GPT-40 is capable of un-
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derstanding and evaluating the nuances of longer,
more diverse responses, making it well-suited for
assessing the quality of outputs in complex, multi-
dimensional scenarios. At the same time, we also
used Claude 3.5-Sonnet and Geminil.5-Pro as the
judging models to compare with GPT-40. The judg-
ing results of Claude 3.5-Sonnet and Geminil.5-
Pro, as well as the comparison of the scoring results
of the three judging models, can be found in Tables
26, 27, and 28 in Appendix D, respectively. The
judging prompt for scoring evaluation can be found
in Appendix B.

As aresult, our model evaluation encompasses
four types of scenarios: zero-shot prompting, five-
shot prompting, zero-shot CoT prompting and five-
shot CoT prompting. Due to the higher complexity
of financial agent tasks, we only conduct evalua-
tions on the financial agent data under the zero-shot
prompting setting.

4.2 Models

To achieve a comprehensive understanding of the
state of LLMs in the context of the Chinese lan-
guage, we conducted an evaluation of 19 high-
performing LL.Ms that can process Chinese input.
The detailed information about these LLMS partic-
ipating in the evaluation can be found in Appendix
A.

Closed-Source Models: In the realm of closed-
source models, we evaluated six leading, high-
performance LLMs provided by three organiza-
tions, including GPT-40 (OpenAl, 2024b) and GPT-
40-mini (OpenAl, 2024a) from OpenAl, Claude
3.5-Sonnet (Anthropic, 2024) from Anthropic,
and Geminil.5-Flash and Geminil.5-Pro (Team,
2024a) from Google.

Open-Source Models: For open-source models,
we evaluated seven mainstream LLMs capable of
understanding and generating Chinese, including
Baichuan2-13B-Chat (Baichuan-inc, 2023), Yil.5-
9B-Chat (01.AI, 2024), Yil.5-34B-Chat (01.Al,
2024), ChatGLM3-6B (THUDM, 2023), GLM-
4-9B-Chat (GLM et al., 2024), InternLM2-20B-
Chat (Team, 2023), InternLM2.5-20B-Chat (Team,
2024b), Qwen2.5-7B-Instruct (Qwen, 2024b),
Qwen2.5-72B-Instruct (Qwen, 2024a), etc.

Financial Domain Models: In financial
domain, we evaluated five representative
LLMs tailored for the financial tasks, in-
cluding DISC-FinLLM (Fudan-DISC, 2023),

FinGPTv3.1 (Al4Finance-Foundation, 2023),
CFGPT2-7B (TongjiFinLab, 2024), XuanYuan2-
70B-Chat (Duxiaoman-DI, 2024a) and XuanYuan3-
70B-Chat (Duxiaoman-DI, 2024b).

4.3 Results

We evaluated the models in four settings: zero-shot,
five-shot, zero-shot CoT, and five-shot CoT. How-
ever, due to the extensive variety, high difficulty,
and complexity of financial agent tasks, we only
evaluated financial academic knowledge, financial
industry knowledge, and financial security knowl-
edge in the other three settings, with these results
available in Appendix D. In the zero-shot setting,
we present the results of 19 models participating in
the evaluation across the four independent tasks.

Table 1 showcases the abilities of 19 models un-
der the setting of zero-shot. Among them, Claude
3.5-Sonnet and GPT-40 has shown outstanding ca-
pabilities with an weighted average score exceed-
ing 70 and performing the best in all four task cate-
gories. When comparing models across three cate-
gories, we find that overall, closed-source models
outperform open-source models, which in turn out-
perform models specialized in the financial domain.
Among the open-source general and financial mod-
els, Qwen2.5-72B-Instruct ranks the highest with
an weighted average score of 69.4. Following
closely are Qwen2.5-7B-Instruct, Yil.5-34B-Chat
and XuanYuan3-70B-Chat. This demonstrates the
outstanding capabilities of these open-source mod-
els in the financial domain. Furthermore, it can
be observed that general models rank relatively
higher compared to financial models, while ex-
cept XuanYuan3-70B-Chat, other fine-tuned mod-
els rank relatively lower, indicating that general
models perform better in financial domain and sug-
gesting their superior task generalization abilities.
In our five-shot CoT setting, Qwen2.5-72B-Instruct
performed exceptionally well, ranking first com-
pared to its third-place ranking in the zero-shot
setting. The financial large model XuanYuan3-70B-
Chat also climbed from ninth place in the zero-shot
setting to first place. This trend is also observed
in some later-released open-source large models,
such as GLM-4-9B-Chat. This indicates that open-
source large language models can enhance their
performance through prompt optimization guid-
ance.
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Table 1: Average zero-shot scores across four evaluated categories. We report the results under zero-shot setting for four
categories and one final weighted average: Financial Academic Knowledge, Financial Industry Knowledge, Financial Security
Knowledge and Financial Agent. For the scoring criteria for each section, please refer to Section 4.1. As for the details of the
models involved in the evaluation, you can refer to Table 3 in Appendix A.

Model Size Financial Academic Financial Industry Financial Security Financial Agent Weighted Average
Claude 3.5-Sonnet unknown 73.9 60.6 78.1 79.3 72.9
GPT-40 unknown 71.5 61.3 81.8 73.9 71.9
Qwen2.5-72B-Instruct ~ 72B 69.7 54.4 81.8 68.4 69.4
Geminil.5-Pro unknown 68.3 60.5 77.8 72.8 69.2
GPT-40-mini unknown 62.4 61.1 79.1 72.9 66.2
Geminil.5-Flash unknown 62.1 61.2 71.5 70.9 65.6
Qwen2.5-7B-Instruct 7B 62.7 48.3 71.7 66.7 62.3
Yil.5-34B-Chat 34B 59.5 49.6 76.0 66.0 61.5
XuanYuan3-70B-Chat ~ 70B 55.2 52.0 74.4 63.9 59.1
InternLM2.5-20B-Chat  20B 54.7 53.2 74.1 63.1 58.9
GLM-4-9B-Chat 9B 54.7 53.1 73.1 60.2 58.4
InternLM2-20B-Chat 20B 54.7 50.3 73.1 60.9 58.0
Yil.5-9B-Chat 9B 55.0 44.7 71.4 61.1 56.9
XuanYuan2-70B-Chat ~ 70B 52.8 46.6 68.0 61.7 554
CFGPT2-7B 7B 53.9 50.2 65.1 50.9 55.3
Baichuan2-13B-Chat 13B 41.1 50.2 61.6 55.7 47.8
ChatGLM3-6B 6B 389 48.6 48.2 49.6 432
DISC-FinLLM 13B 39.1 46.1 252 41.8 37.8
FinGPTv3.1 6B 25.3 36.1 22.7 31.2 27.1

Table 2: Performance comparison across ordinary individuals,
experts and LLMs (selected with top 2 model’s results within
each category).

Source Category Financial Academic Financial Security Average

Human Ordinary individual 35.1 26 30.1
Experts 84.9 86.8 85.9
Closed-source  Claude 3.5-Sonnet 73.9 78.1 76
GPT-40 715 81.8 76.7
General Qwen?2.5-72B-Instruct 69.7 81.8 75.8
Yil.5-34B-Chat 59.5 76 67.8
Financial XuanYuan3-70B-Chat 55.2 74.4 64.8
CFGPT2-7B 539 65.1 59.5

4.4 Contrast Analysis

To better evaluate the capabilities of large language
models and to make meaningful contributions to
model research, we organized a competition be-
tween these models, ordinary people, and financial
experts. In our dataset, we selected relatively eas-
ier multiple-choice questions as competition topics.
Considering that some question-and-answer items
may be difficult for ordinary individuals and that
a limited number of questions would not be rep-
resentative, we extracted 20% from the financial
academic knowledge and financial security knowl-
edge used for evaluation, totaling 260 questions for
testing.

For the ordinary participants, we randomly
selected three undergraduate students who had
no prior exposure to financial or security-related
knowledge. For the expert responses, we also ran-
domly selected three experts in the financial field
with more than five years of work experience to
participate in the answering. To ensure the valid-
ity of the results, all participants involved in the

testing have not been exposed to any FinEval ques-
tions. We present the comparison results between
the large language models, ordinary individuals,
and financial experts in Table 2. It can be seen
that in both the financial academic knowledge and
financial security knowledge test results, the per-
formance of closed-source, general, and financial
domain models far exceeds that of ordinary individ-
uals, with closed-source models and some general
models achieving notably high performance. How-
ever, the overall results of the large models still
have a gap compared to the experts, with the best
models showing nearly a 10% difference from ex-
pert results. Nevertheless, certain models, such as
GPT-40 and Qwen2.5-72B-Instruct, have demon-
strated capabilities in safety that are very close to
expert levels, with a gap of around 5%, reflecting
the current emphasis on safety in large models.

5 Error Analysis

To further identify the shortcomings of large lan-
guage models in financial knowledge and tasks,
we analyze the errors made by the model during
the testing process. Financial Agent includes a se-
ries of relatively open-ended, subjective tasks that
place high demands on the model, and the model
displayed a diverse and rich variety of error types
when completing more complex tasks. Three types
of errors were identified for answers that did not
receive full scores from the evaluation model: Logi-
cal Reasoning Error, Contextual Misunderstanding,
and Ambiguity Handling Weakness. Logical Rea-
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Error Analysis for Financial Agent Tasks

100
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Proportion (%)

Error Type
Logical Reasoning Error
mmm Contextual Misunderstanding
Ambiguity Handling Weakness

Figure 3: Error analysis results of ten models. Each bar represents the proportion of a specific type of error among all errors made
by a particular model. The sum of the values of the three bars for a model equals to 1, representing the total error distribution for

that model.

soning Error occurs when the model fails to draw
correct logical conclusions. Contextual Misunder-
standing happens when the model misses or mis-
interprets relevant context. Ambiguity Handling
Weakness refers to the model’s inability to handle
unclear or ambiguous questions properly. Detail
examples can be found in Appendix B. We selected
ten representative models and randomly sampled
27 erroneous responses for each model on each
task. The results are shown in Figure 3. Each bar
in the chart represents the proportion of a specific
type of error among all errors made by a particular
model.

Across all the erroneous responses, the average
proportion for open-source models in Logical Rea-
soning Error, Contextual Misunderstanding, and
Ambiguity Handling Weakness are 29.0%, 41.6%,
and 29.4%, respectively. In comparison, the cor-
responding average proportion for closed-source
models are 21.3%, 37.6%, and 41.1%. This sug-
gests closed-source models are better at reasoning
and understanding long texts, but more prone to
semantic issues and hallucinations. This could be
due to their larger parameter sizes, which, while im-
proving reasoning and comprehension, also lead to
over-interpretation of ambiguous content. Specifi-
cally, the results show that open-source models are
more likely to encounter Logical Reasoning Errors
and Contextual Misunderstanding, while closed-
source models are more prone to Ambiguity Han-
dling Weakness. For Logical Reasoning Errors,
models struggle with multi-step reasoning tasks,

often misusing formulas or making calculation mis-
takes. In Contextual Misunderstanding, models
fail to connect distant parts of the text. For Am-
biguity Handling Weakness, models have trouble
interpreting vague information, sometimes leading
to hallucinations. They often include unnecessary
tools or data in their responses, indicating a need
for better semantic understanding and relevance
filtering.

6 Conclusion

This study introduces FinEval, a benchmark for
evaluating large language models’ capabilities in
the financial domain. Unlike previous financial
evaluation benchmarks, FinEval delves deeper into
financial security and financial agent, covering
pressing security issues and complex agent tasks in
the financial field, assessing models’ security and
their ability to handle complex tasks. Our results
indicate that Claude 3.5-Sonnet performs the best
among the 19 models evaluated, but it still faces
challenges with more complex tasks. While it sur-
passes ordinary individuals, it has not reached the
level of human experts. This study illustrates that
although large language models have made certain
breakthroughs in the financial domain, they still
require a more in-depth and detailed understanding
to enhance their task generalization capabilities in
a wider and more complex diverse financial mar-
ket environment. As an important benchmark for
future research on large language models in the
financial field, FinEval provides a structured frame-
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work for measuring and improving the capability
of large language models, contributing to the devel-
opment of evaluation benchmarks in the Chinese
financial domain.

Limitations

Although FinEval has become a relatively com-
prehensive evaluation benchmark in the financial
domain, encompassing a wide range of financial
tasks, we acknowledge its limitations. With the on-
going emergence and iteration of data formats such
as image, audio, and video, there is an increasing
amount of multimodal data in the financial domain,
which presents a limitation for the current FinEval.
This limitation highlights the need to develop a
multimodal evaluation dataset as the next focus
for FinEval. We will recruit more specialized fi-
nancial personnel to collect additional multimodal
data related to the financial domain (especially fi-
nancial chart data, which is particularly important),
to evaluate a broader range of multimodal large
language models, ensuring that FinEval remains a
comprehensive benchmark in the financial field.
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A Evaluated Models Overview

We list the models we evaluated in this paper in
Table 3.

B Examples for FinEval

We list the examples of FinEvalin this paper in Fig-
ure 4,5,6,7,8,9, 10, 11, 12. In which, Figure 4, 5,
6, 7 are examples of zero-shot, five-shot, zero-shot
CoT, and five-shot CoT, respectively. Figure 8 is
an objective short-answer question, and figure 9
is a subjective open-ended question. Figure 10 is
an example in LaTeX format. Figure 11, 12 are
examples of two subclasses (API invocation and
task planning) under the theme of Financial Agent.
Figure 13, 14 are evaluation prompts for API in-
vocation and task planning respectively. Figure
15, 16, 17, 18 are examples of typical error LLM
makes in solving financial agent tasks.

C Detailed Statistics of FinEval

Table 4 presents detailed information on the four
sections of FinEval.

D Other results

D.1 Five-shot Results Analysis

In the five-shot setting across three financial tasks,
Claude 3.5-Sonnet achieved the highest overall
weighted average score (73.2). GPT-40 excelled in
Financial Security Knowledge with a score of 81.8,
while Qwen2.5-72B-Instruct performed strongly in
Financial Security as well, achieving 80.2. (Table
5).

D.2 Zero-shot CoT Results Analysis

In the zero-shot CoT setting across three finan-
cial tasks, Claude 3.5-Sonnet achieved the highest
overall weighted average score (72.4). Qwen2.5-
72B-Instruct led in Financial Academic Knowledge
(76.5), while GPT-40 excelled in Financial Security
Knowledge (81.8). (Table 6).

D.3 Five-shot CoT Results Analysis

In the five-shot CoT setting, Qwen2.5-72B-Instruct
achieved the highest overall weighted average score
(73.6), leading in Financial Academic Knowledge
(75.7) and performing well in Financial Security
(78.5). GPT-40 excelled in Financial Security with
a score of 81.2. (Table 7).

D.4 Comprehensive Results for Individual
Financial Tasks Across Four Settings

Evaluation results for finance academic knowledge
under four settings are shown in Table 8, 9, 10 and
11. Evaluation results for finance industry knowl-
edge including objective and subjective questions
under four settings are shown in Table 12, 13, 14,
15, 16, 17, 18 and 19. Evaluation results for finance
security knowledge under four setting are shown
in Table 20, 21, 22 and 23. Evaluation result for
finance agent under zero-shot setting is shown in
Table 24.

D.5 Results Analysis

The performance of various open-source models
varies under FinEval, and we analyze the reasons
as follows:

(DFirst, FinEval is quite challenging, closely
integrated with professional knowledge and real-
world business scenarios, providing a more realistic
reflection of the various models’ true capabilities.

(2)Second, most financial LLMs on the market
are derived from general base models that have
been trained, rather than being directly trained base
models. This can lead to some loss in capability.

(3)Third, the general closed and open-source
models that perform well in FinEval evaluations are
recognized as stronger LLMs in the current LLM
field, so it is normal for financial LLMs, such as
the XuanYuan series, not to perform exceptionally
well.

(4)Finally, many of the underperforming finan-
cial LLMs come from various universities or small
Al organizations, which typically utilize LoRA
fine-tuning. These models often lack vast comput-
ing resources, leading to poorer fine-tuning results.
Moreover, these financial LLMs have not under-
gone any updates or iterations, making their subpar
performance reasonable.

D.6 Comparative Analysis Under Different
Evaluation Methods

D.6.1 Correlation analysis between human
evaluation and GPT evaluation

In this section, we will demonstrate that GPT eval-
uation can replace human evaluation in large-scale
testing by analyzing the correlation between hu-
man evaluation and GPT evaluation results. Table
25 is the Spearman correlation matrix of human
evaluation scores and GPT evaluation scores for
Gemini 1.5-Pro across seven agent tasks, each task
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Table 3: Models evaluated in this paper. The "Access" column shows whether we have full access to the model weights or we
can only access through API. The “Version Date” column shows the release date of the corresponding version of the model we

evaluated.

Category Model Creator Parameter Access Version Date

Closed-Source GPT-40 OpenAl undisclosed APIL 2024.5
GPT-40-mini OpenAl undisclosed API 2024.7
Geminil.5-Flash Google undisclosed API 2024.5
Geminil.5-Pro Google undisclosed API 2024.5
Claude 3.5-Sonnet Anthropic undisclosed API 2024.3

Open-Source  Qwen2.5-7B-Instruct Alibaba Cloud 7B Weights 2024.9
Qwen?2.5-72B-Instruct Alibaba Cloud 72B Weights 2024.9
ChatGLM3-6B Tsinghua & Zhipu.Al 6B Weights 2023.10
GLM-4-9B-Chat Tsinghua & Zhipu.Al 9B Weights 2024.6
Yil.5-9B-Chat 01.AI 9B Weights 2024.5
Yil.5-34B-Chat 01.AI 34B Weights 2024.5
InternLM2-20B-Chat Shanghai Al Lab & SenseTime 20B Weights 2024.1
InternLM2.5-20B-Chat ~ Shanghai AI Lab & SenseTime 20B Weights 2024.8
Baichuan2-13B-Chat Baichuan 13B Weights 2023.12

Financial XuanYuan3-70B-Chat Duxiaoman-DI 70B Weights 2024.9
XuanYuan2-70B-Chat Duxiaoman-DI 70B Weights 2024.3
DISC-FinLLM FudanDISC 13B Weights 2023.10
CFGPT2-7B TongjiFinLab 7B Weights 2024.8
FinGPTv3.1 Al4Finance-Foundation 6B Weights 2023.10

N 1201 SEEAEI ) TS 2 AL M 200075 76, 201545 8120073 76, 20164E5 413007576, 20174 £120194E (KA 5 FlE & 4E 2980,

2020452 F SEIBLRTFIE8007T 76 42158 (¥ L0%FRINE B A AR

AT SR 20204 M RCAIE 507 70, M RIS AR K

SH e RBA T 20155 202048 AL R IR M T B SADANBL R BALHAL S BT A B BRI, 1 L TS BB 825%

U A W 20205 SERIT A Bt 880N T,

The total owner's equity of Company A was 20 million yuan at the beginning of 2015, and the loss was 2 million yuan in 2015 and 3 million yuan
in 2016. The pre-tax profit from 2017 to 2019 was 0 million each year, and the company achieved a pre-tax profit of 8 million yuan in 2020. The
legal surplus reserve shall be withdrawn at 10%of the net profit. The board of directors of the company proposed the annual distribution profit of
500,000 yuan in 2020, but it has not yet been submitted to the general meeting of shareholders for consideration. Assuming that the company does
not have other tax adjustments other than making up losses and other matters resulting in changes in owners' equity from 2015 to 2020, the
applicable corporate income tax rate is 25%. The total owner's equity of Company A at the end 0of 2020 is _ million yuan.

A. 2300
B. 2145
C. 2225
D. 2175
HRE: C
Answer: C

Figure 4: Zero-shot example of multiple-choice questions in Intermediate Financial Accounting. For better readability, the
English translation is displayed below the corresponding Chinese text.

samples 20% of its entire data for testing. The re-
sulting matrix is derived from the human evaluation
result matrix and the GPT evaluation result matrix.
The diagonal elements represent the correlation of
scores for the same task under both evaluation sys-
tems, while the off-diagonal elements represent the
correlation of scores for different tasks. The corre-
lation coefficients for human evaluation scores and
GPT evaluation scores for each task are 0.66, 0.84,
0.68, 0.85, 0.85, 0.63, and 0.55, with an average
correlation coefficient of 0.72. The similarity for
each task are 0.70, 0.63, 0.70, 0.96, 0.67, 0.74, and
0.93, with an average similarity of 0.76. It can be
seen that the GPT evaluation scores have a high cor-

relation with human evaluation scores, indicating
that GPT can replace human scoring in large-scale
testing.

D.6.2 Evaluation Results Using Different
LLMs as Judges

We employed Claude-3.5-Sonnet and Gemini-1.5-
Pro as judges to score Agent tasks according to
expert evaluation criteria in order to compare their
differences with GPT-40. We conducted tests on
five closed-source LLMs that participated in the
FinEval evaluation. The results of Claude-3.5-
Sonnet are shown in Table 26, the results of Gemini-
1.5-Pro are shown in Table 27, and the comparative
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UL ARG T S 22 0 S TUE PR, e tH L i IE R R

The following are multiple-choice questions about finance. Please choose the correct answer.

AL Z AL AR BN E 1005 TR fh, AR E /104N A AT 0K Falk s 2l [MfE B .
Company A provides Company B with a product worth 1 million yuan, and Company B promises to pay the payment in 10 installments. The credit form between Company A
and Company B is .

A EZER

A. National credit

B. [ %5 H

B. Indirect credit

C. kA=A

C. Commercial credit

D. JH #ef5

D. Consumer credit

ER: C

Answer: C

FESEW. TA00TCIIfiESF, LASOTGITHIEBLARAT, HAtmaisAn .

A bond with a face value of 100 yuan, a maturity of 5 years, and issued at a discount price of 80 yuan. The coupon yield of the bond is .
A. 4%

B. 20%

C. 5%

D. 16%

BHR: C

Answer: C

...[5-shot examples]...

Rede e B35 T, REFIRAT AHOTIBRITCSR, RTAHER, FEMLRHRE, AHIFR T —iK1007 6MRITICSRE. SATRIX WS TRITIN .
A company applies to a bank to issue a bank draft for business needs. After review, the bank agrees to issue a bank draft worth 1 million yuan for the company. This business of
the bank reflects the bank's o

A fE T A IRAE

A. Credit intermediary function

B. SZfeh AN ERE

B. Payment intermediary function

C.ALBE TN A B AR ik

C. Monetization of income into capital function

D. i3 fi5 i 3 T H AR

D. Creation of credit circulation tool function

BR: D

Answer: D

Figure 5: An instance of five-shot evaluation. The red text denotes the response automatically generated by the model, with the
preceding text being the input prompt. English translations for the related Chinese text are provided beneath.

results of the three judging LLMs are shown in Ta-
ble 28. From the comparison of the results, it is ev-
ident that the three judging LLMs performed differ-
ently. GPT-40 was stricter in its evaluation, while
Gemini-1.5-Pro was more lenient, and Claude-3.5-
Sonnet fell between the two.
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IS S F LA AR L P .

Which of the following is not included in the installment payment business service fee?
A IR TSRS

A. Installment service fee

B. AT FLETR

B. Early repayment fee

C. SRS T 2 9

C. Installment extension fee

D. 2RI T4 3%

D. Early repayment extension fee

&% D

Answer: D

ERAT— B

Let's analyze step by step:

LA 7P UERF LS W AR,

1.A. Installment service fee: A common type of fee.

2.B. RATEFTFLED: SEATIEFRI T RE L K2 -

2.B. Early repayment fee: A fee that may be charged when repaying early.

3.C. TR R T g S I R AE AR B

3.C. Installment extension fee: A fee that may be charged when extending the installment period.
4.D. EANEF R T L0 RATIERAVR AN RIS, AN AT RERINAF7E
4.D. Early repayment extension fee: Early repayment and extension are opposite concepts; they cannot coexist.
SHTEL, IEFE S D. RIS R T4 2k

5. Therefore, the correct answer is D. Early repayment extension fee.

Figure 6: An example of zero-shot CoT evaluation. The red text is followed by the response automatically generated by the
model. The English translations for the related Chinese text are provided below.
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LR 2 [ ¢ Fbanking_practitioner_qualification_certificate™ 5 i) SLIJUE £ 8, 153 Hh L AP I IE A& 5% .

Below are single-choice questions about the banking_practitioner_qualification_certificate exam in China. Please select the correct answer.

FAISRT BN S B, BEEARIE .

Which of the following statements about financial management services is incorrect?

A ZEEEMIRSS T, HRAT AT BALE 2 AR — g XU

A. In comprehensive financial services, banks can allow customers to bear some of the risks.

B. 5 BRI R S5 AR B, A BRI R 5% S SR A R AL

B. Compared to financial advisory services, comprehensive financial management services emphasize personalization more.

C. FANARATAL S5 B 7 $R Aol it A, S8 S 20 2 4R A3 A T O MR 55

C. In private banking services, in addition to providing financial products, it is more important to provide comprehensive services.
D. FANARAT AL 55 AR A N BRIk 55

D

. Private banking services are not personal financial management services.

B RN S BE

Answer: Let's think step by step,

1o BRL S Al Ay AL % (RS - MEEES (RS MAANRTIES RS =4AEK.

1. Financial management services can be divided into three levels: financial management services, wealth management services, and private banking
services.

2. FANRATILSS OIR%5) BR T &AL fh™ fh 4k, 508 B R SR A i 1 55

2. Private banking services, in addition to providing financial products, more importantly, provide comprehensive services.

BT A S8 2D

So the answer is D.

ceneeenenenes (HiABAAN T DB )

.................. (The other four examples have been omitted.)

B9 28w AN N SR Fh ™ S A AT AR S5 I E A R0 .

The marketing channel that can provide a variety of products and comprehensive services to companies and individuals is .

A i A DO LA A AR B. ko i ALAG T A R

B. High-end branch marketing channels B. Professional branch marketing channels

C. FRE AN ML E R D. 477 {0 P i HLAA E A R

C. Retail branch marketing channels D. Omnidirectional branch marketing channels

F ARRMN—B B EE,
Answer: Let's think step by step,
LB IR R O R SR i AR 55 1 B B, AN TR ST I I LR 2 SRS R U R 55

1. Marketing channels are an important way to provide customers with products and services, and different types of branch institutions will provide

different levels of services.

2. A AL LA E A R . RO R A 7 PR O R IR SS, T REAS LA T ) 0 R ) AT AR 55

2. A. High-end branch marketing channels: mainly provide exclusive services for high-end customers, which may not include comprehensive services
for ordinary customers.

3. B, Tl W AL E AR R BRSNS, AREE ST E SRR

3. B. Professional branch marketing channels: mainly provide services in specific professional fields and cannot cover all the needs of customers.

4. Co FEMP MBI RE: ERmAFEZS, RSN REE—, NREN LA F AN F 52 44 ik s .

4. C. Retail branch marketing channels: mainly face retail customers, and the service objects are relatively single, and cannot provide comprehensive
services for companies and individuals at the same time.

5. D. @77 (0P s HLAAE AR B A S, R A m AN N AR AR R A TR S5, R SR TR

5. D. Omnidirectional branch marketing channels: as the name suggests, it can provide a variety of products and comprehensive services to companies
and individuals, covering the broadest range.

PRk, D IR, BIJy4s 77 A W s LA AT LA AS [R) 2 f0 70 7 B 43t 20 Hof Ak B e 55 A7 ot o

Therefore, option D is correct because the omni-directional branch institution can provide a variety of services and products to different types of

customers.

Figure 7: An example of five-shot CoT evaluation. The preceding text serves as an example, for convenience, the other four
examples have been omitted. The red text is followed by the response automatically generated by the model. The English
translations for the related Chinese text are provided below.
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THFIRT LA N BB R B TS 4, Par, PURIGZ TRk, A2y, REmETm 35 Rimbia
R TT A 220, EL BRI AT A AR Y PR EE i 20 1) P AR BRI (RIS Sl T & AR A TRERIAEER TS, K
ReFOEA T RIFRERI S, AKX LI o B A& sk 58 1l 7 L BRI L A Y S fF o X TSR SRR RAL T =,
e ] AR R as ke T, BRI RN A S R, AFHUTEA RALE A AT Al4: AN
EER, FEAIGCEORIIINEE T, RIEAER. FRITTRNIERATT K BERETT, EATREE R AL I H R AR o
Please classify the emotions of the following investors as negative, neutral, or positive, without analyzing, only indicating
the category: Based on previous game development experience, the two key aspects of interactive drama game
development are content filming and production, and subsequent gamification development. In the content filming and
production phase, Feitian Yundong already has a strong reserve of short dramas, which provides favorable conditions for
quickly transforming these short dramas into interactive drama games. As for the subsequent gamification, with the
support of the company's self-developed editor, the development of interactive segments is relatively easy. At the same
time, the company is also investing in Al-generated scripts, Al video editing, Al-generated interactive content, and other
technologies. With the support of Al and GC technologies, the efficiency of plot generation, short drama development, and
gamification development is expected to increase, and there is a greater possibility of forming an industrialized
production workflow system.

BE: T

Answer: Negative

Figure 8: An example of objective short-answer questions in Financial Sentiment Analysis. For better readability, the English
translation is displayed below the corresponding Chinese text.

T AL s RS2 AT VAl 57 5 43 % FX) DR A ] 41 2

Question: How should I assess the risk and return of bond investments?

B VA GRS XU A 4 — SRR A I BT R AR, DU R — S i

Answer: Assessing the risk and return of bond investments is a key investment decision process, and here are some suggestions:
LERUHRRAE: SBEIRETARGEHITL. TSR A5, PRI A B A& R .

1. Diversify your portfolio: Spread investments across bonds with different credit ratings, industries, and maturities to reduce the
overall risk of the portfolio.

2 RVENS SR PRI S5 IR R AF A5 PP LR B2, BARRARAS XUz

2. Pay attention to financial health: Opt for bonds with good financial conditions and higher credit ratings to mitigate credit risk.
3EE M I AR WA TGRS, TR (i i) TR R 627 MIAEZ R EN, 7T Ak 25 R (R E
AN 5 [ 4R o

3. Consider the market environment: In a favorable macroeconomic environment, you might lean towards bonds with lower risk and
lower returns; while in a weak economy, you might need to focus more on preservation of value and higher returns.
AEMERTAL: S SRS, RIENSMAET AR, R R A LGN AW A8

4. Regularly re-evaluate: Periodically review your portfolio, paying attention to changes in the market and economy, and adjust your
portfolio as needed to adapt to the evolving environment.

R, BB IR R ROZ S AR A BE H bR XU 2K 2 Ak 0 AN B AL A A — B e, SRR KIS S, B
FAI R SR AL 14 20 AT A2 B #5258 1 O B

Ultimately, the choice of bond investments should align with your investment objectives, risk tolerance, and investment time horizon.

Remember, investing is a long-term activity, and rational decision-making and cautious analysis are key to successful investing.

Figure 9: An example of subjective open-ended questions in Financial Investment Advice. For better readability, the English
translation is displayed below the corresponding Chinese text.
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WX _{1},X_{2},\cdots,X_{n}$4&K H IEAEMAIN(\mu, \mgma" 2D$H— D RTRBEHUFEA, $\sigman {2} AR ARAUSAG T4
$\hat{\sigma} A {2}=\frac{1}{n\sum_{k=1}A {n}(X_{k}-\bar{X}) A{2}$]U$\hat{\sigma} A {2}$ T i T 53 A & o \n
A$N(\sigmar{2},2\sigmar{4})$\n B‘$N(\sigma/\{2),\sigma/\{4})$\n C.$N(\sigma {2}, \frac{2\sigmaA{4}}{n})$\n

Let $X_{1},X_{2},\cdots,X_{n}$ be a simple random sample from a normal population $N(\mu,\sigma”{2})$. The maximum
likelihood estimator of $\sigma”{2}$ is given by $\hat{\sigma}"{2}=\frac{1}{n}\sum_{k=1}*{n}(X_{k}-\bar{X})*{2}$. The
asymptotic distribution of $\hat{\sigma}*{2}$is ___.\n A. $N(\sigma”{2},2\sigma”{4})$\n B.
$N(\sigma”{2},\sigma”{4})$\n C. $N(\sigma”{2},\frac{2\sigma”{4}}{n})$

EH: C

Answer: C

Figure 10: An example of ITEX format in the subject of Statistics, under the category of economy.

yinance f&—*Python#, HiF MYahoo Finance KHUARkEmlrA il . THEOL /U7 AN FEBEEE. FREL Btdr. BRTOO AR RS il S5 SRl il 4 1 S A S 40
REfIM, yfinance S FERHUBEE I M TAIRERUR, CURELIRRE, MAZ A NS, BUTE, IRIIES R ylinance SRENetflix (BERARES: NFLX) Filid
LJe RERED: DIS) 7R %R TR . WFRIBAPHIE, (ReEABRIEREIIXAFR?

yfinance is a Python library used to retrieve global financial market data from Yahoo Finance. It provides access to historical and real-time data for various financial products such as
stocks, indices, bonds, currency pairs, and commodities. Specifically, yfinance also supports obtaining market depth data for stocks, including bid/ask depth, volume, and prices. Now,
your task is to use yfinance to retrieve the monthly average volume for Netflix (stock code: NFLX) and Disney (stock code: DIS) over the past year. How would you proceed to
achieve this requirement based on the API description?

o B Cyfinance' FRIN Netflix (BEEAAG: NFLX) Aliditje (BHARES: DIS) fEid 2 —4Etg A PHmagit, (KT CAEIR LU IR

Answer: To retrieve the monthly average volume for Netflix (stock code: NFLX) and Disney (stock code: DIS) using yfinance, you can follow these steps:

1A TN yfinance®*: Hifi Tl %24 ‘yfinance’ fE. WURMAZSE, AILLE pip %4, #R/5F N "yfinance' FE

1.**Install and import yfinance**: Make sure you have the yfinance library installed. If not, you can install it using pip. Then import the yfinance library.

pip install yfinance

import yfinance as yf

2RI EEA**: B yfinance’ RAREL Netflix i A AGH . - 7 24 e SRIDCELR (R 13 R i & — 4.

2.**Retrieve stock data**: Use yfinance to retrieve the stock data for Netflix and Disney. Specify the time range to be the past year.

from datetime import datetime, timedelta

# RIS R H S —SERi ) F Y

# Get today's date and calculate the date one year ago

today = datetime.today()\none_year_ago = today - timedelta(days=365)

# 5] yfinance FRHRUREREIN 1B A A SR A

#Use yfinance to get the stock data for the specified time range

nflx = yf.Ticker(\"NFLX\")\ndis = yf.Ticker(\"DIS\")

nflx_data = nflx.history(start=one_year_ago, end=today)\ndis_data = dis.history(start=one_year_ago, end=today)

3 PRI BT RS fs: SRR S M AT b8, DASRIURE A B P A i AT LB BRI B H e, IR SR A 1 P8 s skl
3.**Extract monthly average volume**: Process the retrieved historical data to extract the monthly average volume. This can be achieved by resampling the data to a monthly
frequency and calculating the average volume for each month.

import pandas as pd

# ERFEBIARE, JFIHERH PR Ras s

#R ple to monthly and calculate the average volume for each month

monthly _avg volume_nflx = nflx_data['Volume'].resample("M').mean()

monthly avg volume dis = dis_data[" Volume] resample('M').mean()

4xxl g e A TR

4.**QOutput the results**: Print out the monthly average volume for each stock.

print(\"Netflix Monthly Average Volume:\")

print(monthly avg_volume_ nflx

print(\"\\nDisney Monthly Average Volume:\")\nprint(monthly_avg_volume_dis)

BORFA R Netflix Rt fR5et 3 —4Eriig H RGPS Es . EIRIIASB IR SRR, ST R B AT IR, S BB, i Rk
This will give you the monthly average volume for Netflix and Disney over the past year. Please try these code snippets in your local environment, and if you encounter any issues
during the execution or need further assistance, feel free to let me know!

Figure 11: An example of API invocation by financial agent evaluation. The red text is followed by the response automatically
generated by the model. The English translations for the related Chinese text are provided below.
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T R S IR R LIRIZ] BUt300ASY, BHSSTATE, WEMIAH, #ideRRHTESIREH— i mE AR,

Question: Organizing the "Financial Technology and Global Economic Integration Forum" with an expected participation of 300 people, a budget of 550,000 RMB, and a duration of four months, to discuss the role and challenges of financial technology in global
economic integration.

R BN ART SRR SR iglRR—AMEEAA He BREBIENTGE. 25 \ERINFIRES, LUR RS HLD AL
Answer: Organizing a forum on financial technology and global economic integration is an important and challenging project. Considering your budget, number of participants, and the timeframe, here are some key planning steps and suggestions
1. FRRRIURR SR

### 1.Goal and Agenda Setting:

- UIERERI R BRI TR

- Clearly define the main objectives and expected outcomes of the forum.

- BUEAARE, GEEEEE. MR, BT e

- Develop a specific agenda, including keynote speeches, panel discussions, interactive workshops, ete.

- F TR LR, ¥ RS .

- Invite experts, scholars, and industry leaders in the field of financial technology and global economic integration as guest speakers.

4 2. 3R 1 Wi

### 2.Venue and Date Selection:

- R ARTLVEIAE D300 AMTHL, W R R ERRE R .

- Choose a venue that can accommodate at least 300 people, ensuring sufficient meeting rooms and breakout spaces.

- HEIREHEROIUA A, BUR UM, HRAWEE & KT R,

- Considering the four-month timeframe, book the venue early and ensure the dates are suitable for the majority of the invitees.

4 3. TSR

## 3 Budget Planning:

- SSAZMBHREAM A TIAME, Brli CTREEMZERRMERERD | SIebRl, HARSR, BRSE.

- Allocate the 550,000 RMB budget appropriately for venue rental, guest invitations (which may include travel and accommodation expenscs). promotional materials, technical support, catering services, ctc.
- BRI T AU S

- Reserve a portion of the budget for unforescen expenses.

i 4. BARUASE S 5%

### 4.Promotion and Participant Recruitment:

- R BT, G, LSk, SlibiRSIE.

- Develop a comprehensive promotional plan, including social media, industry partnerships, professional forums, etc.

- TPREESIRY, SRS REURS EE S 5%

- Open online registration, offering early bird and group ticket discounts to attract more participants.

5. ARRIR 2

## 5.Technical and Logistics Arrangements:

R R R

- Ensure the venue has a stable network connection to support presentations and online streaming.

- s , I i
- Ammange professional audio and video equipment to ensure all specches and discussions are recorded and disseminated clearly.
### 6. BUERIPAG

### 6 Follow-up and Evaluation:

- RfEMCRREE, TERIENEAERECR.

- Collect feedback after the forum to assess its impact and effectiveness.

12 #,

- Consider producing conference proceedings and summary reports for future reference.
BN, IR L R Ji, RAETT AR SRR T AR AR B T BB XUUEREATE SRR PRI SRUERHE (RegTech) 5.

Additionally, considering the current global economic situation and the rapid development of financial technology, key topics that the forum can explore may include digital currencies, cross-border payments, the application of blockehain technology in financial
services, regulatory technology (RegTech), etc

TR AIAETF AT — AN VEANIR (LA ST ROE, AR DA AR B TG ] LIRS AN . ah B Aptt it 7 T & iTo

Ensure there s a detailed timeline and responsibility assignment sheet starting from now so that cach team member is clear about their tasks and deadlines. Successful execution of such a forum requires close collaboration and efficient execution from the team.

Figure 12: An example of task planning by financial agent evaluation. The red text is followed by the response automatically
generated by the model. The English translations for the related Chinese text are provided below. Due to the inconsistency and
complexity of the data in seven sections of the financial agent, we have only provided examples for two sections. For other
examples, please refer to https://github.com/SUFE-AIFLM-Lab/FinEval.
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https://github.com/SUFE-AIFLM-Lab/FinEval

fE “4. RIS EE” B, RIS, EEARRTFagent MIF R WK “3. AR AT RPN AR AR FI R HEATIPS . BSOS,
(ERZHATHIH | RTG53 5

In section “4. Questioning and Answering,” the questions refer to the given problems, while the answers are the responses provided by the evaluated agent. Please strictly analyze the
questions in accordance with the criteria outlined in section “3. Evaluation Standards” and score the answers based on these standards. Evaluate each criterion individually but do not output
the scores for each. At the end, provide me with the total score only.

3. VEAMRAE DAF ORI T4 i A -

BEFIE] (253) A0Sy, AnRAgent A RILHI N HR FIAPTRIR M AT ; SRAgent B A WIHHEIE . /MHC0. 557, AIRAgentRILH T X R MAPTHIR ZEATRAR, (HELfR
H—ERZE. 215, MRAgent MUIEA EFEMFAPIHIA, EREUIHHE HHHTH WAPIZHAE GBI, 04T o 2HE24r, anRAgent AESERIH ARt o 6 FHAPT 58 F
FE55, AFREAFAPTHHN . it AT RERR ] .

AREGSEBL (34) :4YEL0SY, WiRAgentFEABA 4 HAEFTA ARG SCBLBRAFAE VF 2 HHRAER . B KRR (EAgent BT RR R SCFrea ARG . AMAC1SY, WiRAgentiROET
A ARG SCBUEAFAE — LR BRI, /MAC24Y, W RAgent K (Kapi &3 EM A B/R A e A MR £I3S, WIRAT Agent$RGE T sa B, IERMKATILEL,
ALV FAPT 32 B AR FEAP T3 [2] () 5047 o

FARMEIE T (24D HMEL0SY, WIRAgentFEATEIRALEAN ST APTIR [l (R 450 B S8 A R BRIRBE B BE; 3R KA BRAE R ATHEAR R SEhRes RAE T 5 AMECLSY, AR
Agent AEFEALCFRAN ST AP R [ (BB H AP TR BEBR) BEAR AL o 43FiC24r, nRAgent/RoR T Wik (ISR ALERAN ST EeTS, R AR -h 4R B A R BE A AL o

SRMEHMER TR (250 HR0%, WRAgentiR BRI RIEARHREATEIZ M), RIAT e AATRAES (AIFEL B RALHE) o RIS, WRAgenti®
5 () 45 AL AR TER, (BB RBANY BB A HER . HH25y, W0 RAgent (A SE AR, A BIRAET MM B .

THMIEEARE (140) 5H0%, WRAIRAgent i EIF AR RA T EEME, HAC0. 55, WiRAgentMIEIZETIEE, (HATREAFAE— BT A TEMERAS LG, SRESET
T BIR, FERDERGEESRLIS, WRAgentMFIZEE 5 RIATW, BEHAARL, 5 THE.

3. Evaluation Standards The following are the evaluation standards based on a 10-point scale:

Understanding and Planning (2 points): 0 points: if the agent shows no basic understanding of the API description in the question or does not provide a clear answer. 0.5 points: if the agent
shows some understanding of the API description but with notable misinterpretations. 1 point: if the agent not only correctly understands the API description but can also clearly identify the
required API functionality (e.g., data retrieval, analysis). 2 points: if the agent precisely plans how to use the API to plish the task, including understanding the API’s inputs, outputs,
and limitations.

Code Implementation (3 points): 0 points: if the agent provides no useful code implementation or there are significant errors and omissions; or if the agent describes a large number of
operations without providing code. 1 point: if the agent provides partial code implementation with some errors or omlssmns 2 points: if the agent 's API calls are mostly correct with only
occasional incompleteness or minor errors. 3 points: if the Al agent provides a complete and correct code impl includi ly calling the API and appropriately handling
the returned data.

Data Processing and Analysis (2 points): 0 points: if the agent is unable to process or analyze the data returned by the API, or the analysis lacks sufficient depth or breadth; or if many
operations are only described without actual methods provided. 1 point: if the agent can process and analyze the API’s returned data, but the depth or breadth of analysis is lacking. 2 points:
if the agent demonstrates advanced data processing and analysis skills, extracting deep insights from the data.

Result Accuracy and Completeness (2 points): 0 points: if the agent’s returned result is largely incorrect or unacceptable, or the task is not completed comprehensively (e.g., skipping
specific implementation in the analysis). 1 point: if the agent’s returned result is mostly correct but lacks key details or has partial inaccuracies. 2 points: if the agent’s response is completely
accurate, with no critical information omitted.

Clarity and Expression (1 point): 0 points: if the agent’s response is largely unreadable. 0.5 points: if the agent’s response is readable but may have some unclear language or organizational
issues; or the response is overly verbose with unnecessary information. 1 point: if the agent’s is clearly d, well-or; d, and easy to understand.

4. RESEZ £, BE{}

4. Questioning and Answering Question {}:Answer {}:

5. VERRHIR: (DA HBL “IBE” WK AR, H AN FEEE EET TS, AREAEMU. Q) PSR, IRTEEEA R P X TR
SRRy T T A E A AT T DRI P of b R R (K BB AT R . ORI QIR RESUE BLBEAT, X BRI N R EZ I, agentf (K454 R 242
M B e AT, (3) WU A MAT AR, B R R AT AR . RATRE A intslf loat M%F, W2, 7EHHINHRIR IR B T $.

5. Notes: (1) If there is content under a "follow-up question" section, please ignore it and only score the answer to the first question without providing any explanation. (2) When scoring,
assume that the user receiving the answer has no knowledge of the field or programming. Therefore, the user will strictly follow the given instructions. If the provided instructions cannot be
executed directly, the answer should be considered unacceptable. The agent's instructions must be clear, specific, complete, and executable. (3) Please output only the final score, ignoring
intermediate explanations and analysis. I only need a single integer or float number, such as 2. Before outputting, ensure that only the number is returned.

Figure 13: The evaluation prompt of API invocation by financial agent evaluation.

REBIR—ADT, 55— ANFHATEIE, RPN ARHEXT T 4 B AT 20
I will give you a 'question' and a 'response to be scored.' Please score the 'response to be scored' based on the scoring criteria.
BIZIER: IRRABEEE MR FRRES, W2 AFELERIFN SR, ERERSASS .

Response requirements: You only need to reply with a single number representing the total score, such as 2', without providing the detailed scoring process. Please do not give 5 points

. mg'& AR R e A T BT S SORLABEROARHT . IN15Y e

. R RS MRIBR OB AR e A, ARER . In1s.

. BEMERREE. NN, BEER, 5THEM. is.
SCRIPERIATATHE: SR 007 R SR SeH, A RN, 1.
L GUBTIE: SREET QURTE R RS IR R 15Y .

. WSSy, RO, 1, 2, 3, 4, SAMNET.

coring Criteria:

p The task planning fully covers all key pomts and necessary details. Add 1 point.

. Accuracy: The under wdi of the task planni is entirely with no incorrect information. Add 1 point.

. Logical Structure: The structure is clear, logically coherent and easy to understand. Add 1 point.

. Practicality and Feasibility: The proposed solution or information is highly practical and feasible. Add 1 point.

. Innovation: The response provides innovative insights or unique solutions. Add 1 point.

The full score is 5 points, and you only have six options: 0, 1, 2, 3, 4, 5.

EL {} FTAEE:

Question: {} Response to be scored: {}

FEISRER: WRRTEEE-MFRRBSY, W2, AHELEKTESERE. PRAEREIRET 2. IARER 5SS
Response requirements: You only need to reply with a single number representing the total score, such as 2, without providing the detailed scoring process. Strictly follow the scoring
criteria. Please do not give 5 points lightly.

TN BE LW, A WD~

Figure 14: The evaluation prompt of task planning by financial agent evaluation.
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Question Type: Financial Industry Knowledge - Investment Research - Financial Text Summarization (4:filisCAHE%E)

BB (E5H2TH A R E BT AR RS (FEgRS) #2023 [E B AR b, b EHER SRHE I RE R KGR NERR, Bl AT BT “HREHA,
TR R SRR, (RRER T GRS TR R AR FbR, 0 RAF i A W E VB AR B R (K S U P o BEINOR 0B, RREAtt bl A m) B pe e
PRI, RAE LA R R R

Material: At the Annual Meeting (Board of Directors) of the China Association for Listed Companies and the 2023 China Listed Companies Summit held on May 27th,
Jiang Dongxing, Deputy Director of the Technology Supervision Bureau of the China Securities Regulatory Commission, emphasized that listed companies should aim to
“embrace the new development philosophy, build a new development pattern, and promote the integration of the digital and real economies." Listed companies are
expected to play a leading role in the wave of digital transformation among enterprises. Efforts should be intensified to continue driving the digital transformation of listed
companies, improving efficiency, and enhancing the quality of development.

BHEER: E SRR R AP KA REHERE A7 B AL

Good Answer: Jiang Dongxing from the Technology Supervision Bureau of the China Securities Regulatory Commission: Intensify efforts to promote the digital
transformation of listed companies.

GPT-4ofyet : -1l 20 ) 42 51 AMUMr A AE Y, (R meG LR S o

GPT-40 Answer: Listed companies should lead the digital transformation and promote high-quality development.

Figure 15: An example of error model(GPT-40) encountered while solving a financial text summarization problem related to
handling long texts. The expected answer was to include both the entity announcing the policy and the policy content, but the
model’s output only focused on the latter part of the material, addressing the policy content, while neglecting the entity that
announced the policy at the beginning.

6277



Question Type: Finance Agent-Reasoning and Planning-FinCoT (E4:%)
R BB AR, 407 e TEE A, DIBEHLE R &S, 6077 el TishsiA, CUWEEMEASTE %
HSESTEN SIS T 405 78) » — B EERUE, A KRR N E R AN1008\\%S. B4, ZeKFHFIESRS .
Question:A company invested 400,000 yuan in fixed capital to purchase machinery and equipment, and 600,000 yuan in cwculatmg
capital to buy raw materials and labor (of which 400,000 yuan was used to pay for labor). After one round of production, the company
had a surplus value rate of 100%. What is the company's average profit rate?
WIS R RESR:
1 e b B
P = BERA + WA
= 407 7C + 6073 7T
= 1007570
2) WERRMNEE:
FIRMEF = FRMNE / TEHEA
EAFRMEFN100%, XERE R RN EETATRRTA.
3) IHEMAERA.
AEGEA = RIARME
T SES5 3 334 T 407576, XA AR BEA, RS 8l Jy R A P i R o T LU= A R R A (B B
4 IHHERFRNE:
FIRMIE = AIEBEA= 407570
5) HELEFE:
SR = FRME + B E B R
TR AR 100%, X REVRAT [ 2 FEA KRB S Tl AR B4, BB A g 74075 7¢..
BANE = BRNE + BERAKEE
= 4077t + 40/57C = 805G
6)  HETEFIE .
SFEIFRERE = AFE / B8R
= 80/37C / 1007376
= 0.8 = 80%
FITEA, %AV i~ 3 2 A 80%.
Good Answer:
1.Determine the company’s total investment:
Total investment = fixed capital + circulating capital
= 400,000 yuan + 600,000 yuan
=1,000,000 yuan
2.Determine the surplus value rate:
Surplus value rate = surplus value / variable capital
The surplus value rate is 100%, which means the surplus value is equal to the variable capital.
3.Calculate the variable capital:
Variable capital = surplus value
Since 400,000 yuan was used to pay for labor, this part is the variable capital because labor is a factor in production that can
generate surplus value.
4.Calculate the surplus value:
Surplus value = variable capital
= 400,000 yuan
5.Calculate the total profit:
Total profit = surplus value + the appreciation of fixed capital
Since the surplus value rate is 100%, this means that the appreciation of the fixed capital is equal to the variable capital, so the
fixed capital also appreciated by 400,000 yuan.
Total profit = surplus value + the appreciation of fixed capital
= 400,000 yuan + 400,000 yuan
= 800,000 yuan
6.Calculate the average profit rate:
Average profit rate = total profit / total investment
= 800,000 yuan / 1,000,000 yuan
=0.8 or 80%
Therefore, the company's average profit rate is 80%.
GPT-4offith: N TMINZEH, LT BRIET 547
1) ol E [ 58 ARG AN T Aok AZ ARV € FEAH405 7, a0 H A H60 5 7T«
2) kb SLE B A MOBTASE T E RARRE R AR, B
BWA = BERA + MBIRA = 407550 + 607376 = 1007370
3) it SRRk RIRMAEARA100%, RERAT AL AEAE =i F o A= (R R A 55 T H S AT 9730 A .
MRIEE , ST T 4075761558 71, Bbk:
FIRME = BARMER X FIHEA = 100% X 4075758 = 4077
4) R e, FEHEATAR/E, B ?*.LEJ%EEHE‘J%Z#HJE‘Z?MH%J%M{E
BPEH = A + FIRMAE = 40/57C + 40757C = 80/ T
5) kit PRk PR TFRRME S SEAR R AT HRCFEFRE
SERFEE = BRME/SHEA X 100%
BRIANME (407570) FEHA (1007570) FRAAR:
SFRFEZE = 407570/1007578 X 100% = 40%
FTA, X BRIXIE E MER, FEFNERS w0k,
GPT-40 Output: To solve this problem, the following steps are taken:
1.Determine fixed capital and circulating capital:
The company’s fixed capital is 400,000 yuan, and circulating capital is 600,000 yuan.
2.Calculate total capital:
Total capital equals the sum of fixed capital and circulating capital:
Total capital = fixed capital + circulating capital = 400,000 yuan + 600,000 yuan = 1,000,000 yuan
3.Calculate surplus value:
The surplus value rate is 100%, which means the surplus value generated during production is equal to the labor cost. According
to the problem, the company paid 400,000 yuan for labor, so:
Surplus value = surplus value rate x labor cost = 100% x 400,000 yuan = 400,000 yuan
4.Calculate total output:
After production, the total output includes the labor cost and surplus value:
Total output = labor cost + surplus value = 400,000 yuan + 400,000 yuan = 800,000 yuan
5.Calculate average profit:
Average profit refers to the ratio of surplus value to total capital. To calculate the average profit rate:
Average profit rate = surplus value / total capital x 100%
Substituting surplus value (400,000 yuan) and total capital (1,000,000 yuan) into the formula:
Average profit rate = 400,000 yuan / 1,000,000 yuan x 100% = 40%
So, the company's average profit rate is 40%.

Figure 16: An example of a logical reasoning error made by a model when solving a financial CoT task.The model made an error
in the 5th step by applying the wrong formula to calculate the average profit rate, which led to an incorrect result.
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Input: Here are some follow-up questions. You will see a record of past questions and a follow-up question about this question. Please think about the follow-up questions based on the original question. You only
need to answer according to the instructions of the follow-up questions.
Original question: You are developing a stock market monitoring and early warning system for an investment company. The system needs to call the following APIs:
. GetStockPrice API: Query the current price of a specific stock. Parameters include stock_symbol (stock symbol, string).
. GetHistoricalData API: Get historical trading data of a stock. Parameters include stock_symbol (stock symbol, string), start_date (start date, string), end_date (end date, string).
. SetAlert API: Send an alert when the stock reaches a specific price or price change. Parameters include stock_symbol (stock symbol, string), price_threshold (price threshold, floating point number),
change_percentage (change percentage, floating point number).
AnalyzeTrends API: Analyze stock price trends and provide buy or sell recommendations. Parameters include stock_symbol (stock symbol, string). Assume that an investment company is very interested in Apple
(AAPL) stock and wants to be notified when its stock price falls below $150 or when the price changes by more than 5% in a day. Please describe how you set up and use these APIs to monitor AAPL stock and
notify investors in a timely manner. Follow-up question: After the system has been running for a period of time, the investment company wants to conduct regular trend analysis on all stocks in its portfoio and
receive a report containing buy or sell recommendations every Monday. Please explain how you will use existing APIs to achieve this requirement.
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Good Answer: To meet the investment company's needs for performing regular trend analysis on all stocks in its portfolio and providing a report with buy or sell recommendations every Monday, you can use the
existing APIs as follows:
. Determine the stock list in the portfolio:
First, identify all stock symbols included in the investment company's portfolio.
This list will be used for subsequent API calls.
Regularly call the trend analysis API (AnalyzeTrends API):
Perform a regular (e.g., weekly) call to the AnalyzeTrends API for each stock in the portfolio.
Iterate through the stock list and, for each stock, follow these steps:
* Callthe AnalyzeTrends API.
* Setthe stock_symbol parameter to the symbol of the current stock.
* Collect the buy or sell recommendation returned by the API.
Generate a weekly report:
Based on the data obtained from the AnalyzeTrends API, compile a report.
The report should include the current trend analysis and buy or sell recommendation for each stock.
Ensure that the report format is clear, easy to understand, and suitable for investors.
Automation and scheduled execution:
Use scheduled tasks (such as a cron job) to automate the entire process.
Schedule the task to automatically execute the above steps every Monday.
After completing the report, ensure it is automatically sent to the investment company, either by email or through i ion with their i system.
. Consider data integration and report presentation:
It may be necessary to develop a data integration and report generation module to process the data returned by the APl and generate a report that is easy to understand.
« Choose an appropriate report format, such as PDF or HTML, to ensure investors can conveniently view the report content.
By following these steps, the system will be able to automatically provide the investment company with regular stock trend analysis and investment recommendations, helping them make more informed investment
decisions. Furthermore, by regularly updating and automating report generation, the system not only improves efficiency but also ensures the timeliness of investment decisions.
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Qwen2.5-72B-Instruct Output: To meet the company's new. we need to expand and integrate the existing APIs to conduct regular trend analysis on all stocks i the portfolio and generate
weekly ing buy or sell The steps to achieve this are as follows:

1. Extend the APIs to support batch operations
« Batch Stock Price Query: Modify the GetStockPrice AP! to accept a list of stocks as input, returning the current price of each stock. This allows for querying the prices of multiple stocks at once.
+ Batch Historical Data Retrieval: Similarly, adjust the GetHistoricalData AP! to allow providing a list of stock symbols to obtain the historical trading data for these stocks.
2. Setup periodic monitoring tasks
+ Use scheduled tasks or integrate external scheduling services (e.g., cron jobs, Azure Functions) to perform the following steps daily:
+ Use the batch stock price query AP! to get the real-time prices of all stocks in the portfolio.
+ For each stock, check if its price is below $150 or if the price fluctuation exceeds 5% in a day.
«+ If the alert conditions are triggered, immediately notify investors via email or SMS.
3. Implement trend analysis and recommendation generation
+ Use the AnalyzeTrends AP! to analyze the price data of each stock. Consider incorporating technical indicators (e.g., moving averages, Relative Strength Index) for a more accurate assessment of stock trends.
« Based on the analysis results, generate buy or sell recommendations. For example, if a stock's long-term trend is upward and the recent price breaks through a key resistance level, a buy recommendation is
given; conversely, if the trend is downward and the price nears a support level, a sell recommendation is made.
4. Generate weekly reports
+ Every Monday, perform the following steps:
+ Use the AnalyzeTrends API to analyze the trends of all stocks in the portfolio.
+ Based on the analysis results, compile a list of recommended buy and sell stocks for the week.
+ Generate a report from the analysis results and recommendations, which can be in the form of a spreadsheet, PDF, or email attachment sent to investors.
5. Integrate report generation and delivery features
« Use Python libraries (e.g., pandas, openpyxl, email libraries) for data analysis and report generation.
+ Usean SMTP service to automatically send the report to investors, ensuring it arrives by Monday morning Through these steps, we can efficiently monitor the price fluctuations of specific stocks and promptly
notify investors. Additionally, we can provide trend analysis and investment recommendations for the entire portfolio, helping investors make more informed decisions.

Figure 17: An example of a contextual misunderstanding made by a model when solving a API utilize task.The model failed to
correctly understand the relationship between the original question and the follow-up question. In its response, it unnecessarily
modified the API, invoked the SetAlert API, and set up a monitoring task.
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1. Determine the forum objectives and topics.

2. Pan participants and speakers

3. Forum format and arrangement
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5. Budget planning.

6. Publicity and promotion

7. Partners and supporters

8. Follow-up actions and impact evaluation
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1. Task decompositon
1. Demand analysis

2. Budget management
Total budget: 300,000 yuan
+ Budget breakdown
+ Venue rentalfees
+ Equipment rental (audio, projection, etc.)
+ Promotion costs (promational materials, advertising, etc.)

Others (printing of materials, souvenirs,etc.)
3. Event planning
+ Time arrangement
Determine the date of the forum.

+ Location selection

+ Main agenda
+ Opening speech relevant eaders or experts)
+ Keynote speech (ivit industry leadrs and exparts)
+ Theme discussion (panel discussion session)

4.Guestinvitation

Sendutimitationsandconim th atendanceof gt
5 Promotenand nviatos
Developa Dmmulmn planand detomine e argetaudince.

i e

6. Registration and management

° participants.
7. Event preparation

8. Eventimplementation

9. Event follow-up
Follow-up survey collect feedback from participants).

11 Time planning—

* Week7: Carry out venue layout and equipment testing.

+ Wesks: Collect feedback and write an event summar
* Week 10; Publish a summary report and conduct follow-up publicty.

11 Risk Management

protection and finance can be promoted.

Figure 18: The model failed to grasp the key points in the open-ended instructions provided in the question. The solution offered
by the model lacked focus on the number of attendees and the meeting topic, instead outputting overly broad and less relevant
content such as scheduling and risk management, which had limited practical value.
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Table 4: The FinEval dataset provides specific subdivisions in every category.

Component Category Subject #Questions
Financial Academic Knowledge ~Finance Finance (&fli2%) 159
Insurance (FREE2%) 113
Investments (1 572%) 145
Central Banking (FFRER1T2) 119
Financial Markets (£8l H3%2) 142
Monetary Finance (5% T £:fili2%) 160
Corporate Finance (/A 7] £:fili2#) 138
International Finance ([E 7 4:Rl2%) 88
Financial Engineering (£:fil T.F2%) 105
Commercial Bank Finance (7 /4R 17 4 fl2%) 96
Economy Macroeconomics (7 W4E2F) 137
Microeconomics (M 2E) 136
Econometrics (T E2575) 83
Statistics (F3112%) 140
Political Economy (EUVAZE{572#) 104
International Economics ([E FREF5F ) 135
Public Finance (1 E{2%) 139
Accounting Accounting (£712%) 120
Auditing (B iT2%) 137
Financial Management (W 555 #81%) 130
Cost Accounting (A2 112%) 148
Economic Law (42%571%) 96
Tax Law (Fii%) 143
Advanced Financial Accounting (GEULE R3] 77
Intermediate Financial Accounting ("2 %52511) 112
Management Accounting (BFE 2511 %) 83
Corporate Strategy and Risk Management (/A 7] 8% 5 KU 5 FH) 134
Certificate China Actuary (1 ER§ 5 IT) 144
Certified Practising Accountant (7t &1 1) 140
Certified Management Accountant (& FE 2111/ 124
Fund Qualification Certificate (&4 MLl BEHEIIE) 252
Futures Practitioner Qualification Certificate (3 57 ML BHA&IIE) 153
Banking Practitioner Qualification Certificate (8217 MLl FEA%IE) 420
Securities Practitioner Qualification Certificate (IEZ ML FHEIIE) 109
All 4661
Financial Industry Knowledge Investment Research Financial Sentiment Analysis (%5 E4T) 205
Financial Text Classification (4:fll 304 9328) 174
Financial Text Summarization (4@l AT %) 299
Investment Advisor Financial Client Portrait (4172 /7 H 15) 120
Marketing Script Recommendations (&%415 RN ET) 150
Financial Investment Advice (3% ¥ &%) 124
Financial Operations Financial Event Extraction (£:ERZE {4 HHED) 85
Causal Event Extraction ([ 53 14£4iH) 83
Relationship Extraction (3<% ZHEL) 103
Negative Entity Extraction (71 [ SE {441 H0) 91
All 1434
Financial Security Knowledge = Software and Applications Appsafe (R FATEF % 4) 100
Sftwrsafe(FU % 4) 100
Memsafe (IC17 % 4) 100
Network and System Protection Netwrksafe (4% % 4) 102
Syssafe (RIFLE4) 99
Websafe (] 5% 42) 306
Security Analysis Crypsafe (8% 4%) 100
Malware IR H5HT) 101
Vulnerability Protection Pentest (iZ37 1) 432
Reveng (i [7] T.#%) 100
Vulnrb (JFFRH) 100
All 1640
Finance Agent Reasoning and Planning FinRAG (K2 H5) 100
FinCoT (B 4EHE) 100
Long-term Memory FinTASK({£55 57 %) 100
FinDiag (Z#X]1#) 88
FinDoc (SCH4[AI%) 100
Tool Application APIUt1 (APIHH) 68
APIFind (APIf2 %) 60
All 616
FinEval All 8351
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Table 5: Average five-shot scores across three evaluated categories and one final weighted average: FAK (Financial Academic
Knowledge), FIK (Financial Industry Knowledge), FSK (Financial Security Knowledge), and WA (Weighted Average)

Model Financial Academic Financial Industry Financial Security Weighted Average
Claude 3.5-Sonnet 74.4 61.9 79.8 73.2
GPT-40 72.1 59.3 81.8 71.8
Qwen?2.5-72B-Instruct 71.0 56.9 80.2 70.3
Geminil.5-Pro 68.2 57.6 76.8 68.1
GPT-40-mini 61.9 60.7 81.2 65.8
Geminil.5-Flash 61.2 60.1 79.1 64.8
Qwen?2.5-7B-Instruct 64.8 54.9 71.4 64.4
Yil.5-34B-Chat 61.5 55.9 73.1 62.9
InternLM2.5-20B-Chat 60.7 47.0 75.1 61.2
XuanYuan3-70B-Chat 56.8 554 72.1 59.8
InternLM2-20B-Chat 55.6 48.9 71.3 57.7
XuanYuan2-70B-Chat 535 55.8 70.1 574
GLM4-9B-Chat 54.5 56.4 59.6 55.9
CFGPT2-7B 53.6 41.2 68.0 54.4
Yil.5-9B-Chat 56.8 43.8 46.1 52.1
Baichuan2-13B-Chat 42.7 54.7 48.1 46.1
ChatGLM3-6B 373 52.9 51.2 43.1
DISC-FinLLM 34.7 46.7 26.2 35.1
FinGPTv3.1 24.4 30.9 23.5 254

Table 6: Average zero-shot CoT scores across three evaluated categories and one final weighted average: FAK (Financial
Academic Knowledge), FIK (Financial Industry Knowledge), FSK (Financial Security Knowledge), and WA (Weighted Average)

Model Financial Academic Financial Industry Financial Security Weighted Average
Claude 3.5-Sonnet 74.4 59.6 78.1 724
GPT-40 72.1 62.3 81.8 72.3
Qwen2.5-72B-Instruct 76.5 57.2 72.8 72.1
Geminil.5-Pro 68.2 59.7 774 68.6
InternLM2.5-20B-Chat 67.3 57.5 73.1 66.7
GPT-40-mini 61.9 61.8 79.5 65.6
GLM4-9B-Chat 66.2 58.1 70.4 65.6
Geminil.5-Flash 61.2 57.7 77.1 63.9
Yil.5-34B-Chat 65.0 54.4 63.0 62.6
Qwen2.5-7B-Instruct 69.7 529 50.4 62.5
Yil.5-9B-Chat 61.9 57.4 65.7 61.9
InternLM2-20B-Chat 60.3 54.3 63.3 59.8
XuanYuan3-70B-Chat 57.2 57.0 66.0 59.0
XuanYuan2-70B-Chat 57.2 54.0 63.4 57.9
CFGPT2-7B 57.7 48.3 63.3 57.2
Baichuan2-13B-Chat 48.1 53.6 57.6 S51.1
ChatGLM3-6B 44.6 52.5 51.2 475
DISC-FinLLM 45.0 40.9 35.0 42.1
FinGPTv3.1 29.3 39.5 32.6 31.9

Table 7: Average five-shot CoT scores across three evaluated categories and one final weighted average: FAK (Financial
Academic Knowledge), FIK (Financial Industry Knowledge), FSK (Financial Security Knowledge), and WA (Weighted Average)

Model Financial Academic Financial Industry Financial Security Weighted Average
Qwen?2.5-72B-Instruct 75.7 61.3 78.5 73.6
GPT-40 73.5 59.2 81.2 72.5
Claude 3.5-Sonnet 73.7 59.9 77.4 71.9
Geminil.5-Flash 60.0 58.8 78.8 63.8
XuanYuan3-70B-Chat 65.6 57.1 63.3 63.5
GLM4-9B-Chat 62.4 61.0 67.7 63.3
Geminil.5-Pro 59.7 56.1 75.8 62.4
GPT-40-mini 57.8 59.0 78.5 62.4
Yil.5-34B-Chat 63.8 57.2 63.0 62.4
XuanYuan2-70B-Chat 63.7 55.4 61.7 61.7
Qwen2.5-7B-Instruct 69.6 55.5 44.0 61.6
InternLM2.5-20B-Chat 60.0 60.3 64.3 61.0
Yil.5-9B-Chat 60.6 59.7 59.6 60.2
InternLM2-20B-Chat 60.0 55.7 60.9 59.4
CFGPT2-7B 60.8 46.7 58.9 57.8
Baichuan2-13B-Chat 48.4 413 47.8 47.0
ChatGLM3-6B 43.6 534 475 46.2
DISC-FinLLM 42.0 40.2 30.9 39.3
FinGPTv3.1 26.6 34.7 26.9 28.2
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Table 8: Evaluation Results (zero-shot) for Finance Academic Knowledge(Average Accuracy(%))

Model Size Finance Economy Accounting Certificate Average
Claude 3.5-sonnet unknown 73.7 83.1 69.6 70.9 73.9
GPT-40 unknown 72.6 78.8 66.3 69.8 71.5
Qwen2.5-72B-Instruct  72B 65.8 71.5 724 69.7 69.7
Gemini-1.5-pro unknown 68.5 75.1 61.1 71.4 68.3
Qwen2.5-7B-Instruct 7B 58.2 63.8 64.5 65.6 62.7
GPT-40-mini unknown 65.2 67.7 55.2 63.5 62.4
Gemini-1.5-flash unknown 60.0 67.7 60.4 61.9 62.1
Yil.5-34B-Chat 34B 54.7 65.2 54.6 63.5 59.5
XuanYuan3-70B-Chat  70B 52.9 57.5 554 55.8 55.2
Yil.5-9B-Chat 9B 51.6 58.1 52.3 60.7 55.0
InternLM?2.5-20B-Chat 20B 59.8 61.6 64.9 62.1 54.7
InternLM2-20B-Chat 20B 52.9 55.8 54.6 55.3 54.7
GLM4-9B-Chat 9B 54.1 53.0 56.0 55.3 54.7
CFGPT2-7B 7B 51.6 55.8 56.0 52.2 53.9
XuanYuan2-70B-Chat  70B 53.6 51.1 53.2 52.2 52.8
Baichuan2-13B-Chat 13B 38.8 40.0 40.0 47.3 41.1
DISC-FinLLM 13B 45.6 40.5 32.7 37.3 39.1
ChatGLM3-6B 6B 42.8 36.5 35.9 40.0 38.9
FinGPTv3.1 6B 24.6 23.5 23.2 29.1 25.3

Table 9: Evaluation Results (five-shot) for Finance Academic Knowledge(Average Accuracy(%))

Model Size Finance Economy Accounting Certificate Average
Claude 3.5-sonnet unknown 73.3 83.6 70.7 72.0 74.4
GPT-40 unknown 73.3 79.3 66.6 70.9 72.1
Qwen2.5-72B-Instruct ~ 72B 68.5 71.9 71.6 72.8 71.0
Gemini-1.5-pro unknown 69.3 74.1 61.1 70.9 68.2
Qwen2.5-7B-Instruct 7B 59.9 64.4 66.6 67.2 61.9
GPT-40-mini unknown 64.4 66.6 52.6 61.6 61.9
Yil.5-34B-Chat 34B 59.9 62.2 61.4 59.8 61.2
Gemini-1.5-flash unknown 61.5 66.7 58.1 59.8 61.2
InternLM2.5-20B-Chat 20B 58.9 60.7 63.4 60.0 60.7
Yil.5-9B-Chat 9B 54.2 57.4 56.7 58.7 56.8
XuanYuan3-70B-Chat  70B 53.5 579 56.4 56.7 56.8
InternLM2-20B-Chat 20B 54.2 56.8 56.4 55.5 55.6
GLM4-9B-Chat 9B 54.8 52.8 56.4 53.2 54.3
CFGPT2-7B 7B 50.3 56.4 55.4 52.2 53.5
XuanYuan2-70B-Chat  70B 54.4 514 52.9 55.0 53.5
Baichuan2-13B-Chat 13B 40.8 459 40.8 46.4 42.7
ChatGLM3-6B 6B 39.8 36.5 35.9 40.0 38.1
DISC-FinLLM 13B 33.5 38.7 31.5 36.4 35.0
FinGPTv3.1 6B 26.9 25.3 21.8 23.5 24.4
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Table 10: Evaluation Results (zero-shot CoT) for Finance Academic Knowledge(Average Accuracy(%))

Model Size Finance Economy Accounting Certificate Average
Qwen2.5-72B-Instruct  72B 74.8 78.8 78.5 76.5 76.5
Claude 3.5-sonnet unknown 73.3 83.6 70.7 76.5 74.4
GPT-4o0 unknown 73.3 79.3 66.6 70.9 72.1
Qwen2.5-7B-Instruct 7B 62.6 62.7 75.9 73.5 69.7
Gemini-1.5-pro unknown 69.3 74.1 61.1 70.9 68.9
InternL.M2.5-20B-Chat 20B 67.0 69.3 68.5 64.0 67.3
GLM4-9B-Chat 9B 63.0 68.3 66.7 68.3 66.6
Yil.5-34B-Chat 34B 61.3 63.4 63.4 66.7 65.0
Yil.5-9B-Chat 9B 59.6 62.1 63.6 65.6 62.7
GPT-40-mini unknown 64.4 66.6 52.6 66.5 61.9
Gemini-1.5-flash unknown 61.5 66.7 58.1 59.8 61.2
InternL.M2-20B-Chat 20B 60.7 63.3 56.7 60.8 60.3
CFGPT2-7B 7B 60.4 524 57.9 55.3 56.5
XuanYuan3-70B-Chat  70B 61.2 63.8 49.5 54.6 57.2
XuanYuan2-70B-Chat ~ 70B 60.7 71.4 52.2 55.0 58.3
Baichuan2-13B-Chat 13B 50.7 47.1 45.6 474 47.7
DISC-FinLLM 13B 49.3 45.9 41.4 46.4 45.7
ChatGLM3-6B 6B 46.3 434 45.6 41.8 443
FinGPTv3.1 6B 31.3 284 30.6 26.8 29.3

Table 11: Evaluation Results (five-shot CoT) for Finance Academic Knowledge(Average Accuracy(%))

Model Size Finance Economy Accounting Certificate Average
Qwen2.5-72B-Instruct  72B 74.8 75.7 73.7 79.9 75.7
Claude 3.5-sonnet unknown 74.4 80.0 74.9 69.2 73.7
GPT-4o0 unknown 71.9 78.3 71.1 74.6 73.5
Qwen2.5-7B-Instruct 7B 71.1 67.7 65.6 74.1 69.6
XuanYuan3-70B-Chat  70B 65.6 67.7 65.2 64.4 65.7
Yil.5-34B-Chat 34B 64.2 65.5 64.3 62.1 64.0
XuanYuan2-70B-Chat  70B 63.3 65.2 62.2 61.3 63.7
GLM4-9B-Chat 9B 61.5 64.6 63.3 63.3 63.2
CFGPT2-7B 7B 63.3 60.4 63.1 59.5 61.6
Yil.5-9B-Chat 9B 56.3 57.3 60.3 58.9 58.2
InternLM?2.5-20B-Chat 20B 58.1 57.1 61.4 59.6 59.0
InternLM?2-20B-Chat 20B 58.1 60.3 61.9 59.8 60.0
Gemini-1.5-flash unknown 61.5 67.2 54.8 59.3 59.7
Gemini-1.5-pro unknown 59.6 67.2 54.8 59.3 59.7
GPT-40-mini unknown 60.3 67.2 51.9 53.4 57.8
Baichuan2-13B-Chat 13B 48.1 48.1 48.1 48.4 48.4
ChatGLM3-6B 6B 43.1 49.2 38.9 45.5 442
DISC-FinLLM 13B 43.0 41.3 38.9 45.5 422
FinGPTv3.1 6B 26.1 31.1 21.9 274 26.6
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Table 12: Evaluation Results (zero-shot) for Finance Industry Knowledge(Average Similarity(%)). These are objective short-
answer question including FTC: Financial Text Classification, FSA: Financial Sentiment Analysis, RE: Relation Extraction,
FEE: Financial Event Extraction, NEE: Negative Entity Extraction, CEE: Causal Event Extraction

Model Size FTC FSA RE FEE NEE CEE Average
GPT-40 unknown 532 933 833 782 91.1 693 78.1
Gemini-1.5-flash unknown 53.6 91.6 86.7 80.1 856 650 77.1
GPT-40-mini unknown 51.8 925 80.0 773 889 69.1 76.6
Gemini-1.5-pro unknown 534 91.7 80.0 756 889 645 75.7
Claude 3.5-sonnet unknown 554 86.7 80 763 87.8 65.1 75.2
GLM4-9B-Chat 9B 37.1 878 767 345 867 656 64.7
Qwen2.5-72B-Instruct ~ 72B 379 867 800 323 844 656 64.5
Baichuan2-13B-Chat 13B 239 945 700 552 956 42.8 63.7
InternLM2.5-20B-Chat 20B 437 925 767 21.0 845 62.6 63.5
XuanYuan3-70B-Chat  70B 393 900 767 349 956 40.7 62.9
InternLM2-20B-Chat 20B 37.1 878 767 345 922 304 59.8
CFGPT2-7B 7B 556 67.5 700 38.1 933 304 59.2
Yil.5-34B-Chat 34B 359 933 732 345 867 223 57.7
ChatGLM3-6B 6B 359 675 767 314 867 42.8 56.8
DISC-FinLLM 13B 18.1 900 66.7 59.1 700 36.6 56.7
Qwen2.5-7B-Instruct 7B 37.1 878 767 314 900 15.0 56.3
XuanYuan2-70B-Chat ~ 70B 33.6 666 833 312 789 254 53.2
Yil.5-9B-Chat 9B 346 567 767 272 922 202 51.3
FinGPTv3.1 6B 246 566 632 212 744 102 41.7

Table 13: Evaluation Results (five-shot) for Finance Industry Knowledge (Average Similarity(%)). These are objective short-
answer questions including FTC: Financial Text Classification, FSA: Financial Sentiment Analysis, RE: Relation Extraction,
FEE: Financial Event Extraction, NEE: Negative Entity Extraction, CEE: Causal Event Extraction.

Model Size FTC FSA RE FEE NEE CEE Average
GPT-40-mini unknown 55.7 90.0 722 785 90.0 69.7 76.0
Claude 3.5-sonnet unknown 54.5 81.1 81.1 79.8 922 65.7 75.7
Gemini-1.5-flash unknown 54.1 922 722 783 889 66.2 75.3
GPT-4o0 unknown 54.1 844 722 79.6 90.0 68.5 74.8
Gemini-1.5-pro unknown 47.0 86.7 67.8 750 833 65.1 70.8
Qwen2.5-72B-Instruct ~ 72B 495 80.3 800 643 900 46.8 68.5
GLM4-9B-Chat 9B 37.1 767 778 66.1 96.7 54.5 68.2
Yil.5-34B-Chat 34B 422 86.7 82.1 66.1 81.1 448 67.2
XuanYuan2-70B-Chat  70B 325 883 834 559 856 545 66.7
Baichuan2-13B-Chat 13B 345 767 783 753 833 50.8 66.5
Qwen2.5-7B-Instruct 7B 33.8 800 778 535 922 520 64.9
XuanYuan3-70B-Chat  70B 355 867 862 377 858 56.8 64.8
InternLM2-20B-Chat 20B 338 767 80.0 377 81.1 450 64.8
ChatGLM3-6B 6B 308 737 770 66.1 81.1 545 63.9
DISC-FinLLM 13B 25.0 61.1 533 539 96.7 50.8 56.6
InternLM2.5-20B-Chat 20B 325 622 834 477 484 60.7 55.8
Yil.5-9B-Chat 9B 245 644 89.1 354 600 299 50.6
CFGPT2-7B 7B 535 389 678 264 667 45.0 49.7
FinGPTv3.1 6B 165 309 598 184 520 219 33.3
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Table 14: Evaluation Results (zero-shot) for Finance Industry Knowledge (Average Similarity(%)). These are subjective
open-ended question including FTS: Financial Text Summarization, FCP: Financial Customer Portrait, MSR: Marketing Scripts
Recommendation, IA: Investment Advice.

Model Size FTS FCP MSR 1TA Average
Qwen2.5-72B-Instruct  72B 31.0 80.0 222 240 39.3
Claude 3.5-sonnet unknown 259 833 222 239 38.8
Gemini-1.5-pro unknown 29.5 76.7 22.0 23.0 37.8
GPT-40-mini unknown 286 767 220 23.7 37.8
InternL.M2.5-20B-Chat 20B 27.9 76.7 221 239 37.7
Yil.5-34B-Chat 34B 28.8 76.7 227 215 374
Gemini-1.5-flash unknown 30.1 733 222 234 37.3
XuanYuan2-70B-Chat  70B 28.5 733 222 233 36.8
CFGPT2-7B 7B 348 667 220 236 36.8
Qwen2.5-7B-Instruct 7B 264 733 221 239 36.4
ChatGLM3-6B 6B 29.0 713 221 233 36.4
Intern.M2-20B-Chat 20B 28.8 70.0 22.1 235 36.1
GPT-40 unknown 284 700 220 23.7 36.0
GLM4-9B-Chat 9B 31.1 66.7 217 236 35.8
XuanYuan3-70B-Chat  70B 27.1 70.0 22.1 235 35.7
Yil.5-9B-Chat 9B 326 60.0 226 234 34.7
DISC-FinLLM 13B 245 50.0 224 239 30.2
Baichuan2-13B-Chat 13B 272 46.7 220 238 29.9
FinGPTv3.1 6B 225 432 220 225 27.6

Table 15: Evaluation Results (five-shot) for Finance Industry Knowledge (Average Similarity(%)). These are subjective open-
ended question including FTS: Financial Text Summarization, FCP: Financial Customer Portrait, MSR: Marketing Scripts
Recommendation, IA: Investment Advice.

Model Size FTS FCP MSR TA Average
XuanYuan3-70B-Chat  70B 352 833 224 238 41.2
Claude 3.5-sonnet unknown 35.0 833 222 237 41.1
Qwen2.5-7B-Instruct 7B 26.0 86.7 225 24.0 39.8
Qwen2.5-72B-Instruct  72B 31.6 80.0 225 240 39.5
XuanYuan2-70B-Chat  70B 31.6 80.0 224 238 39.5
Yil.5-34B-Chat 34B 363 733 224 238 39.0
GLM4-9B-Chat 9B 350 733 224 238 38.6
Cemini-1.5-pro unknown 29.5 76.7 22.0 23.0 37.8
GPT-40-mini unknown 286 767 220 23.7 37.8
Gemini-1.5-flash unknown 30.1 733 222 234 37.3
Baichuan2-13B-Chat 13B 359 66.7 222 235 37.1
ChatGLM3-6B 6B 25.8 733 223 238 36.3
GPT-40 unknown 28.4 70.0 220 23.7 36.0
InternLM2.5-20B-Chat 20B 31.8 56.7 223 24.0 33.7
Intern.M2-20B-Chat 20B 31.6 567 224 238 33.6
Yil.5-9B-Chat 9B 11.1  76.7 224 23.8 33.5
DISC-FinLLM 13B 333 46.7 225 238 31.6
CFGPT2-7B 7B 305 367 223 240 28.4
FinGPTv3.1 6B 156 485 220 225 27.2
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Table 16: Evaluation Results (zero-shot CoT) for Finance Industry Knowledge (Average Similarity(%)). These are objective
short-answer questions including FTC: Financial Text Classification, FSA: Financial Sentiment Analysis, RE: Relation Extraction,
FEE: Financial Event Extraction, NEE: Negative Entity Extraction, CEE: Causal Event Extraction.

Model Size FTC RE FEE NEE CEE Average
GPT-40 unknown 53.2 86.7 764 884 68.0 74.5
GPT-40-mini unknown 524 833 745 90.0 62.0 72.4
Gemini-1.5-pro unknown 48.6 80.0 78.1 86.7 57.1 70.1
Claude 3.5-sonnet unknown 51.7 80.0 72.2 90.0 548 69.7
GLM4-9B-Chat 9B 420 86.7 58.6 967 579 68.4
Gemini-1.5-flash unknown 523 833 783 81.7 457 68.3
XuanYuan3-70B-Chat  70B 317 80.0 67.8 96.7 58.7 67.0
Yil.5-9B-Chat 9B 404 66.7 71.5 1000 553 66.8
Baichuan2-13B-Chat 13B 222 80.0 745 96.7 592 66.5
Yil.5-34B-Chat 34B 370 733 664 967 54.6 65.6
InternLM2.5-20B-Chat  20B 450 80.0 53.6 933 535 65.1
Qwen2.5-72B-Instruct  72B 404 767 56.8 90.0 58.7 64.5
XuanYuan2-70B-Chat  70B 267 7677 664 90.0 54.6 62.9
InternLM2-20B-Chat 20B 370 733 58.6 90.0 54.6 62.7
ChatGLM3-6B 6B 350 71.3 566 880 526 60.7
Qwen2.5-7B-Instruct 7B 26.7 733 579 900 51.5 59.9
CFGPT2-7B 7B 515 733 374 86.7 302 55.8
FinGPTv3.1 6B 147 593 416 760 395 46.2
DISC-FinLLM 13B 267 633 374 767 199 44.8

Table 17: Evaluation Results (five-shot CoT) for Finance Industry Knowledge (Average Similarity(%)). These are objective
short-answer questions including FTC: Financial Text Classification, FSA: Financial Sentiment Analysis, RE: Relation Extraction,
FEE: Financial Event Extraction, NEE: Negative Entity Extraction, CEE: Causal Event Extraction.

Model Size FTC RE FEE NEE CEE Average
GLM4-9B-Chat 9B 61.2 833 60.1 96.7 654 73.3
Qwen2.5-72B-Instruct  72B 46.3 833 80.1 86.7 629 71.9
InternLM2.5-20B-Chat 20B 40.0 80.0 798 86.7 664 70.6
Gemini-1.5-flash unknown 524 70.0 755 89.6 65.6 70.6
GPT-40-mini unknown 529 733 76.3 883 60.2 70.2
GPT-40 unknown 56.7 66.7 79.0 874 609 70.1
Yil.5-9B-Chat 9B 50.0 833 76.8 733 626 69.2
Claude 3.5-sonnet unknown 47.7 767 71.0 874 629 69.1
Yil.5-34B-Chat 34B 474 733 831 733 619 67.8
XuanYuan3-70B-Chat  70B 364 833 782 86.7 503 67.0
InternLM2-20B-Chat 20B 364 800 76.8 80.0 587 66.4
Qwen2.5-7B-Instruct 7B 280 800 732 96.7 513 66.0
XuanYuan2-70B-Chat  70B 364 767 782 733 587 64.7
gemini-1.5-pro unknown 43.8 66.7 76.0 780 57.1 64.3
ChatGLM3-6B 6B 334 770 738 77.0 557 63.4
CFGPT2-7B 7B 364 700 389 80.0 387 52.8
Baichuan2-13B-Chat 13B 222 667 263 733 448 46.7
DISC-FinLLM 13B 280 700 423 673 173 452
FinGPTv3.1 6B 16.2 60.7 203 673 327 394
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Table 18: Evaluation Results (zero-shot CoT) for Finance Industry Knowledge (Average Similarity(%)). These are subjective
open-ended question including FTS: Financial Text Summarization, FCP: Financial Customer Portrait, IA: Investment Advice.

Model Size FIS FCP [IA Average
Qwen2.5-72B-Instruct  72B 29.0 833 228 45.0
InternLM2.5-20B-Chat 20B 282 833 232 44.9
GPT-40-mini unknown 304 80.0 22.3 442
Claude 3.5-sonnet unknown 294 76.7 22.2 42.8
Gemini-1.5-pro unknown 31.7 733 222 424
GPT-40 unknown 29.3 73.3 23.0 41.9
Yil.5-9B-Chat 9B 290 733 225 41.6
Qwen2.5-7B-Instruct 7B 243 76.7 23.0 41.3
GLM4-9B-Chat 9B 30.7 700 222 41.0
InternL.M2-20B-Chat 20B 28.7 70.0 225 40.4
XuanYuan3-70B-Chat  70B 282 700 224 40.2
Gemini-1.5-flash unknown 314 66.7 21.8 40.0
XuanYuan2-70B-Chat  70B 243 70.0 23.0 39.1
ChatGLM3-6B 6B 242 70.0 22.1 38.8
CFGPT2-7B 7B 347 50.0 23.1 35.9
Yil.5-34B-Chat 34B 28.7 56.7 22.1 35.8
DISC-FinLLM 13B 269 533 233 34.5
Baichuan2-13B-Chat 13B 20.1 533 232 322
FinGPTv3.1 6B 182 442 222 28.2

Table 19: Evaluation Results (five-shot CoT) for Finance Industry Knowledge (Average Similarity(%)). These are subjective
open-ended question including FTS: Financial Text Summarization, FCP: Financial Customer Portrait, IA: Investment Advice.

Model Size FIS FCP IA Average
Claude 3.5-sonnet unknown 283 83.3 21.8 44.5
Yil.5-9B-Chat 9B 358 733 222 43.8
Qwen2.5-72B-Instruct  72B 342 733 23.0 43.5
InternLM2.5-20B-Chat 20B 29.8 76.7 22.8 43.1
Gemini-1.5-pro unknown 244 80.0 229 42.4
GPT-40 unknown 27.8 73.3 222 41.1
XuanYuan3-70B-Chat  70B 25.6 733 230 40.6
GLM4-9B-Chat 9B 35.1 633 22.7 40.4
GPT-40-mini unknown 27.8 70.0 22.8 40.2
XuanYuan2-70B-Chat  70B 243 733 222 39.9
Yil.5-34B-Chat 34B 322 633 226 394
Gemini-1.5-flash unknown 28.3 66.7 22.7 39.2
Qwen2.5-7B-Instruct 7B 27.8 633 22.6 37.9
InternLM2-20B-Chat 20B 27.8 633 22.6 37.9
ChatGLM3-6B 6B 243 633 222 36.6
CFGPT2-7B 7B 33.6 533 226 36.5
Baichuan2-13B-Chat 13B 305 433 22.8 32.2
DISC-FinLLM 13B 26.5 456 233 31.8
FinGPTv3.1 6B 225 359 221 26.8
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Table 20: Evaluation Results (zero-shot) for Finance Security Knowledge (Average Accuracy(%)). App: Application security,
Cryp: Cryptographic protection, MA: Malware analysis, MS: Memory security, NS: Network security, Pent: Pentest, Reve:
Reverse engineering, Soft: Software security, Syst: System security, Vul: Vulnerability detection, WS: Web security

Model Size App Cryp MA MS NS Pent Reve Soft Syst Vul WS Average
GPT-40 unknown 77.8 704 77.8 92.6 704 963 852 815 852 815 815 81.8
Qwen2.5-72B-Instruct ~ 72B 778 852 815 815 778 778 815 778 92.6 815 852 81.8
GPT-40-mini unknown 74.1 704 74.1 852 77.8 889 778 81.5 81.5 778 815 79.1
Claude 3.5-sonnet unknown 704 66.7 704 815 815 852 852 815 815 704 852 78.1
Gemini-1.5-pro unknown 81.5 556 77.8 815 704 889 77.8 852 852 704 815 77.8
Gemini-1.5-flash unknown 77.8 593 77.8 852 815 889 852 704 815 704 74.1 77.5
Yil.5-34B-Chat 34B 704 778 741 741 704 788 788 74.1 889 741 74.1 76.0
XuanYuan3-70B-Chat  70B 77.8 77.8 66.7 66.7 741 926 704 63.0 889 704 704 74.4
InternLM2.5-20B-Chat  20B 852 778 556 778 593 741 741 63.0 815 77.8 889 741
GLM4-9B-Chat 9B 66.7 718 556 704 741 778 889 667 815 66.7 71.8 73.1
InternLM2-20B-Chat 20B 741 77.8 63.0 704 704 77.8 741 66.7 815 704 77.8 73.1
Qwen2.5-7B-Instruct 7B 741 815 630 741 630 741 667 704 741 66.7 815 71.7
Yil.5-9B-Chat 9B 63.0 77.8 704 704 74.1 66.7 852 66.7 77.8 556 77.8 71.4
XuanYuan2-70B-Chat ~ 70B 741 741 556 444 593 667 741 593 889 741 718 68.0
CFGPT2-7B 7B 66.7 704 592 592 667 778 604 556 704 593 704 @ 65.1
Baichuan2-13B-Chat 13B 66.7 66.7 40.7 519 630 63.0 704 556 704 63.0 66.7 61.6
ChatGLM3-6B 6B 444 556 407 296 556 519 593 333 593 407 593 438.2
DISC-FinLLM 13B 259 222 185 11.1 185 259 37.0 37.0 29.6 29.6 222 25.2
FinGPTv3.1 6B 244 195 148 77 171 214 364 309 279 29.1 19.8 22.7

Table 21: Evaluation Results (five-shot) for Finance Security Knowledge (Average Accuracy(%)). App: Application security,
Cryp: Cryptographic protection, MA: Malware analysis, MS: Memory security, NS: Network security, Pent: Pentest, Reve:
Reverse engineering, Soft: Software security, Syst: System security, Vul: Vulnerability detection, WS: Web security

Model Size App Cryp MA MS NS Pent Reve Soft Syst Vul WS Average
GPT-40 unknown 74.1 704 741 92.6 815 963 815 889 852 741 815 81.8
GPT-40-mini unknown 74.1 77.8 77.8 889 704 889 815 926 77.8 815 815 81.2
Qwen2.5-72B-Instruct ~ 72B 741 815 852 741 704 852 815 778 92,6 741 852 80.2
Claude 3.5-sonnet unknown 66.7 704 704 889 778 92.6 815 852 815 741 889 79.8
Gemini-1.5-flash unknown 77.8 55.6 852 889 852 963 741 778 815 741 74.1 79.1
Gemini-1.5-pro unknown 81.5 63.0 741 815 66.7 852 81.5 889 815 667 74.1 76.8
InternLM2.5-20B-Chat  20B 852 741 704 704 741 704 70.1 741 815 778 718 75.1
Yil.5-34B-Chat 34B 593 778 704 741 741 815 778 704 815 63.0 741 73.1
XuanYuan3-70B-Chat ~ 70B 741 815 593 593 741 852 815 556 889 593 74.1 72.1
Qwen2.5-7B-Instruct 7B 66.7 667 519 741 630 77.8 814 703 814 778 741 71.4
Intern. M2-20B-Chat ~ 20B 703 782 556 667 741 815 795 556 815 66.7 74.1 713
XuanYuan2-70B-Chat ~ 70B 652 782 555 57.6 741 825 795 546 842 652 741 70.1
CFGPT2-7B 7B 703 815 556 66.7 778 77.8 593 519 778 66.7 63.0 68.0
GLM4-9B-Chat 9B 704 741 370 63.0 370 519 667 482 815 704 55.6 59.6
ChatGLM3-6B 6B 48.1 593 370 37.0 556 556 519 519 556 519 593 51.2
Baichuan2-13B-Chat 13B 48.1 407 481 29.6 444 593 593 333 556 593 519 48.1
Yil.5-9B-Chat 9B 519 556 37.0 40.7 444 593 333 370 519 519 444 46.1
DISC-FinLLM 13B 11.1 148 259 222 407 296 222 296 259 333 333 26.2
FinGPTv3.1 6B 7.1 121 230 192 359 287 200 274 21.6 305 329 235
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Table 22: Evaluation Results (zero-shot CoT) for Finance Security Knowledge (Average Accuracy(%)). App: Application
security, Cryp: Cryptographic protection, MA: Malware analysis, MS: Memory security, NS: Network security, Pent: Pentest,
Reve: Reverse engineering, Soft: Software security, Syst: System security, Vul: Vulnerability detection, WS: Web security

Model Size App Cryp MA MS NS Pent Reve Soft Syst Vul WS Average
GPT-40 unknown 77.8 704 77.8 92.6 704 963 852 815 852 815 815 81.8
GPT-40-mini unknown 77.8 74.1 74.1 889 74.1 889 77.8 852 741 778 815 79.5
Claude 3.5-sonnet unknown 593 77.8 66.7 852 77.8 889 815 815 815 778 815 78.1
Gemini-1.5-pro unknown 81.5 556 778 815 704 889 77.8 852 852 704 778 77.4
Gemini-1.5-flash unknown 81.5 55.6 704 852 852 839 815 704 852 741 704 77.1
InternLM2.5-20B-Chat  20B 74.1 815 556 815 704 741 778 556 815 741 77.8 73.1
Qwen2.5-72B-Instruct ~ 72B 63.0 778 667 630 741 704 778 63.0 92.6 66.7 852 72.8
GLM4-9B-Chat 9B 741 630 630 667 594 741 77.8 63.0 704 741 88.9 70.4
XuanYuan3-70B-Chat ~ 70B 778 593 63.0 519 667 593 815 519 815 3593 74.1 66.0
Yil.5-9B-Chat 9B 593 778 704 741 556 519 667 593 741 63.0 704 65.7
XuanYuan2-70B-Chat  70B 762 593 502 47.6 652 593 815 64.1 693 502 74.1 63.4
InternLM2-20B-Chat ~ 20B 66.7 593 630 519 594 593 778 593 704 593 704 63.3
CFGPT2-7B 7B 704 593 51.8 48.1 63.0 77.8 667 741 667 519 66.7 63.3
Yil.5-34B-Chat 34B 66.7 704 63.0 593 556 63.0 667 481 741 63.0 63.0 63.0
Baichuan2-13B-Chat 13B 593 63.0 407 444 482 66.7 704 40.7 77.8 482 74.1 57.6
ChatGLM3-6B 6B 55.6 407 519 444 593 444 519 481 629 444 593 51.2
Qwen2.5-7B-Instruct 7B 556 556 519 519 333 519 519 519 444 407 652 50.4
DISC-FinLLM 13B 370 222 333 185 407 444 519 296 444 296 333 35.0
FinGPTv3.1 6B 36.0 203 313 157 388 399 485 289 416 264 314 32.6

Table 23: Evaluation Results (five-shot CoT) for Finance Security Knowledge (Average Accuracy(%)). App: Application
security, Cryp: Cryptographic protection, MA: Malware analysis, MS: Memory security, NS: Network security, Pent: Pentest,
Reve: Reverse engineering, Soft: Software security, Syst: System security, Vul: Vulnerability detection, WS: Web security

Model Size App Cryp MA MS NS Pent Reve Soft Syst Vul WS Average
GPT-40 unknown 74.1 704 704 92.6 815 963 815 889 852 704 815 81.2
Gemini-1.5-flash unknown 77.8 593 852 889 815 926 77.8 815 852 66.7 704 78.8
GPT-40-mini unknown 74.1 74.1 667 852 741 889 778 889 741 815 778 78.5
Qwen2.5-72B-Instruct ~ 72B 741 741 778 815 778 66.7 852 815 92.6 66.7 852 78.5
Claude 3.5-sonnet unknown 66.7 593 630 852 741 926 852 889 815 741 815 77.4
Gemini-1.5-pro unknown 66.7 593 741 852 704 92.6 77.8 815 815 667 778 75.8
GLM4-9B-Chat 9B 63.0 630 667 63.0 593 741 815 63.0 778 63.0 704 67.7
InternLM2.5-20B-Chat  20B 852 593 667 704 556 519 519 593 704 63.0 741 64.3
XuanYuan3-70B-Chat ~ 70B 778 519 704 556 630 556 815 519 704 556 63.0 63.3
Yil.5-34B-Chat 34B 66.7 593 593 63.0 667 444 593 667 741 556 718 63.0
XuanYuan2-70B-Chat ~ 70B 762 534 549 525 642 532 815 641 621 532 63.0 61.7
InternLM2-20B-Chat ~ 20B 66.7 534 593 556 593 556 815 556 667 532 63.0 60.9
Yil.5-9B-Chat 9B 556 778 593 556 556 444 519 556 630 519 852 59.6
CFGPT2-7B 7B 704 48.1 63.0 556 593 741 556 519 667 444 593 58.9
Baichuan2-13B-Chat 13B 556 519 407 37.0 482 482 556 37.0 556 407 55.6 47.8
ChatGLM3-6B 6B 40.7 556 519 37.0 48.1 556 444 407 556 407 518 475
Qwen2.5-7B-Instruct 7B 40.7 482 37.0 482 222 630 482 37.0 333 481 58.1 44.0
DISC-FinLLM 13B 333 259 29.6 29.6 29.6 444 259 29.6 444 185 29.6 30.9
FinGPTv3.1 6B 27.1 224 226 254 220 382 224 269 431 184 269 26.9
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Table 24: Evaluation Result (zero-shot) for Finance Agent(Similarity(%)). COT: Chain of Thought, RAG: Retrieval Augmented
Generation, FT: Financial tasks, MC: Multi-turn conversation, MD: Multi-document question and answer, API-I: API invocation,
API-R: API retrieval

Model Size COT RAG FT MC MD APII API-R Average
Claude 3.5-sonnet unknown 69.6 91.8 80.0 71.2 744 84.6 83.5 79.3
GPT-40 unknown 68.8 83.4 80.0 63.0 69.8 76.5 75.6 73.9
GPT-40-mini unknown 63.0 82.6 80.0 63.0 689 774 75.2 72.9
Gemini-1.5-pro unknown 63.0 822 80.0 63.0 72.0 73.1 76.3 72.8
Gemini-1.5-flash unknown 504 852 80.0 622 71.1 722 75.2 70.9
Qwen2.5-72B-Instruct  72B 622 91.1 743 31.1 69.8 757 74.4 68.4
Qwen2.5-7B-Instruct 7B 444 867 77.8 63.0 663 59.6 68.9 66.7
Yil.5-34B-Chat 34B 502 693 793 652 662 612 70.4 66.0
XuanYuan3-70B-Chat  70B 489 807 77.1 315 693 654 74.1 63.9
InternL.M2.5-20B-Chat  20B 526 859 80.0 315 66.7 569 68.1 63.1
XuanYuan2-70B-Chat  70B 444 815 1793 315 678 58.0 69.6 61.7
Yil.5-9B-Chat 9B 452 660 69.6 637 657 502 67.0 61.1
InternLM2-20B-Chat 20B 40.2 757 721 58.0 613 54.6 64.6 60.9
GLM4-9B-Chat 9B 48.1 644 757 31.1 665 64.1 71.5 60.2
Baichuan2-13B-Chat 13B 319 674 80.0 31.5 66.1 46.5 66.3 55.7
CFGPT2-7B 7B 282 63.0 644 638 60.6 243 52.2 50.9
ChatGLM3-6B 6B 252 71.1 700 31.5 59.1 333 57.2 49.6
DISC-FinLLM 13B 207 615 629 31.1 431 213 52.0 41.8
FinGPTv3.1 6B 46 482 428 31.1 364 253 30.0 31.2

Table 25: The Spearman correlation coefficient matrix results between human evaluation and GPT evaluation for Gemini 1.5-Pro
in seven financial agent tasks, with 20% of all response results randomly sampled for testing in each task

1 2 3 4 5 6 7

0.66 -0.24 -0.08 0.15 0.01 -024 0.18
-0.07 0.84 -0.07 -0.19 0.15 024 0.04
-0.01 -0.04 0.68 0.14 0.14 0.15 0.25
030 0.02 008 085 -027 0.12 0.07
-0.13 0.10 030 -0.19 0.8 0.04 0.31
-0.07 0.09 000 0.02 -0.70 0.63 -0.32
-0.08 034 005 O0.15 002 042 0.55

N ON Dt AW =
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Table 26: Agent Task Evaluation Result (zero-shot) Judged by Claude 3.5-Sonnet

Model Size COT RAG FT MC MD API-I API-R Average
Claude 3.5-sonnet unknown 77.0 852 81.5 726 76.7 89.6 72.2 79.3
GPT-40 unknown 79.2 86.6 80.7 732 707 81.5 73.3 77.9
GPT-40-mini unknown 71.8 874 807 740 73.0 763 73.7 76.7

Gemini-1.5-pro unknown 71.8 814 80.0 72.6 76.7 8l1.1 73.7 76.8
Gemini-1.5-flash ~ unknown 622 80.7 80.0 688 74.1 793 64.8 72.9

Table 27: Agent Task Evaluation Result (zero-shot) Judged by Gemini-1.5-Pro

Model Size COT RAG FT MC MD API-I API-R Average
Claude 3.5-sonnet unknown 73.3 644 80.0 92.6 86.7 92.6 87.4 82.4
GPT-40 unknown 733 748 792 918 822 904 90.0 83.1
GPT-40-mini unknown 71.0 74.8 80.0 92.6 833 89.6 88.9 82.9

Gemini-1.5-pro unknown 73.3 733 80.0 92.6 88.1 894 89.3 83.7
Gemini-1.5-flash ~ unknown 60.7 72.6 80.0 91.8 82.6 90.2 86.5 80.6

Table 28: Agent Task Score Overall Comparision

Model Size GPT-40 Claude-3.5-Sonnet Gemini-1.5-Pro Average
Claude 3.5-sonnet unknown 79.3 79.3 82.4 80.3
GPT-40 unknown 73.9 77.9 83.1 78.3
GPT-40-mini unknown 72.9 76.7 82.9 77.5
Gemini-1.5-pro unknown 72.8 76.8 83.7 77.8
Gemini-1.5-flash  unknown 70.9 72.9 80.6 74.8
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