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Abstract

Previous research has revealed the potential
of large language models (LLMs) to support
cognitive reframing therapy; however, their fo-
cus was primarily on text-based methods, often
overlooking the importance of non-verbal evi-
dence crucial in real-life therapy. To alleviate
this gap, we extend the textual cognitive refram-
ing to multimodality, incorporating visual clues.
Specifically, we present a new dataset called
Multi Modal-Cognitive Support Conversation
(M2CoSC), which pairs each GPT-4-generated
dialogue with an image that reflects the virtual
client’s facial expressions. To better mirror real
psychotherapy, where facial expressions lead
to interpreting implicit emotional evidence, we
propose a multi-hop psychotherapeutic reason-
ing approach that explicitly identifies and in-
corporates subtle evidence. Our comprehen-
sive experiments with both LLMs and vision-
language models (VLMs) demonstrate that the
VLMs’ performance as psychotherapists is sig-
nificantly improved with the M2CoSC dataset.
Furthermore, the multi-hop psychotherapeutic
reasoning method enables VLMs to provide
more thoughtful and empathetic suggestions,
outperforming standard prompting methods.

1 Introduction

As a crucial part of cognitive behavioral therapy
(CBT), cognitive reframing addresses lots of men-
tal health issues rooted in deeply ingrained negative
and distorted thought patterns (Beck, 1970; Powles,
1974; Beck, 1987, 1988; Walen et al., 1992; Hala-
mandaris and Power, 1997; DiTomasso et al., 2000;
Hofmann et al., 2012). Recently, studies attempted
to utilize large language models (LLMs) in this
task, highlighting their growing potential in the
field of psychotherapy (Ziems et al., 2022; Maddela
et al., 2023; Sharma et al., 2023; Qu et al., 2023;
Yang et al., 2023, 2024; Xiao et al., 2024). Con-
ventionally, cognitive reframing has been explored

*Equal Contribution

Figure 1: Illustration of a multimodal conversational
cognitive reframing. The therapist uses both verbal and
non-verbal information to assess the client’s states and
then provides appropriate interventions.1

with text-based sentence rewriting methods aimed
at shifting negative viewpoints to positive ones
(Ziems et al., 2022; Maddela et al., 2023; Sharma
et al., 2023). Concerned that sentence-based cogni-
tive reframing can feel unnaturally imposed, Xiao
et al. (2024) suggest a three-stage conversational
approach with LLMs encouraging clients to engage
more actively and form self-positive viewpoints.

Despite the promising results of LLMs in pre-
vious systems, non-verbal aspects of psychothera-
peutic theory are often overlooked, creating a sig-
nificant gap between real face-to-face therapy and
the systems. In actual psychotherapy situations,
recognizing non-verbal emotions is essential for ef-
fective communication and is a critical skill closely
linked to the therapist’s ability to provide effective
therapy (Hutchison and Gerstein, 2012; Döllinger
et al., 2021).

In this study, we propose to extend the concept of
cognitive reframing into multimodality, integrating
visual clues into the therapy process. Our aim is to
provide a natural and effective cognitive reframing

1To comply with the terms of the AffectNet license, all
images presented in this paper are synthesized using DALL-E
3 (Betker et al., 2023) and not sourced from the AffectNet
dataset.
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Figure 2: An example illustrating the construction of the M2CoSC dataset. Left: the prompt given to GPT-4 in the
client role; Right: the prompt given to GPT-4 Vision in the therapist role. GPT-4 Vision is given a client’s face
image. [dialogue history] denotes a history of conversations accumulated during role play.

framework within a multimodal context, incorpo-
rating clients’ non-verbal clues in the conversation
(Figure 1). To this end, we create a novel syn-
thetic benchmark dataset, Multi Modal-Cognitive
Support Conversation (M2CoSC), which pairs each
synthetic dialogue with an image of the client’s fa-
cial expression.

To create M2CoSC, we utilize the powerful role-
playing capabilities of LLMs. We leverage GPT-4
Vision and GPT-4 (Achiam et al., 2023) to take on
the roles of psychotherapist and client, respectively,
simulating therapy sessions as shown in Figure 2.
Inspired by counseling theory’s (Krishnan, 2015;
Psylog, 2024; Claibourne Counseling, 2024) Initial
Disclosure stage among the five stages, we add the
Introduction phase into our multimodal psychother-
apy framework, extending the three-stage model
proposed by Xiao et al. (2024): Introduction, Prob-
lem Exploration, Brainstorming, and Suggestion.
In addition, to provide explicit guidance based on
the client’s state, we introduce a multi-hop psy-
chotherapeutic reasoning method. By exploring
the implicit evidence necessary for the therapy and
then generating responses based on this evidence,
the AI therapist can offer adequate guidance after
identifying the client’s state.

We evaluate our approach by conducting exten-
sive experiments with two test scenarios, dialogue-
level evaluation and stage-level evaluation, using
both LLMs and Vision-Language Models (VLMs).
The results show that training with our M2CoSC
significantly enhances the counseling capabilities
of VLMs, surpassing those of existing LLMs.
Moreover, the multi-hop psychotherapeutic reason-
ing method allows VLMs to offer more rational and
empathetic suggestions, outperforming standard
prompting methods. Human evaluations further
suggest that capturing the client’s facial expres-
sions in the system, as practical therapists do, can
remarkably assist counseling.

To sum up, our contributions are as follows:
(1) We propose multimodal cognitive reframing
therapy using non-verbal information, creating the
M2CoSC dataset that pairs dialogues with client
facial expressions. (2) We establish a baseline for
the M2CoSC dataset and propose a multi-hop psy-
chotherapeutic reasoning approach to improve the
capabilities of VLMs in delivering rational thera-
peutic interventions.

This work is a first step toward bringing multi-
modal cognitive reframing into AI-enhanced psy-
chotherapy. By introducing a benchmark dataset
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and a structured reasoning approach, we hope to
inspire future research on leveraging non-verbal
cues for more effective therapeutic conversations.

2 Problem Definition and Goals

In cognitive reframing therapy, a therapist must
understand the client’s states, which include their
problematic situations, distorted thoughts, and
thinking traps. The therapist then encourages the
client to consider alternative possibilities. Building
rapport with the client by expressing empathy is
also crucial (Horvath and Luborsky, 1993; Lambert
and Barley, 2001). In the real-world psychother-
apy procedure, these stages involve both verbal and
non-verbal information, where the therapist has
sufficient ability to understand the client’s states.

Here, our goal is to enhance the abilities of an
AI psychotherapist by leveraging non-verbal infor-
mation, guiding it to focus on facial expressions
and to comprehend the client’s states. Given the
client’s facial image and dialogue history, we aim
to provide empathetic responses while maintaining
a consistent focus on the client’s issues throughout
the procedure, offering rational interventions free
from logical errors or contradictions.

To achieve our goals, we created the M2CoSC
dataset founded on three key values—empathy, log-
ical coherence, and guidance—which serve as eval-
uation criteria in a prior study (Xiao et al., 2024).

• Empathy reflects the therapist’s ability to un-
derstand and connect with the client’s emo-
tions, assisting in building trust, connection,
and emotional support, all critical to a strong
therapeutic relationship.

• Logical coherence denotes the therapist’s abil-
ity to organize thoughts and provide well-
structured insights, enhancing the quality of
the conversation.

• Guidance indicates the therapist’s capacity to
offer practical advice, solutions, and direction,
aiding the client to navigate challenges, make
informed decisions, and achieve positive out-
comes.

We also utilize overall scores encompassing all
three items. (see Appendix A for details.)

3 M2 Cognitive Support Conversation

3.1 Dataset Construction
Actual therapy conversations are rarely accessi-
ble due to the sensitive nature of mental health
therapy; thus, we have created a synthetic dataset
that can be shared with the research community2.
To construct multimodal conversational cognitive
reframing dataset, we utilize two publicly avail-
able sources: the Facial Expression Recognition
(FER) dataset called AffectNet (Mollahosseini
et al., 2019), and the cognitive reframing dataset
from Sharma et al. (2023). To address potential pri-
vacy concerns associated with using images of real
people from AffectNet, we obtained agreement for
all research participants, ensuring full compliance
with AffectNet’s policies.

For construction, we set up role-play scenarios
with two agents: GPT-4 in the client role and GPT-
4 Vision in the therapist role.

As shown in Figure 2, we prompt GPT-4 in the
client role and GPT-4 Vision in the therapist role
using a set of four inputs: image, facial expression,
thinking traps, and thought. 3 The image repre-
sents the client’s facial image, the facial expression
denotes the client’s facial expression, the thought
reflects the client’s thoughts, and the thinking traps
capture cognitive distortions present in the thought.

For facial expressions and images, We employ
AffectNet, containing publicly accessible images
from the internet collected for research under non-
commercial use. For thinking traps and thoughts,
we utilize the well-designed open-sourced dataset
from Sharma et al. (2023), which was collected
following ethical guidelines, including informed
consent and participant privacy safeguards. To the
best of our knowledge, this work is the first to
combine multiple datasets to create a multimodal
conversation specifically designed for the mental
health domain.

Each dialogue consists of four turns, which cor-
respond to different stages of a psychotherapeutic
conversation. In this context, a "turn" is the same
as a "stage." The action expected from the client
is to follow the psychotherapist’s instructions, and
the actions required for the psychotherapist at each
stage are as follows.

2Under AffectNet’s license, M2CoSC dataset is par-
tially available at https://github.com/nobel-postech/
M2CoSC.

3We used version gpt-4-0613 of the GPT-4 API and
version gpt-4-1106-vision-preview of the GPT-4
Vision API.
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Avg. Tokens
# of Dialogue Client Therapist Rounds

Train 329 24.93 63.64 4
Test 100 24.01 62.81 4

Table 1: Dataset statistics for M2CoSC. # of Dialogue
indicates the total number of dialogues in the subset.
Avg. Tokens represents the average number of tokens
per utterance from the Client and the Therapist. Rounds
denotes the number of turns per dialogue in the subset.

1. Introduction: The AI psychotherapist ex-
presses empathy and encourages the client to
explore their problems.

2. Exploration: The AI psychotherapist guides
the client to distinguish their thoughts from
their situation.

3. Brainstorming: The AI psychotherapist dis-
cusses other possibilities for the client’s in-
terpretation. This involves asking about the
basis for the client’s thoughts or considering
the possibility of alternative interpretations.

4. Suggestion: The AI psychotherapist first rec-
ognizes the client’s effort to explore other
possibilities and presents specific and ratio-
nal suggestions for the client.

Considering the characteristics of cognitive re-
framing counseling, which often involves address-
ing negative emotions, we excluded the "happy"
expression from the 8 facial expressions in Affect-
Net. The matching between (image, facial expres-
sion) and (thinking traps, client’s thought) was per-
formed randomly with uniform distribution.

The statistics for the M2CoSC dataset are sum-
marized in Table 1. The M2CoSC dataset contains
a total of 429 conversations, each consisting of
exactly four turns.

3.2 Dataset Cleansing
To ensure the quality of the M2CoSC dataset, we
conducted manual data cleansing with the three

Image-Dialogue Consistency
(0-2)

Train 1.472
Test 1.667

Table 2: Image-Dialogue Consistency on the M2CoSC
dataset.

Empathy Logical
Coherence Guidance Overall

(0-3) (0-3) (0-3) (0-3)

Human 2.929 2.980 2.879 2.929
GPT-4 2.920 2.930 2.400 2.420

Table 3: Human and GPT-4 evaluation results on
M2CoSC test set.

native speakers, focusing on four aspects: Client-
clarity, Client-role, Therapist-role, and Image-
Dialogue Consistency (see Appendix B for detailed
criteria). The Image-Dialogue Consistency is a
criterion that evaluates whether the client’s visual
information and dialogue are consistent. If any
of the four criteria received a score of 0, the cor-
responding data was deleted. Table 2 indicates a
considerable correlation between the client’s fa-
cial expressions and their verbal responses in our
M2CoSC dataset.

We hired three native English speakers through
Upwork4, a crowdsourcing platform, to support
this cleansing process.

3.3 Dataset Quality Validation

To further validate the quality of the M2CoSC, we
evaluate the test set of the M2CoSC dataset based
on three criteria: empathy, logical coherence, and
guidance, along with an overall score. Each crite-
rion was rated on a scale from 0 to 3 following the
manual provided by Xiao et al. (2024). The test set
evaluation was conducted using both human and
GPT-4 assessments. We hired an English-fluent
psychotherapist for this evaluation and engaged
them to manually evaluate the test set according to
the detailed guidelines. We also employed GPT-4
for evaluation, feeding it the scorecard criteria and
the dialogues from the test set.

The results in Table 3 indicate that both the hu-
man evaluator and GPT-4 provided high scores,
showing similar scoring tendencies except for
"Guidance." GPT-4 tended to give lower scores
in this aspect, possibly attributable to its higher
degree of expectation for problem-solving than hu-
man evaluators (Chiu et al., 2024). Despite this
discrepancy, the overall consistency in the other
criteria supports the dataset’s reliability.

4https://www.upwork.com/
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Figure 3: Comparison of standard prompting and multi-hop psychotherapeutic reasoning. The multi-hop approach
integrates the client’s emotional and cognitive state (facial expressions, thoughts, and cognitive distortions) at each
step of the intervention. The conversation on the left shows the therapist’s replies, which correspond to the four
stages—Introduction, Guidance, Brainstorming, and Suggestion—outlined on the right.

3.4 Multi-hop Psychotherapeutic Reasoning
To ensure that the interventions are tailored to the
client’s needs, professional psychotherapists typi-
cally first understand the client’s state and then pro-
vide interventions grounded on that (Greenberg and
Safran, 1989; Rice and Elliott, 1996). To mimic the
real therapy process, we introduce multi-hop psy-
chotherapeutic reasoning. This approach identifies
implicit evidence crucial for cognitive reframing
and incorporates it into step-by-step instructions.
Initially, the AI therapist detects the client’s state
and then generates a response based on it, as il-
lustrated in Figure 3. In this work, we focus on
three major aspects of the client’s states—facial
expression, thought, and thinking traps—which ac-
cumulate over the stage of the conversation. Each
piece of evidence is identified at the appropriate
stage. The detected evidence is included in the
client’s states, and the states are fed to the AI thera-
pist as the prompt for the next evidence detection.

4 Experiments

4.1 Settings
Baseline models. We utilize two representative
models for our experiments: LLaMA2-chat-7b

(Touvron et al., 2023)5, which is widely used in text
generation tasks, and LLaVA-v1.5-7b6, renowned
for vision-related tasks. For simplicity, we refer to
LLaMA2-chat-7b as LLaMA2 and LLaVA-v1.5-
7b as LLaVA in this work. In addition, we denote
the versions of LLaMA2 and LLaVA that were
trained on the M2CoSC dataset as CS-LLaMA2
and CS-LLaVA, respectively. When multi-hop psy-
chotherapeutic reasoning is applied, we add MH to
their names.

Hyper-parameters. Both LLaMA2 and LLaVA
were fine-tuned with LoRA (Hu et al., 2022) on the
M2CoSC dataset using default settings, except for
the number of epochs. For LLaMA2, we used the
official open-source models from Hugging Face,
and for LLaVA, we followed the official code de-
faults7. We split the M2CoSC train set into 80:20
training and validation subsets to select the opti-
mal epoch based on validation performance. All
models were trained with 4 × A100-80GB GPUs,

5https://huggingface.co/meta-llama/
Llama-2-7b-chat-hf

6https://huggingface.co/liuhaotian/llava-v1.
5-7b

7Default settings from https://github.com/
haotian-liu/LLaVA/tree/main
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Empathy Logical
Coherence Guidance Overall Avg.

Baselines
LLaMA2 2.665∗ 2.390∗ 1.600∗ 1.540∗ 2.218∗

LLaVA 2.640∗ 2.570∗ 1.790∗ 1.740∗ 2.333∗

Ours
CS-LLaMA2 2.690∗ 2.410∗ 1.640∗ 1.580∗ 2.247∗

CS-LLaVA 2.915∗ 2.890 2.380 2.400 2.728
CS-LLaVA w/ MH 2.980 2.960 2.510 2.490 2.817

Table 4: Dialogue-level assessment results evaluated by GPT-4 using a role-playing approach with an AI client.
Stars (*) next to values indicate a significant difference compared to CS-LLaVA w/ MH , with a p-value < 0.05
determined by the paired t-test.

using a batch size of 32 per GPU.

4.2 Evaluators
GPT-4. Recent research has shown that the evalu-
ation of natural language generation (NLG) models
using GPT-4 closely aligns with human evaluations.
Therefore, GPT-4 is increasingly used as a judge
for NLG tasks across various domains, including
common applications, medical fields, and mathe-
matics (Liu et al., 2023; Sottana et al., 2023; Hsu
et al., 2023; Khondaker et al., 2023; Xiao et al.,
2024). Also, in conversation models, Zheng et al.
(2023) showed that GPT-4 achieves high agreement
with human judgment in evaluations, releasing the
corresponding judging prompt and the used codes8.
Building on this research, we evaluated the AI ther-
apists using GPT-4 (API version)9 for evaluation
in two ways:

• Score assessment: We adopt a three-
dimensional scoring system for AI therapists,
evaluating them on empathy, logical coher-
ence, and guidance.

• Pairwise comparison: We compared the in-
terventions of therapists to determine whether
Model A is better than Model B and vice versa
or if it’s a tie for all possible pairs.10

Human. To enhance the reliability of the inter-
vention evaluation, we conducted human evalu-
ations with domain experts. We hired two flu-
ent English-speaking psychotherapists via Upwork.
The experts performed a pairwise comparison be-
tween our CS-LLaVA with multi-hop psychothera-
peutic reasoning and others (see Appendix C).

8We utilize prompts from https://github.com/lm-sys/
FastChat/tree/main/fastchat/llm_judge

9We used the gpt-4-0613 version of the GPT-4 API.
10To ensure fairness and prevent position bias, we tested

each case twice, swapping the positions each time.

Figure 4: Dialogue-level win rates assessed by GPT-4.
Detailed numerical results are provided in Appendix
D.1.

5 Results and Discussions

For reliable comparison, we compared the
performance of both LLMs and VLMs with
two test scenarios: dialogue-level evaluation
and stage-level evaluation. The dialogue-level
testbed, which has been used in prior research,
allows us to observe how interventions are
carried out throughout conversations. However,
relying solely on this testbed makes it difficult
to accurately compare the AI therapists’ abilities
due to the variability of the AI client. To better
assess interventions in terms of empathy, logical
coherence, and rationality, we also conducted a
stage-level evaluation. This approach enabled
us to compare therapists’ interventions more
precisely by analyzing turn-level performance on
the M2CoSC test set, using consistent contextual
input across the models.

5.1 Dialogue-level Evaluation

In this scenario, we employ ChatGPT (API ver-
sion)11 as an AI client to test our approach in AI-to-

11We used the gpt-3.5-turbo-0125 version of the
ChatGPT API.
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Introduction Exploration Brainstorming Suggestion
Emp. Coh. Gui. Emp. Coh. Gui. Emp. Coh. Gui. Emp. Coh. Gui.

Baselines
LLaMA2 1.58∗ 1.79∗ 0.80∗ 2.16 2.20∗ 1.03∗ 2.10∗ 2.18∗ 1.44∗ 2.17∗ 2.06∗ 0.97∗

LLaVA 0.64∗ 0.98∗ 0.05∗ 1.94∗ 1.96∗ 1.12∗ 1.86∗ 1.99∗ 1.39∗ 2.21∗ 2.37∗ 1.50∗

Ours
CS-LLaVA 1.87∗ 1.99 0.92∗ 2.15 2.24∗ 1.64 2.11∗ 2.25∗ 1.68 2.54 2.61 1.71

CS-LLaVA w/ MH 2.11 2.16 1.02 2.23 2.39 1.60 2.27 2.39 1.79 2.59 2.67 1.80

Table 5: Stage-wise assessment results as evaluated by GPT-4 at each stage on the M2CoSC testset. Emp., Coh.,
and Gui. represent Empathy, Logical Coherence, and Guidance, respectively. Stars (*) next to values indicate a
significant difference compared to CS-LLaVA w/ MH , with a p-value < 0.05 as determined by the paired t-test.

Figure 5: Stage-wise win rates assessed by GPT-4 at each stage of the M2CoSC benchmark. Numerical results are
provided in Appendix D.2.

AI scenarios. For prompting to AI client, we lever-
age 100 resources which are used as base resources
from the test set, originally sourced from Sharma
et al. (2023) and Mollahosseini et al. (2019). The
AI client’s role aligns with our data construction
method, and we use the same prompts throughout
the process. To evaluate the performance difference
between using only the text modality and incorpo-
rating image information, we also compared the
results of CS-LLaMA2. For CS-LLaMA2, only
the text modality was used without incorporating
image information.

Table 4 shows the dialogue-level assessment re-
sults evaluated by GPT-4. Our M2CoSC dataset
with the LLaVA family of models led to significant
improvements across all aspects. By integrating
multi-hop psychotherapeutic reasoning with three
implicit evidences—facial expressions, thoughts,
and thinking traps—the models achieved enhance-
ments across all evaluation aspects, with a particu-
larly remarkable improvement in empathy. These
results support our hypothesis that understanding
the client’s emotional state before responding leads
to more tailored and compassionate interactions.

LLaMA2, in contrast, shows minimal improve-
ment when trained on the M2CoSC dataset, pri-
marily due to the absence of visual information
during the Introduction stage, which hampers ef-
fective training and results in subtle change. These
findings validate our hypothesis that models in-

Figure 6: Dialogue-level score assessment ratio for CS-
LLaVA w/ MH evaluated by GPT-4

tegrating multimodal information in counseling
conversations possess superior therapeutic qual-
ities compared to models relying solely on text.
Consequently, we shifted our focus to the LLaVA
family for further analysis instead of assessing CS-
LLaMA2 in stage-level evaluations, except during
human evaluation settings.

Similar trends were observed in the pairwise
comparison (Figure 4). Despite showing the low-
est performance, LLaVA exhibited a significant
improvement when training on the M2CoSC and
applying our multi-hop psychotherapeutic reason-
ing method, achieving the highest performance in
CS-LLaVA w/ MH. No significant performance
difference was noted between LLaMA2 and CS-
LLaMA2 due to the absence of visual information,
further highlighting the impact of multimodal inte-
gration in counseling conversations.
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Figure 7: All stages aggregated win rates of CS-LLaVA
w/ MH against other models, as evaluated by two psy-
chotherapists on the M2CoSC test set. The domain
experts are asked to choose which intervention is better
at assessing the given intervention.

Error analysis Examining the aspect-wise re-
sults of our CS-LLaVA w/ MH, we found that the
guidance received lower scores than the other as-
pects (Figure 6). Hence, we further conducted
a detailed error analysis, where the primary (six
out of nine) cases were the AI therapist’s failure
to offer forward-looking strategies. Specifically,
the AI therapist could not provide future-oriented
strategies, hindering its ability to assist clients in
preventing similar possible distortions. Detailed
examples and additional qualitative analysis are
described in Appendix E and F.

5.2 Stage-level Evaluation
In this testbed, each AI therapist responds to the
same dialogue history, allowing us to directly com-
pare their interventions. To ensure reliability, we
conducted evaluations using both GPT-4 and two
human psychotherapists, and the evaluation was
carried out at the turn level for each stage. As
in the dialogue-level evaluation, we report score
assessment and win rate results.

Throughout both assessment results and pairwise
comparisons, the M2CoSC dataset had a noticeable
impact across all stages. Multi-hop psychothera-
peutic reasoning outperformed the standard prompt-
ing method across most stages; however, in the
Exploration stage, the guidance performance was
slightly lower. This is likely because this stage
emphasizes a deeper exploration of the client’s sit-
uation rather than offering direct suggestions.

Stage-wise assessment results evaluated by GPT-
4 (Table 5) reveal that the score distribution is lower
than that of the dialogue-level evaluation, as it as-

Win Rate (%)
Intro. Explo. Brain. Sugg.

Baselines
LLaMA2 90.0 75.5 68.0 90.0
LLaVA 97.5 98.0 85.5 70.0

Ours
CS-LLaMA2 88.0 77.5 70.5 88.0
CS-LLaVA 71.0 46.0 61.0 57.0

Table 6: Stage-wise win rates of CS-LLaVA w/ MH
against other models, as evaluated by two psychothera-
pists at each stage of the M2CoSC testset.

sesses intervention at the turn level rather than the
entire conversation. One key finding is the sub-
stantial performance improvement of the multi-hop
psychotherapeutic reasoning process observed in
the Introduction stage. The results demonstrate
that our attempt to initially detect and incorporate
the client’s emotions led to more empathetic and
coherent interactions. Figure 5 illustrates the stage-
wise pairwise comparison results among the four
models, as judged by GPT-4. Note that LLaVA,
without our method, had the lowest win rate during
the Introduction stage. This is attributable to its
difficulty in expressing empathy using the client’s
non-verbal evidence, as it had not yet learned to
effectively integrate multimodal information into
conversations. The results highlight the importance
of teaching models to recognize and utilize such
information in counseling phases.

To further strengthen the reliability of the hu-
man evaluation results, we derived the win rate by
comparing the proposed methodology with other
approaches. Specifically, we compared CS-LLaVA
with multi-hop psychotherapeutic reasoning to CS-
LLaVA with standard prompting and other base-
lines, as evaluated by two domain experts. All
stages aggregated results in Figure 7 exhibit that
CS-LLaVA w/ MH achieved the highest wins and
significantly fewer losses. Stage-wise results in
Table 6 show that CS-LLaVA w/ MH outperforms
across all stages. However, in the Exploration stage,
CS-LLaVA performed similarly to CS-LLaVA w/
MH, likely due to the nature of the stage, which fo-
cuses more on exploring the client’s situation than
providing suggestions.

Overall results strengthen the essence of integrat-
ing multi-hop psychotherapeutic reasoning, particu-
larly in stages where understanding and responding
to emotional and cognitive states is critical.
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6 Conclusion

In this paper, we explore cognitive reframing ther-
apy within a multimodal context. Recognizing the
gap between real face-to-face cognitive reframing
therapy and prior research, as well as the potential
benefits of AI in psychotherapy, we take an initial
step toward enhancing the therapeutic capabilities
of AI therapists by incorporating non-verbal cues,
particularly facial expressions, into the interven-
tion process. To address the challenge of restricted
access to real client data in the field of psychology,
which hinders research efforts, we synthetically cre-
ate a novel multimodal conversational cognitive re-
framing dataset called M2CoSC. Our experiments
across two test scenarios, dialogue- and stage-level
evaluations, exhibit significant improvements in
the therapeutic capabilities of VLMs when using
M2CoSC. The proposed multi-hop psychothera-
peutic reasoning strategy, which integrates facial
expressions, thoughts, and thinking traps, demon-
strates superior performance in providing clients
with empathetic, logically coherent, and specific
rational suggestions.

Limitations

We expanded the concept of cognitive reframing
into multimodality, demonstrating that incorporat-
ing multimodal evidence and multi-hop psychother-
apeutic reasoning significantly enhances the thera-
pist’s abilities. However, these results were limited
to virtual clients whose facial images and dialogues
were consistent. This controlled setting may not
fully capture the complexities of real-world inter-
actions.

While we used benchmark images for facial ex-
pression recognition, capturing real clients’ facial
expressions can be challenging and may influence
the consultation’s content. Moreover, our study
only utilized facial images as the source of non-
verbal information, which presents a limitation
compared to actual face-to-face cognitive refram-
ing therapy. Real-life therapy involves a broader
spectrum of non-verbal cues, such as body lan-
guage, tone of voice, and other contextual factors,
which were not accounted for in our research.

Another important consideration is that facial
expression recognition can vary across cultural con-
texts. Different cultures express and interpret emo-
tions in distinct ways, which can affect the accuracy
and fairness of emotion recognition models. Such
cultural differences may introduce biases in how

virtual clients’ emotions are understood and ad-
dressed, meaning our findings might not generalize
well across diverse populations. Future research
should work on mitigating these biases and adapt-
ing emotion recognition models to better account
for cultural diversity.

Moving forward, we plan to expand the modali-
ties to include a wider range of non-verbal informa-
tion. By incorporating diverse non-verbal cues, we
aim to further enhance the model’s ability to mimic
real-life therapy scenarios. This will help bridge
the gap between virtual and actual consultations,
ultimately enabling the model to learn how to ef-
fectively utilize non-verbal information in a more
realistic setting.

Ethics Statement
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Additionally, to adhere to the AffectNet license,
images attached in this paper were not sourced
from the AffectNet dataset; instead, all images
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A Overall Trait

We introduced the Overall score as a metric to as-
sess the therapist’s overall ability, with the calcula-
tion method illustrated in Algorithm 1. e, c, g stand
for empathy, logical coherence, and guidance.

Algorithm 1 Overall Score Calculation
function GETOVERALLSCORE(e, c, g)

if e ≤ 1 or c ≤ 1 then
return 0

end if
if (e ≥ 2 and c ≥ 2) and g ≤ 1 then

return 1
end if
if (e ≥ 2 and c ≥ 2 and g == 2) then

return 2
end if
if e ≥ 2 and c ≥ 2 and g == 3 then

return 3
end if

end function

B Data Cleansing Manual

Data cleansing guidelines are shown in Table 7.

C Details for Human evaluator

Hiring and payment We hired a total of three
psychotherapists and paid $0.8 per conversation for
dataset evaluation and $0.0625 per data entry for
pairwise comparison.

Instructions for M2CoSC evaluation We pro-
vided domain experts with detailed instructions for
evaluating the M2CoSC test set, as illustrated in
Figure 13.

Instructions for human pairwise comparison
We provided the other two experts with instruc-
tions for conducting human pairwise comparisons,
as shown in Figure 14. The evaluation sheet pro-
vided to them included only Dialogue history, Re-
sponse A, Response B, and Question ID, without
revealing information about Model A and Model
B. Additionally, to prevent bias based on position,
Model A and Model B were randomly assigned for
each data entry.

D Detailed Numerical Results

This section provides the numerical results corre-
sponding to the performance analyses discussed in
the main text.

D.1 Dialogue-level Pairwise Comparison

In Table 8, we have provided the numeric results
as additional data for Figure 4. When comparing
the comparison results for each model pair, CS-
LLaVA w/ MH showed a win rate exceeding 50%,
outperforming all models.

D.2 Stage-level Pairwise Comparison

In Table 9 and Table 10, we have provided the nu-
meric results as additional data for Figure 5. When
comparing each model pair, CS-LLaVA w/ MH
showed a win rate that surpassed other models,
similar to the dialogue-level testbed results.

E Case Study

We conducted additional analysis on test cases to
compare our approaches with the LLaMA2.

The comparisons are illustrated in three figures:
Figures 8, 9, and 10 show the full conversations
between LLaMA2, CS-LLaVA, and CS-LLaVA w/
MH with an AI client, respectively. All three con-
versations were generated using the same source
from the M2CoSC test set, where the client exhibits
cognitive distortions, specifically overgeneraliza-
tion.

In the Introduction stage, LLaMA2 primarily
offers unconditional consolation, as it lacks the
ability to draw on client-specific information. In
contrast, both CS-LLaVA and CS-LLaVA w/ MH
demonstrate a more targeted empathy by tailoring
their facial expression.

When it comes to suggestions, LLaMA2 tends
to focus on generic advice, like "having an open
conversation with a friend," without utilizing spe-
cific cognitive reframing techniques. On the other
hand, CS-LLaVA and CS-LLaVA w/ MH encour-
age the client to consider alternative viewpoints.
Additionally, CS-LLaVA w/ MH goes even further
by prompting the client to reflect on past instances
where they may have made similar cognitive errors.

F Error Analysis

Based on the dialogue-level evaluation results (see
Figure 6), we analyzed the cases where guidance
received lower scores, specifically those rated as 1.

F.1 Failure to Provide Future Strategies

A common issue with our CS-LLaVA w/ MH
model was its inability to offer strategies that would
help clients address similar challenges in the future.
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For instance, in Figure 11, the therapist success-
fully reframed the client’s feelings about overshar-
ing but neglected to suggest how to handle similar
situations moving forward.

In such cases, the therapist could have recom-
mended practical strategies, such as discussing
personal issues openly with colleagues to gauge
their comfort levels. Providing forward-looking
strategies is essential for helping clients develop
resilience and effective coping mechanisms for re-
curring issues.

F.2 Inadequate Crisis Management
In situations where clients are experiencing severe
emotional distress, our CS-LLaVA w/ MH strug-
gled to respond flexibly to the crisis, such as by
recommending immediate crisis intervention. For
example, in Figure 12, a client expressed suici-
dal thoughts, but the therapist failed to suggest
professional help or provide resources for dealing
with a crisis. This represents a serious limitation
in ensuring safe guidance, especially in high-risk
situations.

The staged approach we used to enhance logical
consistency in the LLM’s counseling conversations
mandates that the therapist adhere to a predefined
role at each session stage. However, this rigidity
impedes the model’s ability to adapt during crises.
Furthermore, this staged conversation assumes that
clients are willing to engage openly with the thera-
pist; if clients display resistance or strong defense
mechanisms, the model may fail to deliver effective
support.

Future research should aim to improve the AI’s
flexibility in crisis situations while preserving the
logical coherence central to its design. Addressing
these limitations is crucial for enhancing the AI
therapist’s capacity to provide meaningful, practi-
cal, and safe guidance, especially during critical
moments.
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Metric Description Scale
Client-clarity The client expresses his or her situation clearly in the conversation 1/0
Client-role The client adheres to the role of the client throughout the conversation. 1/0
Therapist-role The therapist adheres to the role of the therapist in all conversations. 1/0

Image-Dialogue
Consistency

There is no consistency between the client’s facial image and the client’s
utterances or situation. The client’s facial image is relevant to neither the
client’s utterances nor the client’s situation.

0

There is acceptable consistency between the client’s facial image and the
client’s utterances or situation.

1

There is strong consistency between the client’s facial image and the
client’s utterances or situation.

2

Table 7: Guideline for data cleansing in M2CoSC. Client-clarity, Client-role, and Therapist-role are assigned 1 if
they match the description, and 0 otherwise.

LLaMA2 LLAVA-7b CS-LLAMA2 CS-LLAVA CS-LLAVA w/ MH Win Rate

LLAMA2 - 52.551 49.495 9.694 9.794 30.485
LLAVA-7b 47.449 - 49.485 6.566 7.071 27.481

CS-LLAMA2 50.505 50.516 - 10.309 7.071 29.592
CS-LLAVA 90.306 93.434 89.691 - 47.959 80.357
CS-LLAVA w/ MH 90.206 92.929 92.929 52.041 - 82.061

Table 8: Numerical results of dialogue-level pairwise comparison of five models, evaluated using GPT-4.

Win Rate (%)
Introduction Exploration Brainstorming Suggestion

LLaMA2 44.767 22.222 42.701 29.740
LLaVA 3.529 37.770 35.907 46.539

CS-LLaVA 69.336 72.119 60.256 57.617
CS-LLaVA w/ MH 82.101 68.978 60.478 67.671

Table 9: Stage-wise win rates of four models on the M2CoSC testset, evaluated using GPT-4.

LLaMA2 LLAVA-7b CS-LLAVA CS-LLAVA w/ MH Win Rate

LLAMA2 - 54.096 27.562 22.877 34.676
LLAVA-7b 45.904 - 25.710 21.676 31.179

CS-LLAVA 72.438 74.290 - 47.067 64.848
CS-LLAVA w/ MH 77.123 78.324 52.933 - 69.677

Table 10: Numerical results of stage-level pairwise comparison of four models on the M2CoSC testset, evaluated
using GPT-4.
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Figure 8: A case study between an AI Client (ChatGPT) and LLaMA2. The red shading highlights the client’s
distorted thoughts, while the yellow shading emphasizes the key components of the therapist’s intervention.

Figure 9: A case study between an AI Client (ChatGPT) and CS-LLaVA.
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Figure 10: A case study between an AI Client (ChatGPT) and CS-LLaVA w/ MH.
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Figure 11: A failure case study of failure to provide future strategies. The case received scores of 3 for Empathy, 3
for Logical Coherence, and 1 for Guidance.

Figure 12: A failure case study of inadequate crisis management; highlights client’s expression of suicidal thoughts.
The case received scores of 3 for Empathy, 3 for Logical Coherence, and 1 for Guidance.
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Figure 13: Instruction for human dataset evaluation.

Figure 14: Instruction for human pairwise comparison.
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