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Abstract

Constrained decoding with lookahead heuris-
tics (CDLH) is a highly effective method for
aligning LLM generations to human prefer-
ences. However, the extensive lookahead roll-
out operations for each generated token makes
CDLH prohibitively expensive, resulting in low
adoption in practice. In contrast, common de-
coding strategies such as greedy decoding are
extremely efficient, but achieve very low con-
straint satisfaction. We propose constrained
decoding with speculative lookaheads (CDSL),
a technique that significantly improves upon
the inference efficiency of CDLH without ex-
periencing the drastic performance reduction
seen with greedy decoding. CDSL is motivated
by the recently proposed idea of speculative
decoding that uses a much smaller draft LLM
for generation and a larger target LLM for ver-
ification. In CDSL, the draft model is used to
generate lookaheads which is verified by a com-
bination of target LLM and task-specific reward
functions. This process accelerates decoding
by reducing the computational burden while
maintaining strong performance. We evalu-
ate CDSL in two constraint decoding tasks
with three LLM families and achieve 2.2× to
12.15× speedup over CDLH without signifi-
cant performance reduction.

1 Introduction

Alignment of LLMs to human preferences is im-
portant for their general applicability. Constrained
decoding in large language models (LLMs) is an
effective method as a post-training step to align
LLM generations to human preferences such as
harmless text generation (Deng and Raffel, 2023;
Huang et al., 2024), faithful summarization (Wan
et al., 2023), formatted generation, flow adher-
ing planning (Roy et al., 2024), among other use
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Figure 1: Inference speedup v/s performance on harmless
text generation (Anthropic’s HH-RLHF dataset). Apart from
CDSL, we also propose a novel baseline (CDLH-appx) which
uses the draft model to generate lookahead tokens for each
beam. CDSL gains significant inference speedup w.r.t. CDLH
and CDLH-appx without drastic performance reduction as
compared to other decoding algorithms such as greedy decod-
ing. Plot best viewed in color.

cases. Within Constrained Decoding methods, the
“Lookahead” Heuristics-based approach (CDLH)
has demonstrated the best performance across sev-
eral tasks (Lu et al., 2021, 2022). CDLH examines
the top k beams, generates d additional tokens as
“lookahead” for each beam, scores them using task-
specific reward functions for constraint satisfaction,
and selects the beam that maximizes constraint ful-
fillment while discarding the others. However, the
computational expense of generating lookaheads
makes this approach prohibitively costly in terms
of runtime, limiting its practical applicability in
real-world scenarios.

Speculative decoding (SD) is a recently pro-
posed technique for improving the inference speed
of LLMs (Leviathan et al., 2023; Chen et al., 2023).
This approach employs a draft-then-verify strat-
egy (Xia et al., 2024), utilizing a smaller and more
efficient draft LLM’s generation to approximate
the output of a larger target LLM. At each step,
the draft’s output is validated by the target LLM.
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In transformer-based LLMs, this validation is per-
formed through a forward pass, which is less com-
putationally intensive than autoregressively gener-
ating tokens. As a result, SD significantly reduces
the inference time for the target LLM while preserv-
ing generation quality. However, it should be noted
that SD does not have any specific mechanism to
align its generations with task-specific constraints.

Drawing inspiration from speculative decoding,
in this work, we propose Constrained Decoding
with Speculative Lookaheads (CDSL) to improve
the inference time of constrained decoding algo-
rithms. CDSL begins by autoregressively speculat-
ing the lookahead tokens using a small and efficient
draft LLM. Speculated lookaheads are then vali-
dated by the larger target LLM, to ensure that the
output from the draft adheres to the same distri-
bution as the target LLM. To enforce constraints
on generations, validated speculative lookaheads
are also scored using a task specific reward func-
tion, which assesses their adherence to the required
constraints. Based on the feedback from the tar-
get LLM and the reward function, we define a set
of states and corresponding actions that determine
whether to accept or reject the lookaheads.

To demonstrate the effectiveness of the proposed
approach we experiment with three LLM families
and two constraint-satisfaction tasks – constrained
commonsense generation, CommonGen (Lin et al.,
2020) and harmless text generation, HTG (Anthropic
HH-RLHF (Bai et al., 2022)). The CDLH method
serves as an upperbound for constraint satisfac-
tion performance and a baseline for runtime perfor-
mance. Similarly, greedy decoding serves as a run-
time upper-bound and performance baseline. We
observe that our proposed CDSL gives a practical
middle-ground by significantly improving upon the
inference efficiency of CDLH without experienc-
ing drastic performance reduction often seen with
greedy methods, as shown in Figure 1. Concretely,
CDSL delivers an inference speedup of 2.2× to
12.15× over CDLH, along with constraint satisfac-
tion performance improvements of up to +10.1%
points on HTG and +20.9% points on CommonGen
compared to greedy decoding.

2 Preliminaries

2.1 Constrained Decoding with Lookahead
Heuristic (CDLH)

Common decoding techniques, such as greedy or
beam search methods, generate the next token au-

toregressively based on the previous (input) tokens.
However, enforcing constraints to text generation
often requires planning ahead and estimating the
likelihood of satisfying future constraints if a candi-
date token is selected. To address this challenge, Lu
et al. (2022) introduced constrained decoding with
lookahead heuristics (CDLH) based method. This
approach views decoding as a discrete search prob-
lem and selects the next token at each decoding step
by estimating the future reward based on lookahead
heuristics. In particular, for each token generation,
it considers top-k candidate tokens based on model
logits, each of which is expanded to generate d
additional tokens called lookaheads. The looka-
heads are then scored for constraint satisfaction
using a constraint-specific reward function, R, and
the token with the highest reward is finally gener-
ated. This approach is illustrated in Algorithm 2
in Appendix A. By unrolling additional lookahead
tokens to estimate potential future reward for each
candidate token, this approach achieves state-of-
the-art performance in many constraint satisfaction
tasks (Wan et al., 2023; Huang et al., 2024; Roy
et al., 2024). However, this method is computation-
ally expensive due to exhaustive search required to
approximate future rewards at each decoding step,
which involves lookaheads generation for all can-
didate options. While limiting the search space to
the top-k candidates mitigates this issue, the com-
putational cost remains significant, especially with
larger LLMs. For instance, our experiments show
that CDLH is 8.62− 15.35× more expensive than
greedy decoding (Section 5).

2.2 Speculative Decoding (SD)

With the motivation of improving the natural infer-
ence time of LLMs, speculative decoding (SD) has
been proposed in recent studies (Leviathan et al.,
2023; Chen et al., 2023). The key idea in specula-
tive decoding is that complex language modeling
tasks often include easier subtasks (e.g., genera-
tion of certain words are easier given the context)
that can be approximated well by even a simpler,
smaller, and more efficient language model. The
transformer based LLMs comes with the advan-
tage that they can process multiple tokens at a time
and output their probability distribution with just a
forward pass. Hence, in SD, given an LM task, a
runtime efficient language model, typically a very
small LLM (referred to as draft LLM, Mq), is used
to draft d tokens and a much larger LLM (referred
to as target LLM, Mp), verifies them with just one
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forward pass. By comparing the output probability
distribution of Mq and Mp for the drafted tokens,
it is determined at what position the drafted tokens
deviate from Mp’s output distribution and a new
token is generated at that position (this process re-
peats). In this manner, SD improves the runtime
of Mp while retaining its output probability dis-
tribution. Motivated by this method, in this work,
we propose “constrained decoding with specula-
tive lookaheads” to improve runtime complexity of
CDLH, as explained in the next section.

3 Proposed Algorithm

In this section, we first propose a novel baseline
that is simple yet effective, by optimizing the looak-
head mechanism of CDLH with a smaller LLM.
Then we propose our algorithm “constrained de-
coding with speculative lookaheads” which com-
bines the paradigms of CDLH and speculative de-
coding. Our approach leverages the strength of
both paradigms (better alignment from constrained
decoding and faster decoding from speculative de-
coding), leading to a powerful yet practical method.

3.1 CDLH with Approximate Lookaheads
(CDLH-Appx.)

We observe that in CDLH, the most runtime is in-
curred during generating the lookaheads for each
candidate token, as for each token generation the
LLM needs to generate k × d additional tokens
(assuming greedy rollout of lookaheads). We pro-
pose optimizing the runtime in this step by using
a much smaller LLM that is computationally less
expensive than the larger LLM. Hereafter, we ad-
dress the smaller LLM as “draft LLM”, Mq, and
the larger LLM as “target LLM”, Mp. To this end,
we propose a simple yet effective baseline, where
Mq generates i.e., approximates the lookaheads for
Mp, resulting in faster inference. After generating
the lookahead tokens, as before, the token corre-
sponding to the highest reward is selected. We note
that even though a lot of computation is shifted to
the much cheaper Mq, this approach still requires
generation of additional k × d tokens by Mq just
to generate one token by Mp.

3.2 Constrained Decoding with Speculative
Lookaheads (CDSL)

Our algorithm begins by autoregressively specu-
lating d lookahead tokens using the draft LLM,
Mq. Speculative lookaheads are validated by tar-
get LLM, Mp, to ensure that the output from Mq

adheres to the same distribution as Mp. To enforce
constraints on generations, validated speculative
lookaheads are scored using a task specific reward
function R, which assesses their adherence to the
required constraints. Next, we define a set of states
and corresponding actions based on the feedback
from Mp and R, that determines whether to ac-
cept or reject the speculated lookaheads. In this
manner, our approach ensures maximum gain in
both constraint satisfaction and runtime. This entire
draft-then-validate process repeats until the desired
maximum sequence length lm is achieved. The fol-
lowing subsections provide a detailed explanation
of this procedure.

3.2.1 Generating Speculative Lookaheads
In CDLH, the target LLM Mp generates the looka-
heads resulting in a very high runtime. Conversely,
in CDLH-Appx., the lookaheads are approximated
by smaller draft LLM, Mq, however, not verified
by Mp, leaving room for more runtime improve-
ment. Hence, in our proposed method, we initiate
text generation using a draft model, Mq, with the
aim of leveraging its cost efficiency for the looka-
head process. Given an input prompt, referred to
as prefix and a fixed draft length d, we generate a
sequence of tokens by greedily sampling d tokens
from Mq in an autoregressive manner. It is cru-
cial to understand that these lookahead tokens are
speculative at this point, as they have not yet been
validated by the target Mp, to confirm alignment
with its distribution. In addition, we note that the
prefix comprises the initial prompt and the previ-
ously generated tokens, accumulated over multiple
draft-then-validate iterations of our algorithm.

3.2.2 Scoring Lookaheads
Our goal is to maximize both constraint satisfaction
and runtime efficiency. Hence, a generated looka-
head in the previous step is evaluated by both Mp

(attributes to runtime gain) and task specific reward
function R (attributes to constraint satisfaction).

Validation by Mp. We apply the principle of
speculative decoding, performing a forward pass
on the input prefix along with d lookahead tokens
using the target Mp for validation. Using the output
distribution of the d tokens by Mp, the validation
can be done using the following two methods.

Hard Rejection: We take the argmax at each of
the d positions on the distribution generated by Mp

and obtain the tokens Mp would generate at each
of the d positions. Then we compare the tokens
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from Mp and Mq for equivalence at each position
and identify the first position with a mismatch.

Speculative Sampling: Leviathan et al. (2023)
introduces a speculative sampling approach, which
does not require an exact positional match be-
tween Mp and Mq. Assume p(x) and q(x) are
distributions from Mp and Mq, respectively. A
token xn, at a position n is rejected if r >
min(1, (p(xn)/q(xn))), where r ∼ U [0, 1], and a
new token is sampled at the rejected position from
the adjusted probability distribution p(xn)− q(xn).
In this manner, this method ensures that the prob-
ability distribution of the generated tokens aligns
with the distribution of Mp.

After determining the first rejection position us-
ing either of the approaches, we calculate the ac-
ceptance score, a, that represents the proportion of
tokens approved by Mp (a = first-rejection-position
/ draft length). a quantifies the degree to which Mp

approves of speculative lookaheads.

Validation by R. To impose constraints on the
generated sequence, the generation until the first
rejection position determined by Mp is evaluated
by a reward function, R. The reward function R
takes as input the generated sequence along with
the prefix and outputs a reward score, r, based on
constraint satisfaction. The choice of R is task-
specific and depends on the nature of the constraint
(e.g., lexical vs. semantic). Accordingly, R can be
a function or a parametric model, it may generate a
binary, continuous, or discrete score, all depending
on the task in hand. In Section 4, we experiment
with different types of task-specific R.

3.2.3 Speculated Tokens Acceptance Decision
In our algorithm, the decision to finally accept or
reject speculative lookaheads is determined by a
combination of the acceptance score, a and the
reward score, r. We define the following four states
and state-specific actions based on the magnitude
of a and r.

Both acceptance (a) and reward (r) scores are
high (S1). This scenario represents an ideal sit-
uation that indicates the majority of outputs from
Mq are similar to the output distribution of Mp and
satisfy the constraint requirements. Hence, in this
situation, every token accepted by Mp is generated.
It is important to emphasize that we do not sample
additional tokens from Mp, contrary to the usual
practice in speculative decoding. This is because,
in constraint satisfaction problems, accepting a to-

ken without verification by the reward model is
inefficient and may result in constraint violation.

Algorithm 1 Constrained Decoding with Specula-
tive Lookaheads

1: Input: Target llm Mp, Draft llm Mq , Reward function
R, Prompt pfx, Lookahead len d, Max seq. len lm,
Beam size k, Reward thresh. rt, Acceptance thresh. at

2: Initialize: Generated sequence T ← ∅
3: while len(T ) < lm do
4: ▷ Draft d tokens from Mq for lookahead.
5: for i = 1 to d do
6: qi(x)←Mq(pfx+ [x1, . . . , xi−1])
7: xi ← argmax qi(x)
8: end for
9: ▷ Run Mp in parallel for verification.

10: p1(x), . . . , pd(x)←
11: Mp(pfx), . . . ,Mp(pfx+ [x1, . . . , xd])
12: ▷ Determine number of accepted guesses n.
13: n← 0
14: for i = 1 to d do
15: yi ← argmax pi(x)
16: if yi ̸= xi then
17: break
18: end if
19: n← n+ 1
20: end for
21: ▷ Calculate acceptance a and reward r scores.
22: a← n/d, r ←R(x1, . . . , xn)
23: O ← ∅
24: ▷ Compare scores and take state-specific actions.
25: if a ≥ at and r ≥ rt then
26: ▷ S1 specific actions
27: O ← [x1, . . . , xn]
28: else if a < at then
29: ▷ S2/S3 specific actions
30: X ← ∅
31: for i = 1 to b do
32: xi ← argmaxMp(pfx+[x1, . . . , xn]+X )
33: X ← X + xi

34: lh← ∅
35: for j = 1 to d do
36: l← argmaxMq(pfx+[x1, . . . , xn]+X+

lh)
37: lh← lh+ l
38: end for
39: ifR(pfx+[x1, . . . , xn]+X + lh) ≥ rt then
40: O ← [x1, . . . , xn] + X
41: break
42: end if
43: end for
44: if O is ∅ then
45: o← Generated 1 token using CDLH-appx.
46: O ← [x1, . . . , xn] + o
47: end if
48: else if a ≥ at and r < rt then
49: ▷ S4 specific actions
50: o← Generated 1 token using CDLH-appx.
51: O ← [x1, . . . , xn] + o
52: end if
53: pfx← pfx+O
54: T ← T +O
55: end while
56: Output: Generated sequence T

Acceptance (a) is low and reward (r) is low (S2)
or high (S3). In this scenario, the acceptance
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score is low, indicating that the target LLM Mp

disapproves of the tokens generated by Mq. This
holds regardless of whether the reward score is high
or low, which implies that the output distribution
of Mp differs significantly from that of Mq. Mp

being a larger model, intuitively exhibits superior
reasoning abilities compared to the cheaper draft
Mq. Hence, we discard generations by Mq and
strategically sample tokens from Mp, allowing it a
chance to generate high reward tokens. This action
is described below.

Step-1: In this step, we provide Mp a chance to
lead the output in a direction where constraint sat-
isfaction will be high. For that, we greedily sample
the next token from Mp, perform a lookahead for
the token with draft Mq, and score it with R. We
provide Mp the chance to generate up to b tokens
in this manner until the reward score becomes high.
If the reward score is still low, indicating Mp’s lim-
itation in constraint satisfaction, we discard the b
tokens and move to Step-2, otherwise, we accept
the b new tokens.

Step-2: If Step-1 does not yield a token, it means
greedy decoding of Mp is not going to satisfy con-
straints. Hence, the output distribution of Mp needs
to be modified. To do so, we consider the top-k
next token candidates by Mp. For each top-k to-
ken, we perform a lookahead using Mq, score it
using R, and choose the token with the highest con-
straint satisfaction score. This step is equivalent to
CDLH-appx. as described in Section 3.1.

Acceptance (a) is high, while reward (r) is low
(S4). This state indicates that the target LLM Mp

accepts the outputs from Mq, however, they do not
satisfy the constraints, indicating Mp’s inability to
satisfy constraints in this state. Thus, we discard
the generations by Mq and directly generate the
next token with Mp, imposing constraints on its
generations following Step-2 above.

Finally, we define what qualifies as “high” vs.
“low” for the acceptance (a) and reward scores (r)
using thresholds at and rt, respectively. The intu-
ition is drawn from recent studies on speculative
decoding that show, acceptance score varies widely
across tasks and the choice of target-draft LLM
pairs (Liu et al., 2024b; Yan et al., 2024). Hence,
defining thresholds to determine high or low ac-
ceptance and reward scores allow us to explore a
continuous space of the above four states, and se-
lect the threshold combination that yields the best
runtime and constraint satisfaction performance for
a particular task and target-draft pair. We outline

our approach with the hard rejection method in Al-
gorithm 1 and note that the soft rejection technique
can be plugged in lines 12-20.

4 Experimental Setting

4.1 Constrained Decoding Tasks

To study the efficacy of our algorithm, we select
two types of constrained decoding tasks.

Lexical Constraint: We select the constrained
commonsense generation task, CommonGen (Lin
et al., 2020), that requires generating a coherent
sentence that describes a plausible scenario us-
ing all the provided concepts (e.g., {‘dog’, ‘run’,
‘field’} might produce “The dog runs on the field”).
This type of lexical constraints are programmati-
cally verifiable, hence, we implement the reward
function, R, for this task using a concept counting
method in the generated sentence, e.g., if 2 out of
5 concepts are covered, R = 0.4.

Semantic Constraint: For semantic con-
straint satisfaction, we study the Harmless Text
Generation (HTG) task using the Anthropic HH-
RLHF dataset (Bai et al., 2022), where a hu-
man converses with an LLM assistant and tries
to prompt it to generate harmful responses. Se-
mantic constraints are abstract (e.g., ‘I can help
with a murder’ vs. ‘I do not support murder’) and
are not possible to verify programmatically, requir-
ing different type of reward modeling. Hence,
as R, we use an off-the-shelf reward model,
reward-model-deberta-v3-large-v2*, that pro-
vides a continuous reward score for harmlessness.

4.2 LLM Families

By design, speculative decoding based approaches
require draft and target LLMs to be selected from
the same LLM family in order to ensure vocabu-
lary match. Hence, we experiment with three LLM
families that have enough smaller and larger LLMs
available to be used as drafts and targets. We exper-
iment with OPT (Zhang et al., 2022): 13B as target
and {125M, 350M, 1.3B} as drafts; Bloomz (Muen-
nighoff et al., 2023): 7.1B as target and {560M,
1.7B} as drafts; Qwen1.5 (Team, 2024): 7B as tar-
get and {0.5B, 1.8B} as drafts. For the CommonGen
task, we use the Chat version of Qwen1.5 as we
found it to be better at following the instructions.

*https://huggingface.co/OpenAssistant/reward-model-
deberta-v3-large-v2
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4.3 Evaluation Metrics

In this paper, our goal is to improve the runtime
of CDLH with speculative lookaheads. Hence, we
report the following two major evaluation metrics.

Speedup. Following the approach by Leviathan
et al. (2023), we calculate the runtime cost coeffi-
cient c as the ratio of the average tokens per sec-
ond of Mp to those of Mq, with the simplest de-
coding method, greedy decoding. We found that
the runtime complexity of the reward function, R
is negligible compared to the inference time of
LLMs. Hence, by disregarding the negligible run-
time for R, we calculate runtime, P for each token
generation, P = (c ∗ No. of Mq calls per token) +
No. of Mp calls per token. Speedup is calculated
by taking the ratio of runtime of two approaches.

Constraint Satisfaction Rate. For CommonGen,
we report two constraint satisfaction metrics - (1)
% Soft Constraint Satisfaction: measures the
overall percentage of constraints that are satisfied
across all data points, (2) % Hard Constraint
Satisfaction: measures the percentage of data
points where all required concepts are included.
For HTG, we measure the percentage of generations
that are harmless. For evaluating if a generated
response is harmless, we use an off-the-shelf LLM,
Llama-Guard-3-8B (Llama Team, 2024), which is
fine-tuned for content safety classification task to
assess the safety of the generated text. We perform
a meta evaluation of this model judge and found
that it is 94% reliable in identifying Harmless/Safe
responses (details can be found in Appendix B).

4.4 Datasets and Hyperparameter Tuning

We tune different hyper-parameters (at, rt, b) of
our model using a validation set and report all the
results in the test set. For validation, we sample
200 examples from CommonGen and 100 conversa-
tions from the HH-RLHF corpus. We sample disjoint
1, 000 examples from CommonGen and 2, 000 con-
versations from HH-RLHF as test sets. For the
CommonGen task, we prompt the model in a two-
shot manner. This is done because the performance
of speculative decoding-based approaches largely
depend on the instruction following capability of
the draft LLMs (Yan et al., 2024) and we observe
that this ability is enhanced with few-shot prompt-
ing in the CommonGen task. Moreover, we exper-
iment with OPT family models which are not in-
struction tuned and rely on few-shot learning. The

constraints are stated in their task-specific instruc-
tions in the prompt. Prompt templates are shown in
Appendix D; hyperparameter search space, selec-
tion procedure, and the selected hyperparameters
for the test set are discussed in detail in Appendix C.
We perform Greedy rollout of lookaheads in all of
our experiments.

5 Results and Ablations

In this section, we first describe the performance of
our model compared to the baseline and skyline ap-
proaches. Then, we perform an extensive ablation
study and error analysis of our proposed approach.

5.1 Key Findings

We evaluate our approach against various algo-
rithms detailed in Section 3. Additionally, we
compare results with Beam Search (Freitag and
Al-Onaizan, 2017), and Nucleus Sampling (Holtz-
man et al., 2019) methods. Greedy decoding serves
as a skyline for runtime and a baseline for perfor-
mance. CDLH represents the performance skyline
and runtime baseline, while CDLH-appx. serves as
a strong baseline for both runtime and performance.
Results are summarized in Table 1.

Standard Decoding Methods. When compar-
ing greedy decoding with nucleus sampling, we
observe that nucleus sampling does not improve
constraint satisfaction performance. This method
was proposed to increase diversity in generation
(Holtzman et al., 2019) and we observe increased
diversity does not contribute to better adherence
to constraints. For a threshold of p = 0.9, the
increased diversity in model responses leads to
a significant drop in constraint satisfaction per-
formance. Specifically, on the CommonGen task,
performance decreases by ∼ 3.6 − 17.2% com-
pared to using a lower threshold of p = 0.5. We
observe that the performance remains lower than
greedy decoding even with p = 0.5. In contrast,
beam search (beam_width = 3 for CommonGen
and beam_width = 5 for HTG) achieves higher
constraint satisfaction in many cases, benefiting
from broader search space exploration relative to
greedy decoding. However, it incurs a significant
runtime overhead compared to greedy decoding
and consistently underperforms compared to the
lookahead-based methods. Hence, greedy decod-
ing serves as an ideal skyline for runtime efficiency
and a baseline for performance.
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CommonGen Harmless Text Generation

Target Approaches Speedup % Constraint Satisfaction Speedup % Harmless
LLM Soft Hard Response

OP
T-

13
B

Greedy Decoding 8.62× 86.12% 60.80% 14.72× 80.30%
Beam Search 2.98× 87.93% 63.7% 3.02× 68.8%
Nucleus Sampling (p = 0.9) 8.62× 72.17% 37.1% 14.72× 75.05%
Nucleus Sampling (p = 0.5) 8.62× 82.91% 54.3% 14.72× 74.89%
CD with Lookahead Heuristic (CDLH) 1× 97.94% 93.10% 1.00× 91.75%
CDLH with Approximate Lookahead

Lookahead with OPT-125M 5.40× 93.87% 81.70% 7.17× 89.65%
Lookahead with OPT-350M 4.10× 95.24% 84.40% 4.90× 90.35%
Lookahead with OPT-1.3B 3.90× 96.07% 87.5% 4.34× 90.60%

(Ours) CD with Speculative Lookahead
Draft with OPT-125M 5.54× 93.35% 79.80% 12.15× 87.85%
Draft with OPT-350M 4.51× 94.07% 81.20% 9.05× 85.65%
Draft with OPT-1.3B 4.97× 94.38% 81.70% 8.90× 86.05%

Bl
oo

mz
-7

.1
B

Greedy Decoding 8.91× 96.42% 88.30% 13.98× 72.10%
Beam Search 3.08× 94.66% 82.6% 2.83× 78.8%
Nucleus Sampling (p = 0.9) 8.91× 91.20% 73.3% 13.98× 72.6%
Nucleus Sampling (p = 0.5) 8.91× 95.01% 83.9% 13.98× 72.85%
CD with Lookahead Heuristic (CDLH) 1× 98.97% 96.40% 1.00× 87.6%
CDLH with Approximate Lookahead

Lookahead with Bloomz-560M 2.50× 97.76% 92.30% 2.77× 85.8%
Lookahead with Bloomz-1.7B 2.30× 98.19% 93.90% 2.48× 86.9%

(Ours) CD with Speculative Lookahead
Draft with Bloomz-560M 3.49× 97.82% 92.50% 3.24× 82.20%
Draft with Bloomz-1.7B 3.49× 97.68% 92.10% 3.42× 82.15%

Qw
en

1.
5-

7B

Greedy Decoding 9.0× 95.18% 85.70% 15.35× 91.75%
Beam Search 3.11× 96.07% 88.0% 3.10× 91.75%
Nucleus Sampling (p = 0.9) 9.0× 94.21% 82.1% 15.35× 87.8%
Nucleus Sampling (p = 0.5) 9.0× 95.50% 85.7% 15.35× 89.05%
CD with Lookahead Heuristic (CDLH) 1× 98.85% 96.20% 1.00× 97.15%
CDLH with Approximate Lookahead

Lookahead with Qwen1.5-0.5B 2.50× 98.02% 94.30% 2.40× 97.3%
Lookahead with Qwen1.5-1.8B 2.30× 98.68% 95.60% 2.22× 96.7%

(Ours) CD with Speculative Lookahead
Draft with Qwen1.5-0.5B 3.01× 97.65% 93.00% 5.38× 95.55%
Draft with Qwen1.5-1.8B 2.96× 98.11% 93.70% 6.25× 95.65%

Table 1: Runtime and constrained satisfaction performance of different baselines and our proposed approach in
the CommonGen and Harmless Text Generation tasks. Here CD stands for “Constrained Decoding”. The skyline
and baseline runtime and performance are highlighted in blue and red, respectively. The speedup is calculated with
respect to the runtime baseline, CDLH. Hard rejection method is used in our approach.

CD Methods. We first observe, our proposed
baseline CDLH-Appx. achieves better performance
compared to other baselines. In constraint sat-
isfaction, it outperforms the greedy baseline by
∼ 4 − 27% and ∼ 5 − 14% in CommonGen and
HTG tasks, respectively. It also gains ∼ 2.3− 5.4×
and ∼ 2.2 − 7.2× speedup compared to CDLH,
the runtime baseline, in CommonGen and HTG tasks,
respectively, overall serving as a strong baseline.

Next, we observe that in both tasks, our pro-
posed approach, CDSL, comfortably outperforms
the constraint (greedy) and runtime (CDLH) base-
lines across all LLM pairs and families. It achieves
∼ 4 − 21% hard constraint satisfaction gain in
CommonGen and a gain ∼ 4−10% in HTG, compared
to greedy decoding. Our algorithm achieves ∼ 3−
5.5× speedup in CommonGen and ∼ 3.2− 12.15×
speedup in HTG, compared to the runtime baseline
CDLH. The constraint satisfaction performance of
our method is slightly lower in most model pairs

compared to our proposed baseline CDLH-Appx.
However, in the case of almost all LLM pairs, our
approach outperforms CDLH-Appx. in runtime
by a good margin, proving the efficacy of our ap-
proach. We observe that our approach achieves
speedup by reducing the overall number of LLM
calls per token (detailed statistics are shown in Ta-
bles 5, 6 in Appendix E). In essence, our approach
achieves a significant runtime reduction compared
to the state-of-the-art CDLH method, maintaining
a balanced trade-off between constraint satisfaction
and runtime efficiency.

5.2 Ablation Study

In this section, we discuss the effect of different
hyperparameters in our approach using the target-
draft pairs (Bloomz-7.1B, Bloomz-1.7B), in the
CommonGen task. The learning curves are generated
using the validation set as described in Section
4.4 and are presented in Figure 2. Other learning
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Figure 2: Effect of different hyperparameters on runtime ((a), (b), (c)) and constraint satisfaction performance
((d), (e), (f)) in the CommonGen task, for the model pairs (Bloomz-7.1B, Bloomz-1.7B) as (target, draft). Approval,
reward thresholds, and b values are kept as 0.3, 0.3, 0, respectively, when they are fixed.

curves and ablations can be found in Appendix E.
Hard Rejection vs. Speculative Sampling:

Across all learning curves, we observe that the
speculative sampling method achieves slightly bet-
ter speedup, however, the performance is almost
always lower when compared to hard rejection. In
speculative sampling, the token rejection decision
is made with some confidence by relying on the
probability distributions of Mp and Mq. Hence,
although a good approximation, it slightly deviates
from the target LLMs actual output distribution,
consequently performance decreases.

Effect of the reward score threshold, rt: We
observe, as the reward score increases, the speedup
decreases and the performance increases with hard
rejection. This is expected by design, because a
stricter reward score threshold ensures more re-
jection of drafted tokens, hence, lower speedup,
however, higher constraint satisfaction.

Effect of the approval score threshold, at:
As we increase the approval score threshold, the
speedup and performance decrease a bit. This indi-
cates that increasing reliability only on the approval
by the target LLM does not improve the constraint
satisfaction performance, rather the reward func-
tion ensures high performance.

Effect of b: The parameter b controls how many
tokens are generated by the target LLM in the case

when the drafted tokens yield low acceptance rate.
We found that the speedup is highest with b=1 and
goes down at b=2. Performance goes down as we
increase the value of b. These trends are expected
because higher value of b indicates more reliance
on the target LLM which is both time consuming
and sub-optimal for performance.

Effect of LLM pre-training and size: We ob-
serve, speedup and performance varies across LLM
families, precisely, they depend on the acceptance
rate between the target and draft LLMs and the ex-
pertise of the target and draft LLMs in the task (e.g.,
when decoded using greedy decoding). It indicates
that the pretraining mechanism of the LLMs plays
a role in speculative decoding based approaches
which is in line with existing research (Zhou et al.;
Liu et al., 2024b). For example, as shown in Table
1, the greedy decoding performance of OPT-13B
and Bloomz-7.1B are significantly low compared
to the other LLMs in the CommonGen and HTG tasks,
respectively; as verified by qualitative assessments
in Appendix F (the greedy performance for the
draft LLMs are reported in Tables 7 and 8 in Ap-
pendix E). As a result, with our approach, the con-
straint satisfaction performance decreases across
both tasks in these LLM families. Additionally,
as the size difference between the draft and target
LLMs grows, we observe greater speedup (e.g., in
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the OPT family models), verifying the principle of
speculative decoding.

6 Related Work

Speculative decoding (SD) has emerged as a tech-
nique for reducing LLM inference time with a
faster small LM (Leviathan et al., 2023; Chen et al.,
2023; Kim et al., 2024; Xia et al., 2024). Different
optimizations and variations have been further pro-
posed on top of SD. For example, usage of a layer-
skipped lighter version of the target LLM as a draft
(Zhang et al., 2024b), using a segment of the model
as draft (Liu et al., 2024a), retrieval as draft (He
et al., 2024), recurrent drafter (Zhang et al., 2024a),
tree-based drafting (Jeon et al.), graph structured
SD for managing more than one hypothesis (Gong
et al., 2024), etc. Other approaches includes incor-
poration of contrastive learning is SD (Yuan et al.,
2024), focusing on more effective tokens during
SD (Lin et al., 2024), knowledge distillation in
drafts for better acceptance (Zhou et al.), online SD
(Liu et al.), etc. Another line of research focuses
on scalability, robustness (Chen et al., 2024), and
parallelism for SD (Qian et al., 2024; Sun et al.,
2024; Spector and Re).

In a different paradigm, constrained decoding
based approaches are used as an alignment tech-
nique for LLMs at post-training phase (Mudgal
et al.; Huang et al., 2024). The most effective ap-
proaches (Cheng et al., 2022; Roy et al., 2024) for
constrained decoding rely on lookahead-based ap-
proaches (Lu et al., 2022). As a result, controlled
generation (Deng and Raffel, 2023; Beurer-Kellner
et al.; Dekoninck et al.) with lookahead heuristic is
prohibitively expensive in terms of runtime. In this
paper, we combine the two paradigms, constrained
decoding with lookahead heuristic and speculative
decoding, with a goal to improve the runtime of
such approaches while preserving the performance.

7 Conclusion

We propose constrained decoding with speculative
lookaheads, a novel algorithm that combines the
principles of constrained decoding with lookahead
heuristics and speculative decoding, in order to
improve the runtime efficiency of constrained de-
coding approaches. Our approach yields significant
speedup over the constrained decoding with looka-
head heuristics (CDLH) approach without major
drop in performance and contributes to adaptability
of such approaches in real-world use cases.

Limitations

We identify the following limitations in our study.
Runtime-Performance Tradeoff: We note that

our algorithm shows a runtime vs. performance
tradeoff when compared to the performance of the
skyline approach for performance, constrained de-
coding with lookahead heuristics. However, as
shown in section 5, the performance tradeoff is
not drastic if compared to the skyline for runtime,
greedy decoding. We believe our approach will
still increase the adaptability of the constrained de-
coding with lookahead heuristics based approaches
in many real world online applications, despite this
slight tradeoff in performance.

Target-Draft Pairs: In our study, we experi-
ment with both target and draft models belonging
to the same model family. This approach follows
the principles of speculative decoding, which de-
pend on achieving high acceptance rates between
the target-draft model pair to realize enhanced run-
time gains. Different LLM families use varying
types of tokenizers, preventing the straightforward
combination of the target and draft models from
different LLM families. Since the output logits of
both target and draft models are crucial for token
verification, the presence of different tokenizers
complicates this process, limiting our choice of
target-draft model pairs. We note that this is a
general limitation of state of the art speculative
decoding-based approaches.

Reward Function: In our proposed algorithm,
the reward function is distinctly isolated from other
components, allowing a straightforward adaptation
to different types of constraint. That requires con-
structing task specific reward functions and if a
downstream task requires a resource-intensive re-
ward function, the runtime will increase in con-
strained decoding with lookahead heuristic based
approaches including our proposed algorithm.

Parameter Optimization: Our algorithm re-
quires tuning different hyperparameters (e.g., ac-
ceptance and reward thresholds at and rt, d, etc)
because of the varying capabilities and accpetance
rates among different target-draft pairs. As a result,
a task specific validation set is required in order to
get the best out of our approach, however, it facili-
tates task specific adaptability of our approach.

LLM Size: Due to computation resource limita-
tions, we apply our approach on target LLM sizes
up to 13B. However, we note that our approach is
readily applicable in even larger LLMs.
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Open Source LLM Usage: The CDLH and SD
approaches in principle, require access to the LLM
logits. As a result, we apply our approach on open-
source LLMs only. Moreover, it is difficult to find
closed source LLM families with models in varying
parameter sizes so that they can be used as drafts
in the speculative decoding based approaches.

Batch Implementation: Application of specula-
tive decoding in a batched setting is a research area
on its own (Qian et al., 2024). Hence, adaptation of
our algorithm in a batched setting is out of scope
for this paper and we leave it as our future work.

Ethics Statement

We present all implementation and dataset details
for reproducibility of our study (some parts are in
the Appendix). The datasets and LLMs used in
this paper are publicly available and permitted for
scientific research. We perform meta evaluation of
a model judge and the human evaluators are com-
pensated in accordance with the standards in such
tasks. The human evaluation details are presented
in Appendix B. We perform extensive ablation stud-
ies in order to provide the readers an idea about
potential error patters and risks associated to the
proposed methods.
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A Constrained Decoding with Lookahead
Heuristic (CDLH)

The constrained decoding with lookahead heuristic
approach is illustrated in Algorithm 2.

Algorithm 2 Constrained Decoding with Looka-
head Heuristic (CDLH)

1: Input: LLM Mp, Reward function R, Prompt pfx,
Lookahead len d, Max sequence len lm, Beam size k

2: Initialize: Generated sequence T ← ∅
3: while len(T ) < lm do
4: ▷ prompt Mp with prefix to get the next token prob-

ability distribution, s(x) and select top-k.
5: s(x)←Mp(pfx)
6: [x1, . . . , xk]← argmax topk s(x) ▷ select top-k
7: ▷ roll out lookahead for each top-k candidate, score

usingR, and select the best
8: best_new_token, best_reward← ∅,−∞
9: for i = 1 to k do

10: lh← ∅ ▷ initialize lookahead
11: ▷ autoregressively generate lookaheads
12: for j = 1 to d do
13: ▷ In CDLH-appx., below generation is done

using a smaller LLM, Mq , instead of Mp.
14: l← argmaxMp(pfx+ xi + lh)
15: lh← lh+ l
16: end for
17: r ←R(pfx+ lh) ▷ scoring the lookaheads
18: if r > best_reward then
19: best_new_token← xi

20: best_reward← r ▷ selecting the best
21: end if
22: pfx← pfx+ best_new_token
23: T ← T + best_new_token
24: end for
25: end while
26: Output: Generated sequence T

B Meta Evaluation of the Model Judge

To evaluate the harmless text generation task,
we use an external LLM, Llama-Guard-3-8B
(Llama Team, 2024), which is especially fine-tuned
for content safety classification task. To assess the
reliability of this LLM judge we perform a meta
evaluation.

First, we collect the model generations in the val-
idation set using all the baselines. Then we prompt
Llama-Guard for evaluating if these responses are
safe or unsafe. We use the same prompt that was
proposed in the source paper (Llama Team, 2024).
Then we randomly sample data points from each of
the safe and unsafe buckets and use them for human
evaluation. In this manner, we sample 95 (poten-
tially) unsafe and 105 (potentially) safe responses,
summing up to 200 total data points. Initially, we
use Amazon SageMaker Ground Truth for the eval-
uation, where the annotators are presented with the
same prompt as Llama-Guard (as shown in Figure
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5) along with some positive and negative examples
and are instructed to mark the Assistant response
as safe or unsafe. Note that, the annotators are not
presented with the Llama-Guard generated labels.
The annotators are warned that the contents may
contain harmful responses. They are US-based and
aged 18+. They are paid $1.080 for each anno-
tation and each data point is annotated by three
different annotators.

We find very low inter-annotator agreement in
the 200 data points. For example, only 46% of the
data points had a perfect agreement among all three
annotators, indicating the high noise in the Amazon
SageMaker Ground Truth annotations. As a result,
one of the authors of this paper performs a re-work
on the data points. For that, we filter for the data
points where at least one of three human annota-
tors or the LLM judge disagrees, and we manually
annotate them. In this manner, we annotated 134
data points, which results in 200 responses that are
annotated for safe (99 responses) vs. unsafe (101
responses).

We evaluate the efficacy of the LLM judge
against the gold labels in these 200 responses and
found an F1 score of 94%, indicating a reliable
judgement by this LLM judge.

C Hyperparameter Tuning

We tune several hyperparameters for our model:
draft length d, acceptance threshold at, reward
score threshold rt, b, and the sampling method.

The search space for these hyperparameters in
the two tasks are summarized in Table 2.

Task Hyperparameter Search Space

CommonGen

Draft length d 3, 5
Acceptance threshold at 0.3, 0.6, 0.9
Reward score threshold rt 0.3, 0.5, 0.6, 0.9
b 0, 1, 2

HTG

Draft length d 3, 5
Acceptance threshold at 0.3, 0.4, 0.6, 0.8
Reward score threshold rt 0.05, 0.1, 0.15, 0.2, 0.3, 0.4
b 0, 1, 2

Table 2: Hyperparameter tuning.

We determine the draft length, d empirically in
our initial stages of experiments. We determined
the best values of draft length for the CommonGen
and HTG tasks to be 3 and 5, respectively. For a fair
comparison, we report the results with the base-
lines/skylines, CDLH and CDLH-appx. with the
same lookahead (or draft) length in the test and
validation sets.

Task (Draft, Target) LLM pairs Selected Hyperparameters

CommonGen

OPT-13B, OPT-125M d = 3, rt = 0.3, at = 0.6, b = 0
OPT-13B, OPT-350M d = 3, rt = 0.5, at = 0.3, b = 1
OPT-13B, OPT-1.3B d = 3, rt = 0.3, at = 0.3, b = 1
Bloomz-7.1B, Bloomz-560M d = 3, rt = 0.3, at = 0.6, b = 1
Bloomz-7.1B, Bloomz-1.7B d = 3, rt = 0.3, at = 0.6, b = 1
Qwen1.5-7B-Chat, Qwen1.5-0.5B-Chat d = 3, rt = 0.3, at = 0.3, b = 1
Qwen1.5-7B-Chat, Qwen1.5-1.8B-Chat d = 3, rt = 0.3, at = 0.3, b = 1

HTG

OPT-13B, OPT-125M d = 5, rt = 0.05, at = 0.4, b = 0
OPT-13B, OPT-350M d = 5, rt = 0.05, at = 0.4, b = 1
OPT-13B, OPT-1.3B d = 5, rt = 0.05, at = 0.4, b = 1
Bloomz-7.1B, Bloomz-560M d = 5, rt = 0.05, at = 0.6, b = 0
Bloomz-7.1B, Bloomz-1.7B d = 5, rt = 0.05, at = 0.3, b = 0
Qwen1.5-7B, Qwen1.5-0.5B d = 5, rt = 0.05, at = 0.6, b = 1
Qwen1.5-7B, Qwen1.5-1.8B d = 5, rt = 0.05, at = 0.4, b = 1

Table 3: Best hyperparameters for various (draft, target)
LLM pairs.

We set the value of k = 3 (top-k) across all
models while choosing a path with the highest con-
straint satisfaction. The top-k tokens are selected
based on LLM logits.

For determining the best values of the other hy-
perparameters in our model, we keep the value of d
fixed to the best values in the corresponding tasks.
We benchmark the validation set with all combina-
tions of the other three hyperparameters at, rt, b.
We determine the best value of the hyperparame-
ters for a (draft, target) LLM pair by considering
both the speedup and constraint satisfaction perfor-
mance. For this, we first select the best 10 hyper-
parameter combinations based on speedup. From
the best 10, we select the one with the highest per-
formance as the final hyperparameter. The best
hyperparameters following this selection criteria
for all LLM pairs are summarized in Table 3. We
also find that across all model pairs, hard rejection
performs the best in terms of constraint satisfaction
performance, whereas, speculative sampling shows
slightly better speedup (discussed in details in Sec-
tion 5). As a result, we report the results on the test
set using the hard rejection method in Table 1.

D Additional Experimental Settings

In this section, we provide additional experimental
settings.

Beam search implementation: For the Beam
Search algorithm, we maintain the beam width, de-
noted by w, to match the lookahead length specified
in the CDSL method for both tasks. Specifically,
for the CommonGen task, the beam search is exe-
cuted with w = 3, and it is applied with w = 5 for
the HTG task, to ensure a fair comparison.

Prompts templates: The prompt templates for
the CommonGen and HTG tasks are shown in Figures
3, 4, respectively. The prompt template for Llama-
guard evaluation is presented in Figure 5.
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Figure 3: Prompt template used for CommonGen task.

Figure 4: Prompt template used for harmless text generation task.

Figure 5: Prompt template used for scoring the generations using Llama-Guard-3-8B in the harmless text
generation task.

Infrastructure: We ran all of our experiments
in machines containing 8 NVIDIA® V100 Tensor
Core GPUs with 32 GiB of memory each, 96 cus-
tom Intel® Xeon® Scalable (Skylake) vCPUs, and
1.8 TB of local NVMe-based SSD storage. Our
codebase is implemented using PyTorch.

E Ablation

In this section, we report additional ablation studies
and statistics.

Runtime cost coefficient, c: We report the run-
time cost coefficient, c between different target and
draft pairs in the two tasks in Table 5.
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Number of LLM calls statistics per token:
Speedup and number of LLM calls for generating
one token in different baselines and our proposed
approach in the CommonGen and Harmless Text
Generation tasks are reported in Table 6.

Ablation on speculative decoding: We present
ablation on speculative decoding using different
rejection techniques and LLM families in the
CommonGen and Harmless Text Generation
tasks in Tables 7 and 8.

Learning curves on validation set: Learning
curves for different hyperparameters for OPT and
Qwen1.5-Chat family models in the CommonGen
task are shown in Figures 7 and 8, respectively.
Learning curves for different hyperparameters for
Bloomz, OPT, and Qwen1.5-Chat family models in
the Harmless Text Generation task are shown
in Figures 9, 10, and 11, respectively.

F Qualitative Evaluation

In this section, we present a few qualitative in-
stances that showcase both the benefits and draw-
backs of our method.

We observe that when applying hard-rejection,
the outputs from our method are quite similar to
those obtained using the CD with Approximate
Lookahead approach. The similarity is seen be-
cause in our approach, the draft model generates
tokens, which are then verified by both the target
LLM and the reward-function. Additionally, we
discover that models that are instruction-tuned de-
liver higher quality outputs compared to those that
are not instruction-tuned, such as OPT-13B. An ex-
ample illustrating this for the CommonGen task can
be found in Table 4.

In the Harmless Text Generation task, we
utilize the system instruction depicted in Figure 4.
Through manual inspection, we see that the Qwen
models deliver good responses compared to other
LLM families, reinforcing the quantitative assess-
ments from the Llama-guard evaluation. We also
observe that the Bloomz model pairs provide poor
responses, as demonstrated by an example in Fig-
ure 6.

Target LLM Method Qualitative Example Concepts

Bloomz-7.1b

Greedy Decoding The man uses the clipper to shave his head.
use,

clipper,
head,
hair,
shave

CDLH with Apprx. Lookahead
The girl uses her hair clipper to shave her head.

Lookahead w Bloomz-1.7b
CDLH with Exact Lookahead The man uses the hair clipper to shave his head.
(Ours) CD w Spec. Lookahead

The girl uses her hair clipper to shave her head.
Draft with Bloomz-1.7b

OPT-13b

Greedy Decoding The cook was preparing a vegetable stew on the stove
cook,
top,
pan,

stove,
vegetable

CDLH with Apprx. Lookahead
The cook was using a top pan to cook vegetables

Lookahead w OPT-125m
CDLH with Exact Lookahead I cooked a top pan of vegetables on the stove
(Ours) CD w Spec. Lookahead

The cook was using a top pan to cook vegetables
Draft with OPT-125m

Table 4: Shows qualitative examples for different decod-
ing strategies.

Target Draft c in CommonGen c in HTG

OPT-13B OPT-125M 0.077 0.077
OPT-13B OPT-350M 0.146 0.147
OPT-13B OPT-1.3B 0.156 0.176

Bloomz-7.1B Bloomz-560M 0.314 0.309
Bloomz-7.1B Bloomz-1.7B 0.341 0.358
Qwen1.5-7B Qwen1.5-0.5B 0.338 0.375
Qwen1.5-7B Qwen1.5-1.8B 0.347 0.409

Table 5: Runtime cost coefficient, c between different
target and draft pairs in the two tasks. Note that, the
Chat version of Qwen1.5 was used in the CommonGen
task.
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Figure 6: We note that responses from bloomz models tend to be poor overall. Nevertheless, upon manual
examination, we see that results from our approach are usually better than greedy decoding and are on par with
CDLH with Approximate Lookahead, if not slightly inferior.

0.3 0.4 0.5 0.6 0.7 0.8 0.9
Reward Score Threshold

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

Sp
ee

du
p

Speedup vs Reward Thresh.

CDSL-Hard Rej.
CDSL-Spec. Samp.
CDLH
CDLH-appx.

(a) Speedup vs. Reward Threshold

0.3 0.4 0.5 0.6 0.7 0.8 0.9
Approval Score Threshold

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

Sp
ee

du
p

Speedup vs Approval Thresh.

CDSL-Hard Rej.
CDSL-Spec. Samp.
CDLH
CDLH-appx.

(b) Speedup vs. Approval Threshold

0 1 2
b

1

2

3

4

5

Sp
ee

du
p

Speedup vs b

CDSL-Hard Rej.
CDSL-Spec. Samp.
CDLH
CDLH-appx.

(c) Speedup vs. b

0.3 0.4 0.5 0.6 0.7 0.8 0.9
Reward Score Threshold

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

%
 C

on
st

ra
in

t S
at

isf
ac

tio
n

Const. Satisfaction vs Reward Thresh.

CDSL-Hard Rej.
CDSL-Spec. Samp.
Greedy
CDLH
CDLH-appx.

(d) Performance vs. Reward Threshold

0.3 0.4 0.5 0.6 0.7 0.8 0.9
Approval Score Threshold

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

%
 C

on
st

ra
in

t S
at

isf
ac

tio
n

Const. Satisfaction vs Approval Thresh.

CDSL-Hard Rej.
CDSL-Spec. Samp.
Greedy
CDLH
CDLH-appx.

(e) Performance vs. Approval Threshold

0 1 2
b

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

%
 C

on
st

ra
in

t S
at

isf
ac

tio
n

Const. Satisfaction vs b

CDSL-Hard Rej.
CDSL-Spec. Samp.
Greedy
CDLH
CDLH-appx.

(f) Performance vs. b

Figure 7: Effect of different hyperparameters on runtime ((a), (b), (c)) and constraint satisfaction performance
((d), (e), (f)) in the CommonGen task, for the model pairs (OPT-13B, OPT-1.3B) as (target, draft). Approval, reward
thresholds, and b values are kept 0.3, 0.3, 0, respectively when they are fixed.
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CommonGen Harmless Text Generation

Target Approaches Speedup Number of LLM Calls Per Token Speedup Number of LLM Calls Per Token
LLM Draft Target Draft Target

OP
T-
13
B

Greedy Decoding 8.62× - 1.0 14.72× - 1.0
CD with Lookahead Heuristic (CDLH) 1× - 8.62 1.00× - 14.72
CDLH with Approximate Lookahead

Lookahead with OPT-125M 5.40× 7.65 1.0 7.17× 13.69 1.0
Lookahead with OPT-350M 4.10× 7.62 1.0 4.90× 13.63 1.0
Lookahead with OPT-1.3B 3.90× 7.6 1.0 4.34× 13.6 1.0

(Ours) CD with Speculative Lookahead
Draft with OPT-125M 5.54× 8.79 0.88 12.15× 8.51 0.56
Draft with OPT-350M 4.51× 7.27 0.85 9.05× 7.19 0.57
Draft with OPT-1.3B 4.97× 6.13 0.78 8.90× 6.47 0.51

Bl
oo
mz
-7
.1
B

Greedy Decoding 8.91× - 1.0 13.98× - 1.0
CD with Lookahead Heuristic (CDLH) 1× - 8.91 1.00× - 13.98
CDLH with Approximate Lookahead

Lookahead with Bloomz-560M 2.50× 8.04 1.0 2.77× 13.11 1.0
Lookahead with Bloomz-1.7B 2.30× 8.26 1.0 2.48× 12.98 1.0

(Ours) CD with Speculative Lookahead
Draft with Bloomz-560M 3.49× 5.62 0.79 3.24× 11.72 0.7
Draft with Bloomz-1.7B 3.49× 5.33 0.73 3.42× 9.68 0.63

Qw
en
1.
5-
7B

Greedy Decoding 9.0× - 1.0 15.35× - 1.0
CD with Lookahead Heuristic (CDLH) 1× - 9.0 1.00× - 15.35
CDLH with Approximate Lookahead

Lookahead with Qwen1.5-0.5B 2.50× 7.72 1.0 2.40× 14.36 1.0
Lookahead with Qwen1.5-1.8B 2.30× 8.26 1.0 2.22× 14.47 1.0

(Ours) CD with Speculative Lookahead
Draft with Qwen1.5-0.5B 3.01× 6.36 0.84 5.38× 6.04 0.59
Draft with Qwen1.5-1.8B 2.96× 6.44 0.81 6.25× 4.8 0.49

Table 6: Speedup and number of LLM calls for generating one token in different baselines and our proposed
approach in the CommonGen and Harmless Text Generation tasks. Here CD stands for “Constrained Decoding”.
The skyline and baseline runtime and performance are highlighted in blue and red, respectively. The speedup is
calculated with respect to the runtime baseline, “CD with exact lookahead”. Hard rejection method was used in our
approach. Our proposed approach achieves the best speedup in all cases by reducing the number of target and draft
LLM calls per token.
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Figure 8: Effect of different hyperparameters on runtime ((a), (b), (c)) and constraint satisfaction performance
((d), (e), (f)) in the CommonGen task, for the model pairs (Qwen1.5-7B-Chat, Qwen1.5-1.8B-Chat) as (target, draft).
Approval, reward thresholds, and b values are kept 0.3, 0.3, 0, respectively when they are fixed.
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Acceptance Avg. draft LLM Avg. target LLM % Const. Satisfaction
LLMs rate calls per token calls per token Greedy Decoding Speculative Decoding

Hard Soft Hard Soft

Target LLM: OPT-13B - - 1 52 83.85 - -
Draft LLMs

OPT-125M 46.99 1.639 0.5466 1.5 21.23 54 83.31
OPT-350M 54.26 1.4427 0.481 14 56.48 51.5 82.51
OPT-1.3B 63.86 1.227 0.409 26 66.36 55.5 83.97

Target LLM: Bloomz-1.7B - - 1 83.5 95.33 - -
Draft LLMs

Bloomz-560M 54.50 1.462 0.488 40.5 74.90 84 95.33
Bloomz-1.7B 63.31 1.252 0.418 72.0 91.05 83.5 95.19

Target LLM: Qwen1.5-7B-Chat - - 1 84.5 95.86 - -
Draft LLMs

Qwen1.5-0.5B-Chat 48.66 1.589 0.53 72.0 92.26 85 95.99
Qwen1.5-1.8B-Chat 52.51 1.47 0.489 33.5 73.16 86.5 96.39

(a) Hard Rejection.

Acceptance Avg. draft LLM Avg. target LLM % Const. Satisfaction
LLMs rate calls per token calls per token Greedy Decoding Speculative Decoding

Hard Soft Hard Soft

Target LLM: OPT-13B - - 1 52.0 83.85 - -
Draft LLMs

OPT-125M 55.61 1.385 0.462 1.5 21.23 47 80.106
OPT-350M 65.28 1.208 0.402 14.0 56.48 55.5 84.77
OPT-1.3B 73.29 1.059 0.353 26.0 66.36 51.5 81.97

Target LLM: Bloomz-7.1B - - 1 83.5 95.33 - -
Draft LLMs

Bloomz-560M 63.71 1.237 0.412 40.5 74.90 69.5 91.05
Bloomz-1.7B 73.41 1.06 0.353 72.0 91.05 68.5 90.65

Target LLM: Qwen1.5-7B-Chat - - 1 84.5 95.86 - -
Draft LLMs

Qwen1.5-0.5B-Chat 52.45 1.476 0.492 72.0 92.26 86 95.99
Qwen1.5-1.8B-Chat 58.09 1.333 0.445 33.5 73.16 84 95.46

(b) Speculative Sampling.

Table 7: Ablation on speculative decoding using different rejection techniques and LLM families in the CommonGen
task.
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Acceptance Avg. draft LLM Avg. target LLM % Const. Satisfaction
LLMs rate calls per token calls per token Greedy Decoding Speculative Decoding

Target LLM: OPT-13B - - 1 85 -
Draft LLMs

OPT-125M 66.43 1.131 0.377 84 82
OPT-350M 69.81 1.072 0.357 77 79
OPT-1.3B 75.67 0.982 0.327 82 83

Target LLM: Bloomz-1.7B - - 1 74 -
Draft LLMs

Bloomz-560M 56.42 1.335 0.445 75 71
Bloomz-1.7B 62.16 1.207 0.402 80 74

Target LLM: Qwen1.5-7B-Chat - - 1 88 -
Draft LLMs

Qwen1.5-0.5B-Chat 65.67 1.159 0.386 86 88
Qwen1.5-1.8B-Chat 71.23 1.056 0.352 90 87

(a) Hard Rejection.

Acceptance Avg. draft LLM Avg. target LLM % Const. Satisfaction
LLMs rate calls per token calls per token Greedy Decoding Speculative Decoding

Target LLM: OPT-13B - - 1 85 -
Draft LLMs

OPT-125M 63.15 1.036 0.345 84 78
OPT-350M 69.58 0.972 0.324 77 79
OPT-1.3B 77.29 0.904 0.301 82 76

Target LLM: Bloomz-1.7B - - 1 74 -
Draft LLMs

Bloomz-560M 56.68 1.328 0.443 75 70
Bloomz-1.7B 66.61 1.172 0.391 80 73

Target LLM: Qwen1.5-7B-Chat - - 1 88 -
Draft LLMs

Qwen1.5-0.5B-Chat 74.37 1.02 0.34 86 89
Qwen1.5-1.8B-Chat 78.55 0.321 0.964 90 86

(b) Speculative Sampling.

Table 8: Ablation on speculative decoding using different rejection techniques and LLM families in the Harmless
Text Generation task.
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Figure 9: Effect of different hyperparameters on runtime ((a), (b), (c)) and constraint satisfaction performance
((d), (e), (f)) in the Harmless Text Generation task, for the model pairs (Bloomz-7.1B, Bloomz-1.7B) as (target,
draft). Approval, reward thresholds, and b values are kept 0.3, 0.01, 0, respectively when they are fixed.
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Figure 10: Effect of different hyperparameters on runtime ((a), (b), (c)) and constraint satisfaction performance
((d), (e), (f)) in the Harmless Text Generation task, for the model pairs (OPT-13B, OPT-1.3B) as (target, draft).
Approval, reward thresholds, and b values are kept 0.3, 0.01, 0, respectively when they are fixed.
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Figure 11: Effect of different hyperparameters on runtime ((a), (b), (c)) and constraint satisfaction performance
((d), (e), (f)) in the Harmless Text Generation task, for the model pairs (Qwen1.5-7B, Qwen1.5-1.8B) as (target,
draft). Approval, reward thresholds, and b values are kept 0.3, 0.01, 0, respectively when they are fixed.
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