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Abstract

Fine-tuning is a key approach for adapting lan-
guage models to specific downstream tasks, but
updating all model parameters becomes im-
practical as model sizes increase. Parameter-
Efficient Fine-Tuning (PEFT) methods, such
as Low-Rank Adaptation (LoRA), address this
challenge by introducing additional adaptation
parameters into pre-trained weight matrices.
However, LoRA’s performance varies across
different insertion points within the model,
highlighting potential parameter inefficiency
due to unnecessary insertions. To this end, we
propose SSMLoRA (State Space Model Low-
Rank Adaptation), an extension of LoRA that
incorporates a State Space Model (SSM) to
interconnect low-rank matrices. SSMLoRA en-
sures that performance is maintained even with
sparser insertions. SSMLoRA allows the model
to not only map inputs to a low-rank space
for better feature extraction but also leverage
the computations from the previous low-rank
space. Our method achieves comparable per-
formance to LoRA on the General Language
Understanding Evaluation (GLUE) benchmark
while using only half the parameters. Addi-
tionally, due to its structure, SSMLoRA shows
promise in handling tasks with longer input
sequences.You can find our code here:https:
//github.com/yuhkalhic/SSMLoRA

1 Introduction

Fine-tuning (Park and Lee, 2021) is a technique
aimed at enhancing model performance by adjust-
ing the parameters of a pretrained model on specific
task data. This approach effectively leverages the
knowledge accumulated through large-scale train-
ing, accelerating the model’s adaptation to new
tasks and improving results. However, fine-tuning
requires substantial computational resources and is
prone to overfitting when applied to small datasets.
These limitations have prompted researchers to ex-
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plore more efficient parameter adjustment strate-
gies.

To address resource consumption and overfit-
ting challenges in fine-tuning, researchers have pro-
posed diverse strategies. Liu et al. (2024b) intro-
duced an end-to-end hierarchical fine-tuning ap-
proach to mitigate memory constraints associated
with full-parameter fine-tuning. Concurrently, a
significant research trend has emerged focusing on
Parameter-Efficient Fine-Tuning (PEFT) (Houlsby
et al., 2019) techniques, which are a set of methods
designed to optimize parameter updates. PEFT up-
dates only a small subset of the model’s parameters
while keeping the majority of pretrained parame-
ters unchanged. LoRA (Hu et al., 2022), one of the
most commonly used PEFT techniques, introduces
low-rank matrices to adjust specific weights in the
pretrained model instead of updating all parameters
comprehensively. This allows the model to retain
most of its structure while adapting to downstream
tasks, particularly for transformer-based deep lan-
guage models. Following the successful applica-
tion of LoRA, various extensions have emerged
to further enhance its adaptability and efficiency.
These methods aim to improve the model’s capa-
bility to perform well in resource-constrained envi-
ronments.

Despite its success, LoRA and its variants still
face certain challenges. SoRA (Ding et al., 2023)
has indicated that LoRA may lead to unnecessary
parameter overhead. More efficient methods, such
as pruning certain low-rank matrices and using
smaller scaling factors to reduce parameter usage,
were employed. Moreover, compared to full fine-
tuning, parameter-efficient methods tend to have
limitations in capturing information, exacerbating
the inherent difficulty that transformer-based mod-
els face when processing long texts. This leads to
the observation that, for many tasks, the number
of parameters used by LoRA is excessive, while
for tasks involving long-text processing in large
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language models, it is insufficient.
To address this issue, we propose State Space

Model Low-Rank Adaptation (SSMLoRA), a novel
technique that builds on the state-space equation
framework to insert sparse low-rank matrices. We
introduce interval layers and apply our technique
selectively to the query and value matrices within
the attention mechanism, as this design signifi-
cantly reduces parameter overhead. Additionally,
we incorporate a State Space Model to connect low-
rank matrices inserted into the same type of neural
network layers. State Space Model, which excels
at handling long-text tasks, is based on state transi-
tions but differs from traditional RNNs by enabling
parallel computation through FFT-based transfor-
mations of the state transitions. This enhancement
facilitates parallel training in our approach. Ex-
perimental results demonstrate that our technique
performs well when applied to both linear and con-
volutional layers. Compared to LoRA, SSMLoRA
achieves superior performance across a wide range
of tasks while requiring only half of the parameters.
Furthermore, it excels in long-text and certain other
specific tasks. We believe that this represents a new
direction in the exploration of LoRA-derived tech-
niques, adopting a more holistic and macro-level
perspective.

2 Related Works

2.1 PEFT

Parameter-Efficient Fine-Tuning (PEFT) (Houlsby
et al., 2019) aims to reduce the computational and
storage costs associated with fine-tuning large lan-
guage models (LLMs). By tuning only a small
subset of additional parameters while freezing the
majority of pretrained model parameters, PEFT ef-
fectively mitigates the catastrophic forgetting issue
often encountered in full fine-tuning. Moreover,
PEFT outperforms traditional fine-tuning methods
in low-data environments, demonstrating superior
generalization capability. This technique is not
limited to natural language processing tasks but ex-
tends to computer vision and audio domains, signif-
icantly enhancing the model’s flexibility and adapt-
ability. LoRA, as one of the most widely adopted
PEFT techniques, adjusts specific pretrained model
weights by introducing low-rank matrices, rather
than updating all parameters, making it well-suited
to downstream tasks. LoRA has shown exceptional
adaptability and efficiency in large language mod-
els, allowing them to swiftly adapt to new tasks

while preserving most of their original structure.
The success of LoRA has sparked numerous further
studies in the field.

AdaLoRA (Zhang et al., 2023), for instance, in-
troduces orthogonal regularization to ensure that
the low-rank projection matrices comply with Sin-
gular Value Decomposition (SVD), thus avoid-
ing the reliance on incremental updates, albeit at
the cost of increased computational complexity.
QLoRA (Dettmers et al., 2023a) improves compu-
tational efficiency and reduces resource consump-
tion through dynamic quantization and advanced
strategies, though it may potentially impact model
accuracy. DoRA (Liu et al., 2024a) decomposes
pretrained weights into magnitude and direction
components, utilizing LoRA for directional up-
dates, reducing trainable parameters and enhanc-
ing fine-tuning performance, though its complexity
and dependence on data quality may limit its ef-
fectiveness. Vera (Kopiczko et al., 2024), on the
other hand, reduces parameter overhead by sharing
low-rank matrices and learning small-scale vec-
tors, while maintaining performance, though the
model’s complexity and hyperparameter tuning re-
quirements might hinder overall effectiveness.

2.2 State Space Model

State Space Model (SSM) are mathematical mod-
els used to describe dynamic systems, comprising
an input sequence x(t), a latent state representa-
tion, and an output sequence y(t). The primary
objective of an SSM is to predict future states
based on the current input and previous states. In
recent years, researchers have made significant
progress in applying SSMs to neural network archi-
tectures. Compared to traditional Recurrent Neural
Networks (RNNs), SSM-based models are capa-
ble of resolving the issue of sequential process-
ing bottlenecks, thus significantly improving train-
ing efficiency. Models based on SSMs, such as
HIPPO (Hierarchy of Integrators with Projection
and Partial Orthogonalization (Gu et al., 2020),
have been shown to capture complex temporal de-
pendencies more effectively. S4 (Structured State
Space Sequence Model) (Gu et al., 2022) lever-
aged SSM architecture to outperform transformers
and other architectures in handling ultra-long se-
quences. Mamba (Gu and Dao, 2023), an extension
of SSM, introduced a selection mechanism that dy-
namically adjusts the model based on input, thereby
improving adaptability. However, despite these ad-
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vantages, the generalization capabilities of SSMs
across various domains remain to be fully validated.
To address this, we propose incorporating SSM into
fine-tuning methodologies. By improving the exist-
ing LoRA (Low-Rank Adaptation) technique, we
aim to enhance fine-tuning performance on spe-
cific tasks while preserving the Transformer ar-
chitecture. This leads to our proposed method,
SSMLoRA, which combines modified SSM equa-
tions with LoRA. Compared to traditional LoRA
and its variants, SSMLoRA strengthens the con-
nections between inserted low-rank matrices, im-
proving data matching capabilities and achieving
comparable or superior performance across most
datasets.

2.3 Sparsification Methods

Sparsification methods aim to reduce computa-
tional complexity and memory requirements by
decreasing the number of model parameters while
maintaining performance as much as possible.
These techniques include weight pruning, struc-
tured sparsity, dynamic sparse training, and sparse
regularization. Wen et al. (2016) proposed Struc-
tured Sparsity Learning (SSL), a technique capable
of learning efficient and compact structures from
large deep neural networks, significantly enhanc-
ing model speed and performance. Anwar et al.
(2015) optimized convolutional neural networks
through structured pruning, effectively reducing
overall memory demand. Xie et al. (2018) pro-
posed IGCV2, which applied interleaved structured
sparsity to convolutional layers. These studies
demonstrate the effectiveness and generalizability
of employing sparser structures. In our work, we
aim to improve the parameter utilization of low-
rank matrices while significantly reducing mem-
ory requirements and improving computational ef-
ficiency without sacrificing performance. This pro-
vides vital support for subsequent model optimiza-
tion and deployment.

3 SSMLoRA

3.1 Time Module

In the original LoRA technique, the core concept
involves introducing two new projection matrices,
Wa and Wb. Let W0 represent the weight matrix
of the pre-trained model at a given layer, and let
the input vector x have a dimensionality of d. Af-
ter scaling, the input vector, denoted as xnew, is
mapped to a lower-dimensional space with a rank

r. The projection matrices Wa and Wb, with di-
mensions d × r and r × d respectively, project x
to a lower dimension and then back to its original
dimension, ensuring that the output dimensionality
matches the input. Throughout this process, the
parameters of the pre-trained model remain frozen.
As a result, compared to training the original W0,
the adaptation to downstream tasks is achieved by
training only the small matrices Wa and Wb, signif-
icantly reducing computational costs. The model
is able to fit downstream tasks within the low-rank
space. Therefore, after introducing these two ma-
trices, the model’s output can be expressed as:

y = x×W0 + x×Wa ×Wb (1)

In our method, we introduce a new module
called the Time Module, represented by each or-
ange square in the dashed box in Figure 1. Each
Time Module contains the two projection matri-
ces Wa and Wb from the original LoRA technique,
as well as two additional r × r matrices, Wc and
Wd, whose functions will be described later. In
each Time Module, we receive the input x along
with the time state ht−1 calculated by the previous
module. The Time Module computes the output to
adjust the behavior of the pre-trained model and
updates the state to ht, which is then passed to the
next Time Module. Our modules can be inserted
into various neural network layers, such as linear
layers, convolutional layers, and multi-head atten-
tion mechanisms, and operate independently of the
pre-trained model.

3.2 TimeAxis Update
In SSMLoRA, the core innovation, similar to
LoRA, lies in the integration of the Time Module
with specific pre-trained layers. Before discussing
how the Time Module propagates forward, it is
essential to understand how it retrieves the state
computed by the previous Time Module and up-
dates it. In the context of State Space Model, the
matrix Wc within the Time Module is commonly
referred to as the state matrix, while Wd is known
as the control matrix. These matrices are used to
combine the previous state and update the current
state in the time cycle, which is particularly effec-
tive for extracting information from long sequences.
Building on this concept, we follow the principles
of the S4 model, utilizing these two matrices to
update the state from the previous time step ht−1

to the current state ht, and propagate it forward.
Specifically, the process is as follows:
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Figure 1: This image illustrates how our technique is applied to the original pre-trained model. In the lower part of
the image, the dashed box contains three orange blocks, each representing a Time module. W refers to a layer from
the original pre-trained matrix, which could be a linear layer, convolutional layer, or query, key, and value matrices
from the self-attention mechanism. When SSMLoRA fine-tuning is applied to a specific type of neural network
layer, these layers are connected along a time axis. Each layer is assigned a position on this axis and linked to a
corresponding Time module that adjusts its output. Here, t denotes the position in the time axis, and n represents
the maximum sequence length.

First, we compute the derivative of ht−1 at the
current position using the following formula, which
is based on the classical State Space Model (SSM)
equations, producing the derivative of the current
state:

h′t = ht ×Wc + xnew ×Wd (2)

This equation corresponds to the first addition
operation in the Time Module structure shown in
Figure 1. Next, unlike the S4 or SSM methods, we
use a Taylor expansion to calculate the increment
for the next time step, which corresponds to the
second addition operation in Figure 1:

ht+1 = h′t + ht (3)

Thus, the complete computation process can be
expressed as follows:

ht+1 = ht ×Wc + xnew ×Wd + ht (4)

It is important to note that for the Time Module
at the beginning of the time axis, ht−1 is initial-
ized to a zero vector of the same dimensionality as
xnew. This initialization helps maintain numerical
stability and ensures that the model is not adversely
affected during the early stages of training.

Using this method, we compute the current time
state ht based on the previous state ht−1. Our ap-
proach, which approximates the current time value
using a Taylor expansion at time step t, is motivated
by several considerations. First, we can discretize
the state directly, transforming the continuous func-
tion into a discrete representation corresponding
to the spatial position of the Time Module. This

avoids the need for discretizing Wc and Wd, as
done in S4, thus reducing computational overhead.
Discretization ensures that the model retains both
precision and stability when processing sequen-
tial data, and by appropriately controlling the time
steps, the model’s adaptability to long sequences
is enhanced. Moreover, compared to the original
SSM or S4 models, we reduce parameter usage
by directly utilizing the current time value ht+1 to
adjust the output of the pre-trained model. Fur-
thermore, leveraging the S4 model, we can apply
FFT-based matrix transformations, enabling our
method to overcome the parallelization limitations
typically encountered in RNNs.

In our method, Wc and Wd are new parameters
that participate in training, while ht is detached
from the computational graph and does not par-
ticipate in training. Therefore, the state update is
controlled solely by Wc, Wd, and the input x.

3.3 Tuned Model Forward

As discussed earlier, our proposed SSMLoRA
technique introduces a state transition mechanism
based on the State Space Model (SSM) architecture,
specifically by adding two matrices. The detailed
architecture is shown in Figure 1, where we illus-
trate the structure of the Time Module, which forms
a timeline based on the SSM model, represented by
the dashed section on the right side of the figure. At
each Time Module, the current state ht is retrieved,
followed by the computation of the output y and
the next state ht+1. This mechanism is introduced
into the pre-trained model to dynamically adjust
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the feature representation of the input x, enhancing
the model’s performance on tasks that are highly
dependent on temporal information.

First, we clarify the origin of the variable xnew,
used throughout the previous sections, which is
obtained by projecting the input x into a low-rank
matrix:

xnew = x×Wa (5)

The dimensionality of the projected low-rank ma-
trix xnew becomes r, which matches the dimen-
sionality of the current state value ht+1 calculated
through the process described in Section 3.2, al-
lowing direct computation. However, for numeri-
cal stability, we normalize ht+1 before performing
further calculations, as outlined in the following
equations:

min_val = min(ht+1) (6)

max_val = max(ht+1) (7)

hnorm
t+1 =

ht+1 − min_val
max_val − min_val + ϵ

(8)

Next, before restoring x to its original dimen-
sionality, we adjust x using the normalized ht+1.
Therefore, the output of the Time Module is given
by:

y = xnew + hnorm
t+1 ×Wb (9)

In summary, the output of the original pre-
trained weight matrix can be expanded as follows,
with our technique introducing additional adjust-
ments using fewer parameters and operations than
LoRA:

y = x×W0 + (x×Wa + hnorm
t+1 )×Wb (10)

Since each Time Module is influenced by the
preceding Time Module along the timeline, we de-
sign the Time Modules to be placed on different
timelines depending on the type of neural network
layer they are inserted into, preventing mutual inter-
ference. For instance, in the self-attention module
of the model, if a timeline is set, separate timelines
will be established for the query, key, and value ma-
trices to prevent temporal misalignment. Therefore,
the example shown in Figure 1 demonstrates the
insertion into a single neural network layer, rather
than a complete example across the entire model.

3.4 Sparse Insertion

As emphasized earlier, our method applies a sparsi-
fication approach to the attention mechanism. Re-
search on LoRA has shown that, for large language
models based on the transformer architecture, the
best results are achieved when both the query and
value matrices are adjusted simultaneously. There-
fore, in this section, we adopt a more efficient strat-
egy by applying the Time module only to the query
and value matrices in the attention mechanism.

We further found that sparsifying the full struc-
ture does not lead to any loss of accuracy. Specif-
ically, in each encoder’s attention module, SSM-
LoRA operates on only one of the query or value
matrices at a time, meaning one matrix is "acti-
vated" for adjustment. We recommend alternating
sparse insertions in a regular pattern, which is ex-
tremely easy to implement. As illustrated in Fig-
ure 1, if W represents the query matrix of the l-th
layer’s attention mechanism, the query matrices in
layers l + 1 and l − 1 are excluded from the time
axis, while the value matrix follows a separate time
axis.

For other non-multihead attention components,
our method essentially replaces LoRA with SSM-
LoRA, maintaining a compact parameter configura-
tion. This approach, as demonstrated in Section 4.1,
outperforms other fine-tuning methods, achieving
better results with less than 80% of the parameters
used by LoRA.

3.5 Initialization Strategy

In the SSMLoRA model, we introduce four key
matrices Wa, Wb, Wc, and Wd to achieve state
transitions and feature mapping. To ensure sta-
bility and effectiveness during the initialization
phase, we adopt a differentiated initialization strat-
egy. Furthermore, although the time vector ht pri-
marily serves as a transmitted quantity rather than
an independently trained parameter, its initializa-
tion method still warrants in-depth exploration.

Specifically, for matrices Wa and Wb, we draw
inspiration from the initialization method of the
LoRA fine-tuning technique. The initialization of
Wa employs scaled Gaussian-distributed random
values, effectively introducing moderate random-
ness to avoid the potential slow convergence prob-
lem associated with zero initialization. In contrast,
Wb is initialized as a zero matrix to ensure that
the overall output remains unaffected in the initial
stage while allowing the model to gradually learn
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effective mapping relationships during the training
process.

For matrices Wc, Wd, and the time vector ht, we
uniformly adopt a zero initialization strategy. As
shown in Equation (8), we primarily optimize the
output of the LoRA technique by adjusting the bias
term. This approach aims to minimize the intro-
duction of additional noise in the early stages of
training, subsequently learning the weight distribu-
tion of temporal states progressively. Consequently,
SSMLoRA can be viewed as a sparsified variant
of LoRA in the initial training phase, which may
result in slightly lower initial performance com-
pared to standard LoRA. However, as training pro-
gresses, the model can learn the intrinsic connec-
tions between low-rank matrices across different
layers, thereby achieving steady performance im-
provements and ultimately surpassing traditional
LoRA techniques.

In the experiments presented in Section 4, we
demonstrate that SSMLoRA outperforms LoRA in
tasks involving high-density short text matching,
question answering, and long-text sequence pro-
cessing. These results provide compelling evidence
for the effectiveness of our proposed initialization
strategy and fine-tuning technique.

4 Experiments

4.1 Datasets

We comprehensively evaluate our methodology on
two widely-adopted benchmarks: GLUE and Su-
perGLUE. The GLUE benchmark encompasses
diverse tasks, including linguistic acceptability
(CoLA; (Warstadt et al., 2018)), sentiment analysis
(SST-2; (Socher et al., 2013)), paraphrase detec-
tion (MRPC; (Dolan and Brockett, 2005)), seman-
tic textual similarity (STS-B; (Cer et al., 2017)),
question pair equivalence (QQP), natural language
inference (MNLI; (Williams et al., 2018), QNLI),
and textual entailment (RTE; (Dagan et al., 2005)).
The SuperGLUE benchmark comprises advanced
language understanding tasks: commonsense in-
ference (CB; (De Marneffe et al., 2019), COPA;
(Roemmele et al., 2011)), multi-sentence reading
comprehension (MultiRC; (Khashabi et al., 2018)),
textual entailment (RTE; (Dagan et al., 2005)),
word sense disambiguation (WiC; (Pilehvar and
Camacho-Collados, 2019)), coreference resolution
(WSC; ()), boolean question answering (BoolQ;
(Clark et al., 2019)), and reading comprehension
(ReCoRD; (Zhang et al., 2018)). Additionally,

to evaluate our method’s efficacy on long-form
text processing, generation capabilities, and needle-
in-a-haystack scenarios, we conduct experiments
on SQuAD (Rajpurkar et al., 2016), NarrativeQA
(Kočiský et al., 2017), and RACE (Lai et al., 2017).

4.2 Evaluation Metrics
We rigorously adhere to the evaluation protocols
established in the original papers for each dataset.
For GLUE and SuperGLUE benchmarks, we pri-
marily employ accuracy as the standard metric. For
question-answering performance on SQuAD, we
utilize both F1 and Exact Match (EM) scores. The
evaluation of long-form text generation in Narra-
tiveQA follows the ROUGE-L metric, while classi-
fication performance on RACE is measured using
accuracy. These metrics were selected to ensure
comprehensive assessment of model capabilities
across different linguistic tasks and data character-
istics.

4.3 Baselines
We selected various models with diverse param-
eter sizes to comprehensively evaluate the effec-
tiveness of our method, including DeBERTaV3-
base(He et al., 2021), RoBERTa-base, RoBERTa-
large(Liu et al., 2019), GPT-2(Radford et al., 2019),
and LLaMA2-7B, LLaMA2-13B(Touvron et al.,
2023). These models effectively demonstrated that
our method performs well across models of dif-
ferent scales. We selected several baseline fine-
tuning techniques to compare with our method,
including Fine-tuning(Park and Lee, 2021), Bit-
fit(Zaken et al., 2022), LoRA(Hu et al., 2022), as
well as other improved strategies of LoRA technol-
ogy such as QLoRA(Dettmers et al., 2023b) and
MixLoRA(Li et al., 2024).

4.4 Results
We first conducted a comparative analysis on the
RoBERTa-base model using various parameter-
efficient fine-tuning approaches: full parameter
fine-tuning, BitFit, LoRA, QLoRA, MixLoRA, and
our proposed method. The performance compar-
ison across the GLUE benchmark is presented in
Table 1.

For all LoRA variants, including our method
SSMLoRA, we set the rank r = 8 and applied
rank decomposition to multiple components includ-
ing self-attention mechanisms, feed-forward lay-
ers, and classifiers. In our approach, we specifi-
cally implemented interval-sparse insertion for Q
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Method CoLA SST-2 MRPC STS-B QQP MNLI-m MNLI-mm QNLI RTE
(Trainable params) MCC Acc F1/Acc P/S Corr F1/Acc Acc Acc Acc Acc
Fine-tune (124M) 63.24 94.61 89.73/85.74 91.00 88.46/91.35 86.27 86.31 90.13 76.53
BitFit (102K) 60.27 93.46 89.05/85.22 90.91 85.61/88.95 83.98 84.38 91.34 83.39
LoRA (1.3M) 61.64 94.50 89.54/86.03 90.37 86.95/90.24 84.94 85.50 90.76 72.20
MixLoRA (5.7M) 60.12 94.04 88.56/85.39 89.40 87.44/90.55 86.29 85.74 91.29 79.42
QLoRA (1.3M) 58.33 93.81 87.80/83.65 89.93 85.12/88.81 85.26 85.10 91.84 83.03
SSMLoRA (1.0M) 61.76 94.15 91.99/88.73 90.46 87.14/90.52 85.73 85.16 91.91 76.17

Table 1: Performance comparison of four methods based on the RoBERTa-base model across GLUE benchmark

and V modules in the self-attention mechanism
while maintaining dense insertion for other lay-
ers. Notably, SSMLoRA introduces fewer trainable
parameters—less than 80% of those introduced
by LoRA—making it the most parameter-efficient
among all LoRA variants we used for comparison.

Our method demonstrates robust performance
across multiple datasets, achieving state-of-the-art
results on MRPC and QNLI tasks, and surpass-
ing LoRA’s performance on more than half of the
evaluated datasets. These results indicate that SSM-
LoRA exhibits particularly strong performance in
NLP tasks, with notable effectiveness in sentence-
pair tasks, as further validated in subsequent exper-
iments. However, we observe certain limitations in
cross-domain generalization capabilities.

To further validate SSMLoRA’s effectiveness
on larger-scale models, we conducted experiments
on LLaMA2-7B and compared SSMLoRA with
LoRA, as shown in Table 2. The results demon-
strate SSMLoRA’s significant advantages with
fewer trainable parameters. We extended our eval-
uation to include LoRA on LLaMA2-13B, where
SSMLoRA continued to show exceptional perfor-
mance.

Based on these comprehensive evaluations, we
conclude that SSMLoRA serves as an effec-
tive parameter-efficient alternative to traditional
LoRA fine-tuning. Drawing inspiration from state-
space models, our innovative approach incorporat-
ing state-space equations demonstrates particular
strengths in specific datasets. We anticipate that
these advantages will manifest in superior perfor-
mance across various task domains.

4.5 Discussion on Long-Context Capabilities

Given the architectural characteristics of State
Space Models (SSMs), we aim to investigate our
technique’s potential in logical reasoning capabili-
ties and long-text processing. To comprehensively
explore the advantages of our method, we conduct
additional evaluations on multiple datasets, demon-

Figure 2: This figure shows the results of the
DeBERTaV3-base model fine-tuned with four differ-
ent techniques on the NarrativeQA dataset, evaluated
on test data across various length intervals.

strating consistent improvements across different
benchmarks.

We evaluate on three datasets: SQuAD, Narra-
tiveQA, and RACE. The SQuAD dataset requires
answering questions based on Wikipedia articles,
testing the model’s ability to extract answers from
substantial text passages, with evaluation metrics of
F1 and Exact Match (EM). NarrativeQA assesses
comprehension of long-form narrative structures
beyond simple content matching, using ROUGE-
L as its metric. The RACE dataset represents a
"needle-in-a-haystack" task demanding identifica-
tion of critical information within lengthy contexts.

As shown in Table 3, we compare four fine-
tuning methods on DeBERTaV3-base for SQuAD
and NarrativeQA. For the RACE benchmark evalu-
ated on RoBERTa-base, results are presented in
Table 4. Our analysis reveals that SSMLoRA
achieves competitive performance on short-text
matching tasks in SQuAD, demonstrating superior
exact answer alignment crucial for scenarios requir-
ing precise responses. On long-text datasets, SSM-
LoRA maintains strong performance, particularly
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Method RTE BoolQ WSC WiC MultiRC COPA
(Trainable params) Acc Acc Acc Acc F1 Acc
SSMLoRA (15.8M,7B)) 88.5 85.4 63.5 75.9 88.2 91.0
LoRA (20.0M,7B)) 85.9 85.2 64.4 65.5 84.8 87.0
LoRA (31.3M,13B)) 89.9 87.1 63.5 69.9 87.1 92.0

Table 2: Performance comparison of SSMLoRA and LoRA across various NLP tasks

Method
DeBERTaV3-base

SQuAD NarrativeQA
Fine-tune 85.08/69.23 23.05
BitFit 55.58/39.28 21.29
LoRA 84.63/69.27 24.41
SSMLoRA 84.54/69.37 24.10

Table 3: Performance comparison of methods
on DeBERTaV3-base for SQuAD and NarrativeQA
datasets

Method All Middle High
SSMLoRA 70.1 71.0 67.37
LoRA 68.5 72.0 65.64

Table 4: Performance comparison of methods on
RoBERTa-base for RACE dataset

excelling in the more challenging high-difficulty
subset of RACE (67.37 vs. LoRA’s 65.64) while
showing comprehensive improvements across all
difficulty levels. This suggests that the state space
architecture effectively enhances logical reasoning
capabilities without compromising long-text pro-
cessing efficiency.

To further investigate length-dependent perfor-
mance, we analyze NarrativeQA results across dif-
ferent text length intervals (Figure 2). The test set
is partitioned into six 200-token bins based on pre-
processed sequence lengths. Our method achieves
state-of-the-art ROUGE-L scores in shorter con-
texts while demonstrating marked improvements
over baseline LoRA (2.1% relative gain) in se-
quences exceeding 1000 tokens, highlighting SSM-
LoRA’s enhanced capacity for long-text compre-
hension.

4.6 Discussion on Sparsity

In this section, we explore a comparative analy-
sis between SSMLoRA and LoRA under sparse
insertion conditions, focusing specifically on their
implementation within attention mechanisms—our
core design component. This focused compari-
son allows us to examine performance differences
between SSMLoRA and LoRA fine-tuning tech-

niques when parameter disparities are amplified.
Given that our introduced matrices are influenced
by the scaling factor r, we conducted experiments
across five different values: r = 1, 2, 4, 8, and 16.

For our initial investigation, we selected two
architectures: RoBERTa-large and GPT-2, which
employ linear layers and convolutional layers in
their attention modules, respectively. This selec-
tion enables us to validate SSMLoRA’s effective-
ness across both architectural paradigms. Our pre-
liminary experiments on the GLUE benchmark,
as shown in Tables 6 and 7, demonstrate that
SSMLoRA achieves comparable or superior perfor-
mance across most tasks while utilizing only half
the parameters of traditional approaches.In these
experiments, SSMLoRA employs sparse insertion
into the pre-trained models. For RoBERTa-large,
inspired by LoRA research findings, we applied
SSMLoRA exclusively to the query and value ma-
trices within the self-attention mechanism, as con-
current modification of these matrices has been
proven to yield optimal training outcomes. Regard-
ing sparse insertion strategies, we prioritized sim-
plicity and implementability. For RoBERTa-large,
we implemented an alternating interval insertion
pattern, while for GPT-2, where self-attention is
encapsulated within a single convolutional layer,
we modified the complete output using a skip-one
interval insertion strategy. Experimental results
validate the effectiveness of these design choices
across multiple tasks.

To further evaluate our approach, we extended
our experiments to the more challenging Super-
GLUE benchmark, which presents a significant test
for SSMLoRA given its reduced parameter count
compared to LoRA. Maintaining consistent design
strategies, we demonstrated sustained performance
advantages, with detailed results presented in Ta-
ble 8.

These comprehensive experiments lead to a sig-
nificant conclusion: SSMLoRA, while utilizing ap-
proximately half the parameters of LoRA, achieves
comparable performance across most datasets and
exhibits exceptional performance on several spe-
cific tasks.
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4.7 Memory Efficiency

While our approach achieves reduced memory re-
quirements through its parameterization advan-
tages, it exhibits RNN-like recurrent structures
when not utilizing FFT-based optimizations. There-
fore, it is crucial to thoroughly investigate the com-
putational costs associated with our method. We
present a comprehensive analysis of potential mem-
ory usage and latency during inference, parame-
ter efficiency across pre-trained models of varying
scales and training time requirements.

Our initial comparative experiments were con-
ducted on the LLaMA2-7B model, implementing
both SSMLoRA and LoRA methodologies. With a
maximum sequence length of 1024 tokens, SSM-
LoRA consumed 31.28GB of GPU memory com-
pared to LoRA’s 31.43GB at a batch size of 4.
When scaling to a batch size of 8, the memory
utilization increased to 37.77GB and 38.05GB, re-
spectively. Furthermore, we examined the memory
scaling patterns of both approaches with increasing
sequence lengths at a batch size of 1, as detailed
in Table 12. The experimental results demonstrate
that SSMLoRA’s memory advantages become in-
creasingly pronounced as batch sizes grow. No-
tably, SSMLoRA exhibits superior memory effi-
ciency across both short and long sequence sce-
narios. Regarding computational efficiency, our
experimental results (see Table 12) indicate that
our proposed method introduces no significant in-
ference latency overhead compared to LoRA when
evaluated on the LLaMA2-7B model.

4.8 Parameter Efficiency

As previously discussed, SSMLoRA achieves pa-
rameter efficiency by incorporating sparse, rank-
decomposed matrices connected through state-
space models at attention mechanism positions.
This approach demonstrates superior parameter re-
duction compared to traditional LoRA fine-tuning
techniques. As illustrated in Table 9, the parame-
ter reduction benefits scale proportionally with the
size of the pre-trained model.

4.9 Wallclock Time Efficiency

We conducted a comprehensive analysis of con-
vergence times and average epoch duration across
Fine-tune, BitFit, LoRA, and SSMLoRA methods,
employing early stopping criteria. As demonstrated
in Tables 10 and 11, SSMLoRA exhibits longer to-
tal training duration and per-epoch time on smaller

datasets such as CoLA, MRPC, and QNLI. How-
ever, with increasing dataset sizes, our method
demonstrates significant improvements in both
total training time and per-epoch duration com-
pared to baseline Fine-tune and BitFit approaches.
In comparison with LoRA, SSMLoRA requires
longer training times on five datasets and increased
per-epoch duration on four datasets. When consid-
ered alongside the performance metrics in Table 1,
these findings suggest that SSMLoRA adopts a
more gradual approach to feature learning, poten-
tially requiring additional training epochs while
ultimately achieving superior convergence results.

5 Conclusion

In this work, we propose a novel approach for
parameter-efficient fine-tuning of large pre-trained
language models, termed State Space Model Low-
Rank Adaptation (SSMLoRA). While the insertion
of low-rank matrices has been a common strategy,
it often leads to unnecessary parameter overhead,
particularly when applied uniformly across all neu-
ral network layers. To address this, we introduce
an improved state space equation that strategically
connects sparsely inserted low-rank matrices, sig-
nificantly reducing the number of parameters while
enhancing parameter efficiency. Our method is
simple yet effective, and given the demonstrated
potential of State Space Model, it offers a holistic
improvement to LoRA techniques. Furthermore,
our approach can be seamlessly integrated with ex-
isting optimization strategies, further expanding its
applicability in large-scale model fine-tuning.

Limitations

Despite the promising results achieved by SSM-
LoRA, our research still has some limitations.
The core of SSMLoRA lies in adjusting the in-
put mapped to a lower-dimensional space, which
allows the input to better adapt to various down-
stream tasks. However, this also means that the
state ht must match the dimensionality of the input
mapped to the low-rank space. For instance, when
the batch sizes used in training and testing differ,
although ht can be adjusted to accommodate the
new dimensions, this inevitably results in a perfor-
mance drop. Therefore, further research is needed
to develop better solutions to mitigate performance
degradation caused by dimensionality mismatches.
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B Results Supplement

This section provides supplementary tables to the
experimental results and performance analysis pre-
sented in Section 4, offering detailed empirical find-
ings across various experiments.

Table 5, corresponding to , presents a compre-
hensive analysis of model performance across dif-
ferent text length intervals. The table is bifurcated
into two primary sections: the first demonstrates
the performance of Fine-tune, BitFit, LoRA, and
SSMLoRA models as token count increases, while
the second section details the data volume and sam-
pling strategy within each interval. For smaller
data intervals, we conducted comprehensive testing,
whereas for larger intervals, we sampled 40% of the
data. Notably, SSMLoRA demonstrates superior
performance in both short and long text scenarios,
consistently outperforming alternative methods. In
intermediate-length texts, its performance closely
approximates full-parameter fine-tuning. We at-
tribute these observations to two primary mecha-
nisms: for shorter texts, the sparse design mitigates
overfitting and enhances textual comprehension ca-
pabilities; for longer texts, SSMLoRA leverages
its state-space model advantages to overcome per-
formance limitations inherent in other fine-tuning
techniques.

Tables 6 and 7 utilize RoBERTa-large and GPT-2
models to evaluate SSMLoRA and LoRA perfor-
mance across varying rank values r on the GLUE
benchmark. Table 8 extends this investigation to
the SuperGLUE benchmark, with r values rang-
ing from 1 to 16. Despite SSMLoRA employ-
ing less than 60% of LoRA’s trainable parameters,
it achieves comparable performance across most
datasets—an exciting validation of our parameter-
efficient design. The subsequent four tables ex-
plore computational costs. Table 9 illustrates train-
able parameters across three model sizes using
full fine-tuning, LoRA, and SSMLoRA, reveal-
ing our method’s increasing advantages with larger
pre-trained models. Tables 10 and 11 analyze to-
tal training time and per-epoch duration, demon-
strating SSMLoRA’s superior training efficiency
on larger datasets, notwithstanding marginally in-
creased times on smaller datasets. Finally, Ta-
ble 12 documents memory and time requirements
for SSMLoRA and LoRA on LLaMA2-7B across
increasing token lengths at a batch size of 1. The re-
sults confirm minimal inference latency, with mem-
ory advantages becoming progressively more pro-

nounced as batch size increases, consistent with
our discussion in Section 4.3.3.
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Method 200-400 400-600 600-800 800-1000 1000-1200 1200-1400
Fine-tune 0.2558 0.2206 0.2290 0.2299 0.2668 0.2217
BitFit 0.2480 0.2153 0.2136 0.2105 0.2353 0.2067
LoRA 0.2675 0.2421 0.2481 0.2428 0.2498 0.2092
SSMLoRA 0.2736 0.2492 0.2433 0.2263 0.2613 0.2292
Samples in interval
Total 1704 1888 2334 3236 1285 110
Evaluated 681 755 933 1294 514 44

Table 5: The performance of the DeBERTaV3-base model fine-tuned with four different techniques on the Narra-
tiveQA test set, evaluated across varying input sequence lengths.

Method #Params SST-2 RTE CoLA MRPC QNLI WNLI QQP MNLI
Matched

MNLI
Mis-
matched

LoRA r = 1 98.3K 94.95 81.23 64.19 87.73/89.22 92.92 56.34 86.23/89.37 89.11 88.77
SSMLoRA r = 1 49.2K 95.14 81.23 64.11 92.15/88.97 93.17 56.34 85.37/89.01 88.37 87.92

LoRA r = 2 196K 93.35 82.67 62.68 87.68/89.46 93.2 56.34 86.71/89.95 88.81 88.41
SSMLoRA r = 2 98.5K 95.76 82.67 63.92 92.39/89.46 93.2 56.34 85.83/89.30 88.68 88.88

LoRA r = 4 393K 93.58 85.56 61.62 87.12/88.73 93.45 54.93 86.80/89.98 89.302 88.87
SSMLoRA r = 4 197K 95.76 85.56 63.79 93.81/91.42 92.24 66.20 86.55/89.85 88.77 88.86

LoRA r = 8 786K 94.72 82.67 65.17 87.63/89.46 93.32 56.34 87.05/90.19 88.54 88.51
SSMLoRA r = 8 396K 95.64 82.67 65.03 89.95/92.61 92.46 69.01 79.74/85.72 88.75 88.72

LoRA r = 16 1.6M 95.07 83.03 62.88 88.71/90.20 93.4 69.01 87.09/90.34 88.24 88.69
SSMLoRA r = 16 798K 95.30 83.03 65.33 92.93/90.20 93.43 56.34 81.98/86.82 88.91 88.36

Table 6: Comparison of LoRA and SSMLoRA methods on the GLUE dataset (Rank r=1,2,4,8,16), modle:RoBERTa-
large

Method #Params SST-2 RTE CoLA MRPC QNLI WNLI QQP MNLI
Matched

MNLI
Mis-
matched

LoRA r = 1 37.6K 86.01 57.4 5.3 78.43 81.38 56.34 80.77/85.17 73.46 73.53
SSMLoRA r = 1 18.4K 84.86 64.62 5.54 78.19 81.51 57.75 85.37/89.01 75.11 75.32

LoRA r = 2 75.3K 85.78 59.21 2.56 76.72 82.23 49.3 80.89/85.15 76.24 76.36
SSMLoRA r = 2 36.9K 86.24 61.37 5.17 72.79 82.59 50.7 85.84/89.30 75.51 75.24

LoRA r = 4 150K 86.81 59.21 2.56 75.98 81.27 53.52 81.80/86.15 74.73 75.31
SSMLoRA r = 4 73.9K 86.93 58.48 6 76.72 82.23 40.85 86.56/89.86 76.28 76.61

LoRA r = 8 301K 86.58 61.01 6.63 78.68 82.08 56.34 81.99/86.01 77.21 77.52
SSMLoRA r = 8 148K 87.04 62.45 4.43 77.94 83.12 56.34 81.15/85.14 77.04 77.57

LoRA r = 16 602k 87.50 58.84 8.16 76.23 82.70 47.89 82.89/87.27 77.34 78.40
SSMLoRA r = 16 297k 86.58 59.57 1.81 76.47 83.95 43.66 82.0/86.2 78.11 78.50

Table 7: Comparison of LoRA and SSMLoRA methods on the GLUE dataset (Rank r=1,2,4,8,16), model: GPT-2

Method #Params WSC WiC RTE BoolQ COPA ReCoRD
(F1/Acc)

MultiRC
(F1a/EM)

LoRA r = 1 98.3K 64.42 71.63 81.95 80.98 91.0 23.30/57.16 78.45/21.95
SSMLoRA r = 1 49.2K 63.46 69.44 81.59 77.77 86.0 23.35/60.88 77.77/20.79

LoRA r = 2 196K 63.46 70.69 82.31 81.25 94.0 23.75/58.29 79.30/25.25
SSMLoRA r = 2 98.5K 63.46 69.44 81.59 79.69 89.0 24.39/56.81 78.19/21.95

LoRA r = 4 393K 63.46 69.44 84.48 62.17 88.0 24.74/56.65 79.28/23.93
SSMLoRA r = 4 197K 64.42 71.00 83.75 82.08 90.0 24.82/56.07 78.33/19.64

LoRA r = 8 786K 63.46 71.00 81.95 62.17 84.0 27.01/55.79 76.11/20.30
SSMLoRA r = 8 396K 63.46 72.88 83.75 80.76 92.0 24.05/57.27 79.94/25.08

LoRA r = 16 1.6M 63.46 63.64 83.03 62.17 94.0 25.30/54.93 80.08/23.43
SSMLoRA r = 16 798K 63.46 71.63 84.12 62.17 91.0 23.83/57.70 78.22/20.79

Table 8: Comparison of LoRA and SSMLoRA methods on the SuperGLUE dataset (Rank r = 1, 2, 4, 8, 16)
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Model RoBERTa-base LLaMA2-7B LLaMA2-13B
Base 124M 6.6B 13B
LoRA 1.3M 20.0M 31.3M
SSMLoRA 1.0M 15.8M 24.81M

Table 9: Parameter comparison across different model scales

Method CoLA SST-2 MRPC STS-B QQP MNLI QNLI RTE
(Trainable params) time time time time time time time time
Fine-tune (124M) 4.26min 28.56min 3.51min 5.1min 335.25min 191.7min 46.00min 1.46min
BitFit (102K) 2.23min 24.82min 1.37min 5.03min 511.64min 360.37min 142.8min 3.79min
LoRA (1.3M) 5.27min 34.1min 2.45min 3.47min 191.39min 229.41min 34.69min 1.99min
SSMLoRA (1.0M) 8.01min 23.89min 3.68min 3.86min 192.15min 223.55min 72.30min 1.85min

Table 10: Performance comparison of four methods based on the RoBERTa-base model across various tasks

Method CoLA SST-2 MRPC STS-B QQP MNLI QNLI RTE
(Trainable params) time time time time time time time time
Fine-tune (124M) 0.47min 4.08min 0.39min 0.34min 37.25min 47.93min 9.2min 0.16min
BitFit (102K) 0.32min 3.17min 0.15min 0.63min 36.55min 40.04min 8.93min 0.27min
LoRA (1.3M) 0.48min 6.82min 0.22min 0.35min 19.14min 45.88min 5.78min 0.17min
SSMLoRA (1.0M) 0.62min 5.97min 0.26min 0.30min 16.01min 44.71min 12.05min 0.20min

Table 11: Performance comparison of four methods based on the RoBERTa-base model across various tasks

max_length 16 32 64 128 256 512 1024 2048 4096 5000 6000 7000
Memory Usage (GB)

SSMLoRA 24.78 24.79 24.83 24.89 25.01 25.30 25.80 26.81 28.81 29.69 30.67 31.65
LoRA 24.84 24.85 24.88 24.95 25.07 25.32 25.82 26.82 28.82 29.70 30.68 31.66

Inference Time (s)
SSMLoRA 0.053 0.054 0.056 0.088 0.160 0.310 0.615 1.280 2.740 3.500 4.270 5.200
LoRA 0.036 0.040 0.042 0.070 0.130 0.260 0.510 1.060 2.210 2.750 3.610 4.050

Table 12: Inference cost of LLaMA2-7B Models
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