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Abstract

Vision-language (VL) models have demon-
strated strong performance across various tasks.
However, these models often rely on a spe-
cific modality for predictions, leading to “dom-
inant modality bias.” This bias significantly
hurts performance, especially when one modal-
ity is impaired. In this study, we analyze
model behavior under dominant modality bias
and theoretically show that unaligned gradi-
ents or differences in gradient magnitudes pre-
vent balanced convergence of the loss. Based
on these findings, we propose a novel frame-
work, BALGRAD to mitigate dominant modal-
ity bias. Our approach includes inter-modality
gradient reweighting, adjusting the gradient of
KL divergence based on each modality’s con-
tribution, and inter-task gradient projection to
align task directions in a non-conflicting man-
ner. Experiments on UPMC Food-101, Hateful
Memes, and MM-IMDb datasets confirm that
BALGRAD effectively alleviates over-reliance
on specific modalities when making predic-
tions.

1 Introduction

Vision-language (VL) models combine image and
text modalities, resulting in powerful multi-modal
representations. Owing to this integration of two
modalities, these models can achieve higher perfor-
mance in vision-language tasks. Recently, leverag-
ing extensive datasets, VL. models have demon-
strated remarkable performance across various
tasks such as image captioning (Hu et al., 2022),
visual question answering (Khademi et al., 2023),
and cross-modal retrieval (Liu et al., 2023), show-
casing their capability to harness the complemen-
tary strengths of visual and textual data.

However, these models often rely on a single
modality rather than treating and utilizing them
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Ilustration of Dominant Modality Bias

(a) Hate Recongition

(b) Food Classification

Figure 1: Conceptual visualization of dominant modal-
ity bias. The key modality differs by task: (a) For the
hate recognition task, text descriptions of memes lead,
while (b) for the food classification task, food images
play a crucial role in prediction.

equally, leading to the dominance of a certain
modality on the overall performance. A concep-
tual overview of this effect can be seen in Figure 1.
This phenomenon, where a specific modality dis-
proportionately influences the model’s outcomes,
is referred to as “dominant modality bias” (Woo
et al., 2023). For instance, VL models tend to be
biased towards the text modality when recognizing
hate expressions (Kiela et al., 2020; Aggarwal et al.,
2024), thereby limiting the VL model’s ability to
effectively integrate and interpret images.

This bias behaves particularly detrimentally
when one modality is impaired, such as when data
is noisy and it is difficult to gather paired data (Garg
et al., 2022; Woo et al., 2023; Yang et al., 2024).
This issue is common in real-world scenarios due to
privacy-related data sharing restrictions or stringent
data storage policies (Voigt and Von dem Bussche,
2017) and can severely degrade the model’s per-
formance. Additionally, the failure to sufficiently
explore the weak modality limits the overall per-
formance of the VL model (Wang et al., 2020;
Huang et al., 2022; Peng et al., 2022), highlighting
the need for robust solutions to mitigate dominant
modality bias.

To address this issue and balance the informa-
tion between modalities, numerous studies have
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been conducted. Several studies have focused on
modulating the gradients of each encoder based
on the confidence of individual modalities (Peng
et al., 2022; Li et al., 2023). Other approaches
have involved training multimodal models using
the best-performing learning rates from unimodal
models (Yao and Mihalcea, 2022). However, these
methods often induce negative transfer (Wang et al.,
2019; Yu et al., 2020), which occurs when the
model’s performance decreases with the addition of
modality data compared to solely using unimodal
data.

We first analyze the behavior of models after the
dominant modality bias has taken root. Our analy-
sis reveals that certain modalities are more crucial
to target performance and observes that the dom-
inant and weak modalities converge at different
rates during training. Additionally, we theoreti-
cally demonstrate that the balanced convergence of
the loss is influenced by both the magnitude and
direction of the gradient. Based on these findings,
we propose BALGRAD (Balancing Gradients)
to mitigate dominant modality bias. Firstly, we
adopt a mutual KL divergence between the predic-
tions of each modality to ensure balanced updates.
However, a naive approach that equally aligns the
distributions of two modalities can hinder the repre-
sentation learning of each modality. To address this,
we introduce inter-modality gradient reweight-
ing, which adjusts the magnitude of the gradient
of the KL divergence term based on the learning
status of each modality. Additionally, we propose
inter-task gradient projection, which updates the
gradient of the target task to establish a balance be-
tween both modalities. We project the target task’s
gradient in a direction orthogonal to the KL diver-
gence gradient if a conflict between the gradients
occurs, encouraging stabilized training between the
two modalities.

We evaluate the effectiveness of BALGRAD
on models using three vision-language datasets:
UPMC Food-101 (Wang et al., 2015), Hate-
ful Memes (Kiela et al., 2020), and MM-
IMDb (Arevalo et al., 2017). To simulate the influ-
ence of individual modalities, we conduct experi-
ments under conditions where specific modalities
are missing or impaired by noise. The experimen-
tal results demonstrate that the proposed method
reduces the gap between the modalities while avoid-
ing negative transfer. The contributions of our pro-
posed method are as follows:

* We analyze the dominant modality bias and
theoretically demonstrate that the balanced
convergence of loss is influenced by both the
magnitude and direction of the gradient.

* We propose BALGRAD, which reweights the
gradients between modalities to ensure stable
convergence and projects the target task’s gra-
dient to avoid conflicts that hinder balanced
learning.

* Experimental results across UPMC Food-101,
Hateful Memes, and MM-IMDb under differ-
ent impaired conditions confirm the effective-
ness of our proposed method in mitigating
dominant modality bias.

2 Related Work

In multimodal models, such as VL models, a bias
towards a preferred or easier-to-learn modality of-
ten leads to the under-exploration of others (Wang
et al., 2020; Huang et al., 2022; Peng et al., 2022).
Studies have analyzed this, noting that multimodal
models are prone to overfitting and show discrep-
ancies in generalization across modalities (Wang
et al., 2020). Differences in convergence speeds
also contribute to this bias (Yao and Mihalcea,
2022; Wu et al., 2022). An early study in this
field finds that certain modalities, correlating with
their network’s random initialization, dominate the
learning process (Huang et al., 2022), while other
researchers attribute the preference to unimodal
representation margins and insufficient integration
of modalities (Yang et al., 2024). Another line
of study highlights that spurious correlations with
instance labels cause imbalances in modality uti-
lization (Guo et al., 2023). In this paper, we iden-
tify that the dominant modality bias in VL models
arises from the influence of gradient magnitude and
direction on the model’s loss function, hindering
balanced learning across modalities.

In response to the challenge of balancing modali-
ties in multimodal learning, various strategies have
been proposed. MSLR suggests using different
optimal learning rates for each modality during
multimodal learning to enhance performance (Yao
and Mihalcea, 2022). Another approach involves
using a conditional utilization rate to re-scale
modality features, ensuring balanced contributions
from each modality (Wu et al., 2022). Gradient
blending optimizes the mixing of modalities based
on the model’s overfitting behavior (Wang et al.,
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UPMC Food-101 Hateful Memes MM-IMDb

UPMC Food-101 Hateful Memes MM-IMDb
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Figure 2: Experimental results on the UPMC Food-101, Hateful Memes, and MM-IMDb datasets in the presence
of dominant modality bias. (a) Performance visualization under different missing conditions (full, image only
(missing text), text only (missing image)) for each dataset. (b) Illustration of learning curves for each modality

across datasets.

2020). OGM-GE adaptively controls the optimiza-
tion process using modality-specific confidence
scores (Peng et al., 2022). AGM employs Shapley
values to modulate gradients through mono-modal
responses, aiming to balance the learning process
across modalities (Li et al., 2023). However, these
methods often lack consideration of negative trans-
fer and may introduce adverse effects. In this paper,
we propose BALGRAD, which reweights gradients
considering the learning status of each modality
and projects the gradients to mitigate dominant
modality bias without disrupting the balance be-
tween modalities.

3 Method

In this section, we analyze the dominant modality
bias and propose BALGRAD to mitigate such bias.
In Section 3.1, we observe the behavior of VL mod-
els and theoretically demonstrate the factors influ-
encing balanced loss convergence. In Section 3.2,
based on these findings, we introduce BALGRAD,
which reweights and projects gradients to ensure
balanced learning across modalities.

3.1 Analysis of Dominant Modality Bias

We introduce a controlled experiment to analyze
the behavior of VL models biased by dominant
modality. We denote the training dataset as D =
{(xi,v:) Y, where z; (z¥, L) is a pair of
data from the image and text modalities, respec-
tively, and y; represents the label. We extract fea-
tures from the image and text encoders, passing
them through their respective embedding layers,
hy(-) and hy(-). These embeddings are then fused
via concatenation and passed through a classifier,
fr(-), to yield the predicted probability py. De-
tails on the architecture and training scheme are

provided in the Appendix B.
Analysis on Performance Gap. To analyze the
impact of individual modalities on the performance
of VL models, we mute one modality by inputting
empty values at the data level, rendering it non-
informative. This method is applied while test-
ing on the UPMC Food-101, Hateful Memes, and
MM-IMDb datasets. The experimental results in
Figure 2 (a) show a significant performance drop
when a specific modality is missing. In the case of
UPMC Food-101, the image modality significantly
influences the overall performance, while in Hate-
ful Memes, the text modality plays a more crucial
role. Conversely, the performance drop is relatively
minor when the weak modality (text for UPMC
Food-101 and image for Hateful Memes) is missing.
In contrast, for MM-IMDDb, the performance drop
is similar when either modality is missing, indicat-
ing that the model is not biased towards a specific
modality.
Analysis on Training Dynamics. To observe the
loss dynamics of each modality during the training
phase, we add linear classifiers f,(-) and f;(-) on
top of the image and text embedding layers, re-
spectively. These classifiers output probabilities
pY and p!, which are then used to predict the la-
bel y;, and each target objective is represented as
4 and EZT, respectively. We find that the loss
of the dominant modality decreases rapidly, while
the loss of the weak modality decreases relatively
slowly, as shown in Figure 2 (b). For MM-IMDb
specifically, the loss gap decreases as training it-
erations increase, demonstrating that the model is
not biased toward any single modality. This indi-
cates that, during training, one modality is overly
exploited while the other modality is relatively un-
derexplored, which is consistent with previous re-
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search (Wang et al., 2020; Huang et al., 2022; Peng
et al., 2022). We conjecture that this phenomenon
appears inherently task-dependent, with the VL
model inclined to update based on the easy-to-learn
modality that can quickly reduce the loss (Arpit
et al., 2017; Nam et al., 2020).

Theoretical Analysis of Gradient Influence. To
theoretically analyze why VL models struggle to
balance the utilization of both modalities, we ex-
amine the loss reduction in terms of gradient up-
dates. The loss function for a target is defined
as L(0,,0;,07), where 6, and 6; are the parame-
ters of image and text embedding layers, respec-
tively, and the 67 represents the parameters of the
classifier f7(-). The objective is to find the opti-
mal parameters © = {0,,6;, 07} that minimize
L(0,,0;,07). To analyze how each modality con-
tributes to the overall loss reduction, we decom-
pose the target task loss gradient with respect to the
model parameters © into modality-specific compo-
nents, denoted by G = {g;, gv, g7} These partial
gradients capture the influence of linguistic, visual,
and task-related parameters, respectively, under
standard gradient-descent updates. Additionally,
9T = 2ictosy VOIViPTVpr L = Y ictony 9T
denotes the gradient for parameters 67 of the linear
classifier f7(-), where g%— denotes the gradient of
each modality in f7(-). We theoretically analyze
how the target objective is influenced by the vary-
ing magnitudes and directions of gradients for each
modality.

Proposition 1. (Gradient Effect on Change of
Loss) Let the parameters 6,, 0;, and 7 of a multi-
modal model be updated with gradients g,,, g;, and
g7 using a sufficiently small step size A > 0, re-
sulting in updated parameters év, 6;, and éfr. Then
the change in the loss function satisfies

AL = =2X (g7 - g7)

-A Y (gz--gi + 9’%-9?) + 0(\?),
ie{v,l, T}
(1)

where the cross term —2 ) (g%) - (¢%-) captures
the interaction between the visual and language
gradients and the magnitudes and directions of each
gradient g7 and gﬁr governs how much the overall
loss is reduced.

Proof. See Appendix A.1l O

If the gradients for the two modalities g7 and gﬁr
do not align well, meaning they have conflicting di-
rections or have significantly different magnitudes,

the loss reduction will not be balanced. Gradients
with larger magnitudes substantially impact loss re-
duction, while gradients with directions that align
more closely between modalities facilitate more
effective joint learning. Consequently, the loss is
likely to decrease more under the influence of the
dominant modality, leading to an uneven contribu-
tion from each modality.

3.2 BALGRAD

Based on the findings above, we propose BAL-
GRAD to mitigate the dominant modality bias,
which consists of two components: inter-modality
gradient reweighting and inter-task gradient projec-
tion. Inter-modality gradient reweighting addresses
the imbalance caused by different gradient mag-
nitudes, ensuring more equal contributions from
each modality. Inter-task gradient projection aligns
the gradient directions of the modalities, facilitat-
ing more effective joint learning and preventing
the dominant modality from disproportionately in-
fluencing loss reduction. The overall process of
BALGRAD can be seen in Figure 3.

3.2.1 Inter-modality Gradient Reweighting

Standard VL models lack the consideration to en-
sure that both modalities are updated equally, lead-
ing to the stronger modality dominating the train-
ing phase, as we observed in the previous section.
Therefore, inspired by knowledge distillation (Hin-
ton et al., 2014; Zhang et al., 2018; Phuong and
Lampert, 2019), we aim to balance the gradients
received from each modality by aligning the dis-
tributions of their predictions. To achieve this, we
compute the mutual Kullback-Leibler (KL) diver-
gence between the predictions p; and pé of the two
modalities. This involves aligning the predictions
of the image modality with those of the text modal-
ity and vice versa. The KL divergence from pﬁ to
py is as follows:

p?’
Liy=— Zpélogp% 2)
i 7

We also compute L}, in the same manner. We
represent the gradients of Efcl and L}, as gfd =
Vﬁgd and gy, = VLj,, respectively. In this way,
each modality’s embedding layer learns to correctly
predict the label and match the probability esti-
mate of other modalities, thereby alleviating the
severe imbalance. However, symmetrically align-
ing the distributions between the two modalities
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Figure 3: (a) The overall training framework of our proposed BALGRAD. The final classifier f7(-) is updated with
the gradient g for cross entropy (CE) loss. The image and text embedding layers h,(-), iy(-) are also updated
with g% along with the gradients of the CE loss for each modality g%, ng, and the gradients of the KL divergence
between the two modalities’ predictions g%}, g%;. (b) Inter-modality gradient reweighting adjusts the magnitudes of
gy, and g,lfl to obtain gy;. If a conflict occurs, we project g%— on the orthogonal direction of g; by inter-task gradient

projection.

overlooks the differences in their convergence sta-
tus, as observed in Section 3.1. This can cause
the layers of the faster-converging modality to be
hindered in their representation learning, leading to
performance degradation. Therefore, we propose
an inter-modality gradient reweighting method
that adjusts the magnitude to which each modality
receives the KL divergence gradient based on its
contribution to the learning objective. We reweight
the gradient of the KL divergence term for pl to pV
and p; to pé using the following terms, respectively:

L Lr
Ly + L

_ Ly
LY+ L

v

3)

In this configuration, if the target task loss for a
modality is low (i.e., it has converged more), the
gradient receives a lower weight. This ensures that
the gradient of the weak modality is updated more
toward matching the dominant modality’s predic-
tion, thereby reducing the training gap. In contrast,
the dominant modality receives less influence from
the underperforming predictions, allowing it to ef-
fectively learn its representation. Additionally, to
ensure that each modality is trained for the target
task independently, we introduce an additional term
that increases the reweighting factor as iteration ¢
progresses. This ensures that the impact of mu-
tual learning grows over time, allowing individual
encoders to learn effectively in the initial stages

and progressively encouraging balanced learning
between modalities. The final reweighted gradient
for the KL divergence is as follows:

v

Tret @

g = (v + YW ghy + Wi

v is the initial weighting factor, and we set v =
1/2.

3.2.2 Inter-task Gradient Projection
Proposition 1 highlights that properly aligning gra-
dients with different directions and magnitudes
is crucial for effective joint learning. However,
when gradients are not aligned and exhibit negative
cosine similarity, known as conflicting gradients,
the optimization process becomes suboptimal (Yu
et al., 2020; Shi et al., 2023). Such conflicts can
arise between the gradients of different tasks, poten-
tially causing the dominant gradient to overwhelm
the optimization process at the expense of the other
task’s performance.

For our case, as confirmed in Section 3.1, the
target task, which is £ alone, fails to balance the
modalities and fully explore the weak modality.
Therefore, we introduce the balance between the
predictions of each modality as an additional
task. However, as mentioned earlier, naive joint
training can cause conflict between the gradient of
the target task and KL divergence (i.e., g7 and gg;).
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Proposition 2. (Gradient Conflicts on Loss Re-
duction with KL Loss) Let G™ = { gy, g1, 9-}
and GF' = {gM gM, 0} be the gradients from a
target loss £, and a KL loss Lg;, respectively, with
parameters 6 = [6,,6;,0,] . Assume the parame-
ters are updated by gradient descent with a small
step size A > 0: 0, = 0, — X\ (9o + g2'), 0] =
0, — \ (gl + gl’“l),G’T = 0; — \g.. Then, for the
combined loss £ = L, + L, the change in the
loss is

AL=L(0) - L(6)
== A(Ig7I2 + 16712 + 2(G7)TG")

+ O(\?).
(&)
In particular, if (G7) < 0, the gradients from
the target and KL losses conflict, reducing the ef-
fective loss reduction.

Tgkl

Proof. See Appendix A.2 O

Building upon Proposition 2, we aim to ensure
that the gradient of the target task does not dis-
rupt the balance between modalities. Specifically,
we propose inter-task gradient projection, which
projects g7 onto gx; in a non-conflicting manner.
First, we consider the relationship between the two
gradients to determine if they conflict and compute
the cosine similarity between the two gradients. If
g7 - g1 > 0, we assume that g7 is being updated
in a direction that aligns with modality balance,
and we use the original g7 for updating the model.
Conversely, if g7 - gr; < 0, indicating a potential
disruption to the balance between modalities, we
project g7 in a direction orthogonal to gg;. This
process can be represented as follows:

(6)

_ [ 97-9kL : .
g%:{gT (ugkzn?)gklv if g7 - g1 <0

g7, otherwise

This projection ensures that g% is adjusted to
maintain the balance between the modalities while
preventing conflicts with gg;. In a nutshell, the pro-
posed BALGRAD allows for extensively learning
different modalities and tasks, effectively optimiz-
ing the target task while maintaining the balance
between the modalities.

4 Experiments

4.1 Experimental Setup

We conduct experiments on three vision-language
datasets: UPMC Food-101 (Wang et al., 2015),

Hateful Memes (Kiela et al., 2020), and MM-
IMDb (Arevalo et al., 2017). For image and text
encoding, we utilize ViT (Dosovitskiy et al., 2021)
and BERT (Devlin et al., 2019), respectively, em-
ploying a late concatenation architecture for final
predictions. To minimize extensive fine-tuning, we
adopt linear probing, freezing all encoder parame-
ters and training only the embedding and classifier
layers. Further implementation details are provided
in Appendix B.

To assess the robustness of the VL model against
dominant modality bias, we introduced two im-
paired conditions: missing and noisy. For the miss-
ing modality, empty strings were used for text and
zero pixels for images (Lee et al., 2023). In the
noisy condition, 30% salt and pepper noise is added
to images (Lim et al., 2023), and 15% of text tokens
were randomly deleted (Manolache et al., 2021;
Yuan et al., 2023). All experiments were conducted
with the model trained on unimpaired full modality
data, with impairments applied to the entire data of
a specific modality during testing. Further imple-
mentation details are provided in Appendix C.

4.2 Experimental Results

We train with full modality data and evaluate the
performance of the VL model under conditions
where one modality is entirely impaired across
three datasets, as shown in Table 1. “Full” refers
to the scenario where no modalities are impaired
during testing. For the impaired cases (missing
and noisy), each modality is impaired according to
the specified method. “Avg.” denotes the average
performance when each modality is impaired indi-
vidually, while “Ag,,” represents the performance
difference between the image-impaired and text-
impaired conditions. A smaller Ag,, indicates a
more balanced model that does not overly rely on
a single modality, thereby exhibiting less dominant
modality bias.

For the UPMC Food-101 dataset, BALGRAD
demonstrates the highest performance across all
conditions—full, missing image, and missing text.
Notably, it improves the performance on the weak
modality, text, by 12.5%p compared to the baseline.
Additionally, it achieves the highest average per-
formance and exhibits the smallest gap, effectively
mitigating bias despite the dominant influence of
the image modality. In the noisy condition, our
method shows robustness comparable to AGM (Li
et al., 2023) and achieves the highest Avg.

BALGRAD exhibits the highest performance
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Modalit UPMC Food-101 Hateful Memes MM-IMDb

Y Baseline MSLR OGM-GE AGM BALGRAD|Baseline MSLR OGM-GE AGM BALGRAD|Baseline MSLR OGM-GE AGM BALGRAD

Full ‘ 76.01 7843 7742 7893  80.32 65.10 6558 66.70 64.69  67.35 44.09 44.09 4222 4393 43.19

Image| 12.99 20.52 1386 22.60 25.49 64.34  66.04 66.83% 66.25%  65.86 18.85 19.26 2448 17.57 1881

Missin Text | 63.52 63.00 6145 63.13 65.03 55.60 55.66 5720 56.20 57.58 1840 14.67 1231 1546 1747

¢ Avg.T| 3826 4176 37.66 42.87 45.26 59.97 60.85 62.02 6123 61.72 18.63 1697 1840 16.52 18.14

Agapd| 50.53 4248 4759 4053  39.54 8.74 1038 9.63 10.05 8.28 045 459 1217 2.11 1.34

Image| 4192 5292 4650 56.57 55.58 63.64 6421 63.72 61.85  65.78 30.89 33.86 3531 3573 37.76

Nois Text | 67.28 77.71 7594 77.43 78.54 65.09 63.66 67.16% 63.68  65.60 38.09 43.00 40.33 42.66 41.80

Y Avg.T| 5460 6532 6122 67.00 67.06 6437 6394 6544 6277  65.69 3449 3843 37.82 3920 39.78

Agapd| 2536 2479 2944 2086 22.96 145  0.55 3.44 1.83 0.18 720 9.14 502 693 4.04

Table 1: The experimental result to validate the effectiveness of BALGRAD on the UPMC Food-101, Hateful
Memes, and MM-IMDb datasets. The best result in each test dataset is boldfaced, and the second best is presented
with underlining. “Avg.” represents the average performance under conditions where one of the modalities is
impaired (missing or noisy), while “Ag,,” indicates the performance difference. The value that is displayed in
gray* represents a negative transfer. The unit for “Ag,,” is %p, and the unit for all other values is %.

UPMC Food-101 Hateful Memes MM-IMDb
35 { “® Baseline » 10 ® Baseline /> 8 ® Baseline
MSLR ) MSLR MSLR
304 OGM-GE ¢ 9 OGM-GE ; OGM-GE
-k AGM -k AGM A -k AGM
81 =& BalGrad / -k BalGrad

/
- BalGrad ¥ , K 6
1 /, s /

AGap (%p)
AGap (%p)

02 04 06 08 02 04 06 08 02 04 06 08
Missing ratio 7 Missing ratio r Missing ratio

Figure 4: Evaluation on robustness to different missing
ratio r of BALGRAD and existing methods on UPMC
Food-101, Hateful Memes, and MM-IMDD datasets.

in conditions where the dominant text modality
is missing, as well as in the full modality, Avg.,
and Ag,, for the Hateful Memes dataset. OGM-
GE (Peng et al., 2022) and AGM perform better
in the image missing condition than in the full
modality condition, indicating a heavy reliance on
the text modality, with performance increases of
0.13%p and 1.56%p, respectively. In other words,
adding the image modality results in a decrease
in performance compared to using text alone, ex-
hibiting negative transfer (Wang et al., 2019). In
the noisy condition, BALGRAD demonstrates the
highest Avg. performance and the smallest Ag,p,
showcasing that BALGRAD sufficiently explores
the image modality.

Furthermore, BALGRAD maintains the balance
between the modalities even despite the absence of
any dominant modality. For the MM-IMDb dataset,
our proposed method shows slightly lower perfor-
mance compared to the baseline but exhibits the
second-smallest Ag,,, indicating balanced results

without a dominant modality. Although OGM-GE
demonstrates high performance, it exhibits a signif-
icant imbalance between modalities, as evidenced
by the considerably higher gap, which is 10.83%p
more than our method. BALGRAD achieves the
highest average performance and the lowest gap
in the noisy condition, showcasing that our pro-
posed method effectively explores both modalities
without being biased towards one.

Additionally, to investigate the robustness under
varying degrees of impairment, we mute a spe-
cific modality according to the missing ratio r,
and the results are shown in Figure 4. For each
dataset, we randomly drop a certain percentage
r% of the data from each modality and measure
the resulting performance Ag,,. We set missing
ratios € {0.2,0.4,0.6,0.8}. Experimental re-
sults indicate that BALGRAD consistently exhibits
a lower gap compared to existing methods across
varying missing ratios, demonstrating robustness
to impaired modalities. While BALGRAD exhibits
a slightly larger gap compared to the baseline, it is
noteworthy that BALGRAD significantly reduces
the gap for datasets with dominant modality bias.
Additionally, it introduces a small gap for datasets
where dominant modality bias is not present.

Additional experimental results on various fu-
sion mechanisms, backbone models, and datasets
are provided in Appendix C. The results demon-
strate that BALGRAD consistently delivers ro-
bust performance across different biases, modal-
ity types, datasets, and perturbed conditions, un-
derscoring its effectiveness in synergistically inte-
grating modalities to prevent negative transfer and
ensure reliable, real-world multimodal learning.
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UPMC Food-101 Hateful Memes MM-IMDb
Modalit . . . . . .
odality Baseline w/ G-radllent w/ (?raqlent BALGRAD | Baseline w/ Gradlf:nt w/ Cfradilent BALGRAD|Baseline w/ Gradlfbnl w/ C?radAlent BALGRAD
reweighting projection reweighting projection reweighting projection

Full ‘ 76.01 78.17 76.20 80.32 65.10 65.80 66.30 67.35 44.09 44.30 42.30 43.19

Image| 12.99 22.30 19.82 2549 64.34 66.37* 65.40 65.86 18.85 21.48 18.47 18.81

Missin Text | 63.52 64.10 63.76 65.03 55.60 57.03 56.20 57.48 18.40 17.20 18.80 17.47

ssing Avg.T| 38.26 43.20 41.79 45.26 59.97 61.70 60.80 61.67 18.63 19.34 18.64 18.14

Gap | 50.53 41.80 43.94 39.54 8.74 9.34 9.20 8.38 0.45 4.28 0.33 1.34

Table 2: Ablation study results compares performance with and without inter-modality gradient reweighting and
inter-task gradient projection to evaluate their impact on modality balance and transfer effects on UPMC Food-101,
Hateful Memes, and MM-IMDb datasets. The best results are highlighted in bold, the second-best in italics, and
values shown in gray* indicate negative transfer. “Ag,,” is reported in %p, while all other values are in %.

30 UPMC Food-101 ; Hateful Memes MM-IMDb

A
N
N
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Figure 5: Bar plots comparing the performance of exist-
ing methods and BALGRAD using BLIP. Each bar rep-
resents Ag,,y(%), defined as the performance difference
between missing image and missing text conditions.

4.3 Ablation and Analysis

Analysis of Each Component. We conduct abla-
tion experiments to assess the impact of gradient
reweighting and projection as shown in Table 2.
While gradient reweighting shares a common ap-
proach with existing methods (Peng et al., 2022;
Li et al., 2023), helps mitigate modality imbalance,
it induces negative transfer in the Hateful Memes
dataset and leaves the MM-IMDb dataset overly
reliant on text. In contrast, incorporating gradi-
ent projection eliminates negative transfer and bal-
ances modality use. By aligning the gradient of
the target loss with the KL loss term, we reduce
reliance on any single modality, effectively prevent-
ing negative transfer. These points clarify how our
approach differs from existing work and address
the gaps in empirical validation and mitigation of
negative effects.

Evaluation on Text Decoder-based Vision-
Language Model. To examine BALGRAD’s effec-
tiveness in text decoder-based architectures, we
conduct additional experiments using BLIP (Li
et al., 2022), which generates textual outputs from
visual inputs via a text decoder. This setup differs

UPMC Food-101 Hateful Memes

Image (w/o reweighting) 08

Text (w/o reweighting)
—— Image (w/ reweighting)
Text (w/ reweighting) 0.7

Image (w/o reweighting)

Text (w/o reweighting)
—— Image (w/ reweighting)
Text (w/ reweighting)

;M

I"{ '

0.5 !
0.4

0.3

0 2000 4000 6000 8000 10000 0 250 500
Iterations

750 1000 1250
Iterations

Figure 6: Training iteration loss curves for image and
text modalities on the UPMC Food-101 and Hateful
Memes datasets, comparing the effects of the existence
of inter-modality gradient reweighting.

from encoder-only VL models and aligns with au-
toregressive language modeling approaches. As
shown in Figure 5, BALGRAD achieves the lowest
Agqp across all datasets, indicating its ability to
balance modality contributions in decoder-based
VL models. These results highlight BALGRAD’s
potential for extension to decoder-only LLMs, as it
effectively mitigates dominant modality bias across
different VL architectures.

Ablation on Inter-modality Gradient Reweight-
ing. To validate the efficacy of inter-modality gra-
dient reweighting, we track the training loss dy-
namics for each modality on datasets with domi-
nant modality bias (UPMC Food-101 and Hateful
Memes), as shown in Figure 6. Without reweight-
ing, weights are fixed at WY = 1/2 and W' = 1/2,
equally distilling information between modalities.
Experimental results show that reweighting leads
to faster and more stable convergence of loss for
each modality. This supports Proposition 1 in Sec-
tion 3.1, indicating that gradient reweighting op-
timizes the exploration of individual modalities
while maintaining balance in the VL model.
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Figure 7: Histogram visualization of the frequency of
gradient conflicts between image and text gradients dur-
ing training iterations on the UPMC Food-101 and Hate-
ful Memes datasets. i/, and p,,, represent the av-
erage cosine similarity values w/o and w/ projection,
respectively.

Analysis on Inter-task Gradient Projection.To
assess the impact of inter-task gradient projection,
we visualize the cosine similarity between the gra-
dients of KL divergence (gg;) and the target task
(g7) throughout the entire training process using
histograms, as shown in Figure 7. Without gradient
projection, negative similarity between gradients
is prevalent throughout training, resulting in im-
balanced updates to the target task. Conversely,
BALGRAD, incorporating inter-task gradient pro-
jection, shows a positive mean cosine similarity
between gradients, indicating fewer conflicts dur-
ing training. This suggests that the gradients for
the target task are more balanced between the two
modalities, leading to more balanced convergence.
This reduction in conflicts narrows the performance
gap between image and text modalities, mitigating
over-reliance on any specific modality, aligning
with our analysis in Section 3.1.

To further quantify this effect, we conduct an
ablation study measuring the frequency of conflict-
ing gradients with and without projection across
three datasets, as shown in Table 3. The fraction
indicates the percentage of gradient conflicts that
occur between the gradients of KL divergence (gi;)
and the target task (g7) throughout the entire train-
ing process. The results demonstrate that there is
a high incidence of conflicting gradients across all
datasets without projection. In contrast, the use of

UPMC Hateful
Food-101 Memes
Fraction| Agqpl Fraction| Aggpd | Fraction] Aggpd

0.66  43.27 0.78 10.21 ‘ 0.28 4.21

MM-IMDb

w/o Projection

w/ Projection 036 3954 032 8.28 0.26 4.04

Table 3: Ablative results show the fraction of conflicting
gradients and Ag,, on the UPMC Food-101 and Hateful
Memes datasets, comparing scenarios without inter-task
gradient projection (“w/o Projection”) and with standard
BALGRAD (“w/ Projection”).

projection significantly reduces gradient conflicts,
especially in datasets with dominant modality bias,
such as UPMC Food-101 and Hateful Memes.

5 Conclusion

In this paper, we addressed the challenge of domi-
nant modality bias, where a VL. model dispropor-
tionately relies on one modality, undermining the
contributions of others. Our analysis shows that un-
aligned gradients and differences in gradient mag-
nitudes hinder balanced loss convergence. Based
on these findings, BALGRAD mitigates this bias by
incorporating inter-modality gradient reweighting,
which adjusts the KL. divergence gradient based
on each modality’s contribution, and inter-task
gradient projection to align task directions non-
conflictingly. Experiments on UPMC Food-101,
Hateful Memes, and MM-IMDDb datasets demon-
strate that BALGRAD effectively reduces dominant
modality bias, enhances model robustness, and im-
proves accuracy. These results highlight the poten-
tial for more stable and balanced training in VL.
models, paving the way for future advancements.

Limitation

While BALGRAD has shown efficacy in mitigat-
ing dominant modality bias in VL models, extend-
ing this approach to multimodal models with more
than two modalities presents additional challenges.
When dealing with three or more modalities, the
training cost rapidly increases due to the need to
consider the relationships between the gradients of
each pair of modalities. This increased complexity
in gradient management makes the balancing pro-
cess more computationally intensive and difficult
to maintain effectively. Thus, while BALGRAD
is effective in bi-modal settings, its application in
multimodal scenarios requires further refinement
to manage the higher computational demands and
ensure balanced performance across all modalities.
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A Appendix of Propositions

A.1 Proof of Proposition 1

Proposition 1. (Gradient Effect on Change of
Loss) Let the parameters 6,, 0;, and 7 of a multi-
modal model be updated with gradients g,,, g;, and
g7 using a sufficiently small step size A > 0, re-
sulting in updated parameters év, 6;, and éfr. Then
the change in the loss function satisfies

AL = ~22 (g} 4b)

-A > (gi-gi + g"T'gﬁr) + 0\,
ie{v,l, T}
(7)

where the cross term —2 ) (¢%) - (¢%-) captures
the interaction between the visual and language
gradients and the magnitudes and directions of
each gradient g7 and gir governs how much the
overall loss is reduced.

Proof of Proposition 1.

Proof. Letthe 0, 0;, 07 be updated in the direction
of negative gradients g, g;, g7 With step size A >
0. Then the updated év, él, éT are 0, — Agy, 0; —
Agi, 07 — Agr. In that case, the change in the loss
function with updated parameters is

AL = L(0y,01,07) — L (00,0, 07)
By the first-order taylor expansion with a point
(0y,01,07),
L(0, 01, 07) — L(6,,61,67)
= L(0y — A\gv, 01 — Agi, 07 — AgT)
— L(0y,0,,07)
= L(0v,01,07)
+ (0 — Ago — 05) gu(0, — Ag1 — 61) " g1
+ (07 — Agr — 07) g1
— L(0,,01,07) + +O(\?)
=—\gy 90+ 9] -9

— Mgr + 9" (g + g%)
+0(\?)
= -2y -gr =X > (9 9i+gr- 97
ie{v,l, T}
+0(\?)
O
Influence of Fusion Methods. The term

(g%) T (¢4) captures how the visual and language
gradients interact within the classifier parameters
0. Different fusion methods yield different
dependencies of g7- and gl7— on v and [:

* Addition: The fused input is * = v + [.
Because v and [ are merged by simple ad-
dition, their representations feed directly into
the same part of the classifier. Consequently,
(g%’—)—r (ng) often remains significant due to
the shared pathway.

* Concatenation: The fused input is x = [v;].
Each modality is placed in distinct segments
of the classifier’s input vector, reducing direct
interactions. As a result, g7 and ng may be
more independent, potentially lowering the
cross term (g%’—) T (ng)

* Attention: The fused input is =z =
Attention(v,l). This method can create
strong interdependence between v and [
within #7. Hence, it (gi’r)T (¢4) can become
highly influential since changes v affect [ and
vice versa through the attention mechanism.
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Hence, the sign and magnitude of the cross term
reflect how strongly the parameters for the two
modalities are tied together under each fusion strat-

cgy.

A.2 Proof of proposition 2

Proposition 2. (Gradient Conflicts on Loss Re-
duction with KL Loss) Let G7 = { gy, g1, 9-}
and GF' = {gM, gF, 0} be the gradients from a
target loss £, and a KL loss Ly, respectively, with
parameters 6 = [0, 6;,0,] . Assume the parame-
ters are updated by gradient descent with a small
step size A > 0: 0, = 0, — A (g0 + g¥'), 0] =
0, — A (gl + gfl), 0! = 6, — X\ g;. Then, for the
combined loss £ = L, + L, the change in the
loss is

AL =L£(0) - £(6)
== A(Ig7I + 16712 + 2(67)TGH)
+O(\?).
®)
In particular, if (G7) < 0, the gradients from
the target and KL losses conflict, reducing the ef-

fective loss reduction.
Proof of Proposition 2.

Tgkl

Proof. Because L = L + Ly, its gradient is
Vol =G + le.

Under a small step size A, a first-order Taylor ex-
pansion about 6 gives AL ~ —\||G" + GF|]2.
Since G7 = {g7, 9], 97} and G*' = {g;', 9", 0},
the relevant parameters are updated as:

0, = 0, — A(gy + g,")

0; = 0 — (9] + ")

0. =6, — gl

By decomposing norm:

kl T/, Kl
AL == A(llg I + g7 + 297)T (98
T kl T/ Kkl
+ g7 12+ g1 + 2.00) T (o) + 9711

+0(\?)

Hence, if either (g7) " (¢%') < 0
or (g7) " (gF") < 0, the negative cross-term reduces
the effective loss decrease for that modality. [

B Further Implementation Details

B.1 Dataset and Evaluation Metrics

UPMC Food-101 (Wang et al., 2015) is a food clas-
sification dataset with 101 categories and 90,840
image-text pairs, involving the classification of
food items using both images and textual recipe
descriptions; to create a validation split, we ex-
tracted 5,000 samples from the training set (Kiela
etal., 2019), as the dataset only provides training
and testing sets.

Hateful Memes (Kiela et al., 2020) is designed
to detect hate speech by combining image and
text modalities, comprising 8,500 training samples,
1,000 validation samples, and 500 test samples.
MM-IMDb (Arevalo et al., 2017) is a multi-label
movie genre classification dataset that incorporates
poster images and plot descriptions, containing 23
genre tags with 15,552 training samples, 2,608 val-
idation samples, and 7,799 test samples.

We utilize classification accuracy, AUROC,
and F1-Macro as evaluation metrics for the
UPMC Food-101, Hateful Memes, and MM-IMDb
datasets, respectively.

B.2 Architecture and Training Scheme

In all comparative experiments, we employ
ViT (Dosovitskiy et al., 2021) and BERT (Devlin
et al., 2019) as image and text encoders, respec-
tively. We adopt a late concatenation architecture
where the embeddings from each modality are con-
catenated to make the final prediction. We employ
linear probing as our fine-tuning strategy, which
freezes all the encoder parameters and trains only
the embedding and classifier layers.

We adopt this modular architecture and fine-
tuning scheme for several key reasons: First, the
modular design of BALGRAD allows it to extend
to various encoders, easily accommodating dif-
ferent architectures. This flexibility is crucial in
real-world scenarios where resources are often con-
strained. Our structure supports a range of scal-
able encoder configurations, ensuring adaptability
to different resource availability and application
requirements. Additionally, in some cases, data ac-
cess is restricted due to privacy concerns, necessi-
tates the use of pre-extracted features (Cheplygina
et al., 2019; Kruk et al., 2019; Menini et al., 2020),
making the application of early fusion-based large
VLMs (Liu et al., 2024) impractical. Also, to focus
improvements on BALGRAD’s gradient reweight-
ing and projection, we adopt linear probing as a
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Figure 8: Bar plots illustrating the performance of exist-
ing methods and BALGRAD with different fusion mech-
anisms: (a) addition and (b) attention, evaluated on
the UPMC Food-101, Hateful Memes, and MM-IMDb
datasets. Each bar indicates Ag,,(%), which quantifies
the performance variation between missing image and
missing text conditions.

fine-tuning strategy, ensuring that the gains were
not merely due to the encoders’ inherent capabili-
ties but to our method’s effectiveness.

As a baseline, we adopt a standard linear prob-
ing approach and compare our proposed method
against existing methods designed to balance
modalities in VL models, specifically MSLR (Yao
and Mihalcea, 2022), OGM-GE (Peng et al., 2022),
and AGM (Li et al., 2023).

B.3 Implementation Details

We use vit-base and bert-base-uncased check-
points as the image and text encoders, respectively,
loading them from Transformers library (Wolf
et al., 2020). The embeddings extracted from
each encoder have a dimensionality of 768, and
we concatenate these embeddings to form a 1568-
dimensional vector, which is then passed to a final
classifier. We resize all images to 224 x 224 and
apply a random horizontal flip for augmentation.
For text, the maximum sequence lengths are set
to 1024 for MM-IMDb, 512 for UPMC Food-101,
and 128 for Hateful Memes. We use the Adam opti-
mizer with a momentum of 0.9 for all experiments,
training for 20 epochs with a batch size of 128.
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Figure 9: Bar plots presenting the performance compar-
ison between existing methods and BALGRAD across
different backbone models: (a) ResNet and DistilBERT,
and (b) CLIP, on the UPMC Food-101, Hateful Memes,
and MM-IMDD datasets. Each bar represents Ag,,(%),
measuring the performance discrepancy under missing
image and missing text conditions.

C Additional Experimental Results

C.1 Experimental Results on Different Fusion
Mechanisms

The way embeddings from different modalities
are fused can significantly impact a model’s abil-
ity to capture and leverage cross-modal interac-
tions. We conducted experiments on different
fusion strategies in the baseline and BALGRAD,
specifically exploring element-wise addition and
attention-based fusion mechanisms following pre-
vious work (Kumar and Nandakumar, 2022). We
tested these mechanisms on the UPMC Food-101,
Hateful Memes, and MM-IMDb datasets, evalu-
ating the Ag,, in performance under conditions
where either the image or text modality was miss-
ing. Results for addition and attention are presented
in Figure 8. Across all datasets, BALGRAD demon-
strated the smallest Ag,, with both fusion mech-
anisms, effectively mitigating dominant modality
bias. This confirms that BALGRAD effectively cap-
tures and leverages cross-modal interactions across
different fusion mechanisms.

C.2 Experimental Results on Different
Backbone Models

We conduct extensive experiments across diverse
backbone models, underscoring its consistent per-
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formance and adaptability to varying architectures
and computational resources. Specifically, we em-
ploy lower-capacity models—ResNet-50 (He et al.,
2016) for the image encoder and DistilBERT (Sanh
et al., 2019) for the text encoder—to assess ro-
bustness concerning model size. Additionally, we
leverage the widely-used multimodal pretrained
VLM, CLIP (Radford et al., 2021), for further eval-
uation due to its strong ability to seamlessly inte-
grate visual and textual information, providing a
rigorous test for BALGRAD. Experiments were car-
ried out on the UPMC Food-101, Hateful Memes,
and MM-IMDb datasets, assessing the performance
gap under conditions where either the image or
text modality was missing. Results for ResNet-
DistilBERT and CLIP are presented in Figure 9.
Across all datasets, BALGRAD consistently exhib-
ited the smallest Ag,,, effectively balancing the
contributions between modalities.

Intriguingly, while earlier experiments using ViT
and BERT encoders on the MM-IMDb dataset
showed no over-reliance on a specific modality, our
additional studies reveal that conventional meth-
ods tend to heavily rely on the text modality, when
employing ResNet and DistilBERT. These findings
indicate that such bias is influenced not only by
the task but also by the choice of backbone model.
Our comprehensive experiments affirm that BAL-
GRAD effectively mitigates bias irrespective of the
backbone model employed, showcasing its superior
scalability.

C.3 Experimental Results with Additional
Datasets

To validate the generalizability of BALGRAD, we
conduct experiments on two additional datasets:
Memotion (Mishra et al., 2023) and CUB-200-
2011 (Welinder et al., 2010). The Memotion
dataset, used for classifying the humor level of
meme images based on their descriptions, in-
cludes annotations such as “not funny”, “funny”,
“very funny”, and “hilarious”. The CUB-200-2011
dataset is a fine-grained bird classification dataset,
requiring the categorization of 200 bird species
based on images and descriptions. We evaluate
each dataset using weighted F1 score and classifi-
cation accuracy.

The results for the Memotion dataset, presented
in Table 4, show that when the text modality is
missing, performance drops significantly more than
when the image modality is missing, indicating a
bias toward the text modality. BALGRAD not only

Modalit Memotion
¥ [Baseline MSLR OGM-GE AGM BALGRAD
Full 70.55  70.36 70.28  71.12 70.77
Image | 58.34  59.24 59.66  59.54 59.48
. Text 4929  51.32 50.38 51.44 52.78
Missing —
Avg.t | 5382 5528 55.02 55.49 56.13
Agpl | 4.53 3.96 4.64 4.05 3.35

Table 4: The experimental result of BALGRAD on the
Memotion dataset. The best result in each test dataset
is boldfaced, and the second best is presented with un-
derlining. “Avg.” represents the average performance
under conditions where one of the modality is missing,
while “Ag,,(%)” indicates the performance difference.

. CUB-200-2011
Modality -
Baseline MSLR OGM-GE AGM BALGRAD
Full ‘ 74.71 72.12 75.15 76.28 75.84
Image | 37.38  40.21 39.49 41.24 4547
- Text 61.24  60.20 59.14 61.42 62.72
Missing —_—
Avg.? | 4931 50.21 49.32 51.33 54.10
Aggpl | 11.93 9.99 9.83 10.09 8.63

Table 5: The results of BALGRAD on the CUB-200-
2011 dataset are presented. The highest performance
in each test dataset is shown in bold, with the second-
highest underlined. “Avg.” reflects the average per-
formance when one modality is absent, and “Ag,(%)”
denotes the performance difference.

achieves the highest performance with the image
modality alone but also excels in the Avg. and
Agqp metrics, demonstrating effective modality
balance.

As shown in Table 5, the CUB-200-2011 dataset
exhibits a strong reliance on the image modality.
BALGRAD outperforms AGM by more than 4%p
in accuracy when the image modality is missing
and achieves the smallest A, at 8.63%, demon-
strating its superiority in handling fine-grained clas-
sification tasks even under challenging conditions.
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