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Abstract

Given the large number of Hindi speakers
worldwide, there is a pressing need for robust
and efficient information retrieval systems for
Hindi. Despite ongoing research, comprehen-
sive benchmarks for evaluating retrieval models
in Hindi are lacking. To address this gap, we in-
troduce the Hindi-BEIR benchmark, compris-
ing 15 datasets across seven distinct tasks. We
evaluate state-of-the-art multilingual retrieval
models on the Hindi-BEIR benchmark, identi-
fying task and domain-specific challenges that
impact Hindi retrieval performance. Building
on the insights from these results, we introduce
NLLB-ES, a novel multilingual retrieval model
that leverages a zero-shot approach to support
Hindi without the need for Hindi training data.
We believe our contributions, which include the
release of the Hindi-BEIR benchmark and the
NLLB-ES model, will prove to be a valuable
resource for researchers and promote advance-
ments in multilingual retrieval models. The
datasets from Hindi-BEIR are publicly avail-
able at Hindi-BEIR.The training and evalua-
tion code for the NLLB-ES model can be found
on GitHub: NLLB-ES Repository.

1 Introduction

Information retrieval (IR) models are indispens-
able in our digital age, enabling swift and accu-
rate extraction of relevant data from vast amounts
of information. These models enable quick and
accurate retrieval of relevant data, thereby facil-
itating informed decision-making across various
downstream applications and domains. In this
modern era of LLMs, retrievers have become even
more relevant and almost necessary in curbing hal-
lucinations from Large Language Model (LLM)
generations by means of much popular retrieval
augmented generation (RAG) (Lewis et al., 2021)
methods. However, the focus of information re-
trieval (IR) research has predominantly centered
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on the English language, which can be attributed to
the availability of comprehensive evaluation bench-
marks, such as the BEIR (Thakur et al., 2021). Al-
though, more recently, there have been efforts to
build multi-lingual retrievers and associated eval-
uation benchmarks (Zhang et al., 2023, 2021) on
non-English languages, multi-lingual expansion of
robust benchmarks is still a work in progress, with
many languages like Hindi lacking a BEIR like a
comprehensive benchmark.

Hindi is one of the official languages of India', a
language of immense importance and global reach,
with over half a billion speakers worldwide and
ranking as the third most widely spoken language?.
However, from NLP research point of view, Hindi
can be categorized as a low-resource language,
lacking comprehensive resource and benchmarks
to advance scientific research and this includes lack
of a good retrieval benchmark too. Though there
has been some efforts in recent time for the devel-
opment of Indic language dataset for various NLP
task like Question answering (Sabane et al. (2024),
Doddapaneni et al. (2023a)) and Summarization
(Datta et al. (2023), Ghosh et al. (2024a), Ghosh
et al. (2024b)), the evolution of Hindi or, in general,
Indic language retrieval datasets has been rather
ad-hoc, restricted to a small subset of domains, lan-
guages and tasks. Although a recent effort attempts
to incorporate multiple Indic languages (Haq et al.,
2023) for a retrieval benchmark, the absence of
diversity in domains and tasks remains a major
limitation, affecting the robust evaluation of the
current state-of-the-art retriever models in practical
applications, which often involve varying tasks and
domains.

In this work, we posit that creating a BEIR-like
diversified and robust benchmark is the necessary
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first step to track and advance any retrieval research
effectively in a new language. Such a benchmark
will be more useful than ad-hoc datasets with mul-
tiple languages. Thus, we choose the most widely
spoken language among Indic languages, Hindi, as
our pivot language to pioneer a large-scale diver-
sified retrieval benchmark Hindi-BEIR, spanning
15 diverse datasets across 7 tasks. Hindi-BEIR
aims for two key objectives:(1) Establish a stan-
dardized retrieval benchmark to assess, compare,
and advance the state-of-the-art retriever models
and (2) Provide workable insights into the potential
research directions on building retrieval models for
Hindi. With multiple tasks and domains in Hindi-
BEIR, we posit that Hindi-BEIR will provide a
more realistic and accurate assessment of retriever
models for zero-shot usage in unseen domains and
applications.

On the choice of Hindi language it is important
to note here, besides being a language of high us-
age, a retrieval benchmark in Hindi offers some
unique challenges too such as:
e Script Difference: Hindi uses the Devanagari
script, which is fundamentally different from the
Latin script used in English. This affects character
encoding, text normalization, and processing. Ex-
isting tokenizers trained on English data may not
handle Hindi text well, thus needing to evaluate
various tokenization strategies too.

eGrammatical Structure: Hindi predomi-
nantly uses Subject-Object-Verb (SOV) word-order
as opposed to the Subject-Verb-Object (SVO) word-
order in English. Hindi words often include more
inflections and agglutinations, affecting word to-
kenization and testing the robustness of retrieval
models.

e Ambiguity: In Hindi, some proper nouns can
also function as common nouns. For instance, the
name Lata, a common female name, can also refer
to creeper, a common noun. A query like lata ko
kaise saaph karen (how to clean a creeper) can eas-
ily mislead lexicon-based retrieval systems and test
a model’s ability for word sense disambiguation.

The introduction of Hindi-BEIR benchmark lets
us assess and compare the existing multi-lingual
retriever models more accurately for their zero-
shot performance in Hindi across diverse domains
and tasks covered in the benchmark. Based on
this performance comparison, we notice that a key
limitation of existing models is the need for a sub-
stantial amount of language-specific training data,
which is often not available for low-resource lan-

guages such as Hindi. To address this problem, we
propose NLLB-ES, a multilingual retrieval model,
inspired by recent works like Langbridge (Yoon
et al., 2024) and NLLB-LLM2Vec (Schmidt et al.,
2024), which distills information from a monolin-
gual retrieval model into a multilingual retrieval
model in a zero shot setup via a multi-lingual en-
coder. The key strength of NLLB-ES lies in its
ability to perform distillation without reliance on
multilingual training data, thereby eliminating the
necessity for supervised multilingual datasets.

We summarize our contributions as follows:

¢ We introduce Hindi-BEIR, the first com-
prehensive retrieval benchmark in the Hindi
language, encompassing 15 diverse datasets
from 7 distinct tasks. This was accomplished
through the harmonization of high-quality
quality verified translated data from BEIR, the
conversion of existing Hindi datasets for re-
trieval purposes, and the introduction of strate-
gically generated synthetic data.

We develop NLLB-ES, which combines a
multilingual encoder with a monolingual re-
trieval model through knowledge distillation
to develop a multilingual retrieval model with-
out the need for any multilingual training data.

* We evaluate NLLB-ES on Hindi-BEIR and
compare against existing multilingual models,
which have been trained on multilingual data.
We empirically demonstrate that NLLB-ES
achieves strong performance on Hindi-BEIR,
outperforming existing multilingual models
without the need for multilingual training data.

2 Related Works

One of the known sources of testing retriever per-
formance on Indic languages was to test on the
Indic language subset contained in multi-lingual
IR datasets such as MIRACL (Zhang et al., 2022),
Mr.TyDi (Zhang et al., 2021) having instances from
Indic languages such as Hindi, Bengali, and Tel-
ugu. However, two major drawbacks here were:
(1) all of these subsets were specific to a domain,
hence couldn’t really be used as a robust bench-
mark, and (2) the Indic language-specific subsets
of instances didn’t contain enough data points to
facilitate building neural retrieval models for Indic
languages either.

More recently, a relatively large-scale retrieval
benchmark MS MARCO (Nguyen et al., 2016)
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got translated into multiple languages to produce
mMARCO (Bonifacio et al., 2022), including
Hindi from the set of Indic languages. mMARCO
was further extended to more Indic languages by In-
dicIRSuite (Haq et al., 2023), which is the most re-
cent retrieval benchmark in Indic languages. How-
ever, the common problem for both mMARCO and
IndicMarco is that these benchmarks, too, are tied
to a single type of retrieval task and web domain as
was originally in MS MARCO and, therefore, do
not provide a robust benchmark.

In terms of Language specific benchmarks, Sne-
girev et al. (2024) introduce the ruMTEB Bench-
mark, an embedding model evaluation benchmark
in Russian with Retrieval being a subtask, Valentini
et al. (2024) introduce the Spanish IR dataset while
Woijtasik et al. (2024) release the IR Benchmark in
the Polish Language. In Indian languages such as
Hindi, the Forum for Information Retrieval Eval-
uation (FIRE)? has released numerous sub-tasks
and datasets over the years to facilitate the bench-
marking and development of information retrieval
models. However, these datasets have predomi-
nantly been sourced from various news outlets and
are not freely or openly accessible to the public.

To the best of our knowledge, Hindi-BEIR
presents the first comprehensive IR benchmark,
which spans diverse domains and tasks and there-
fore, provides the first BEIR (Thakur et al., 2021)
equivalent comprehensive retrieval benchmark in
Hindi.

For multilingual retrieval model development,
the most promising works are from Chen et al.
(2024) and Wang et al. (2024c), but both these
models are heavily dependent on multilingual data
and do not scale for languages and domains where
data is not readily available in the target language.

Yoon et al. (2024) proposed an approach to equip
existing LLMs with multilingual capability with-
out any multilingual supervised data. They ver-
tically stack a multilingual encoder and an LLM,
adding a projection/alignment layer between them.
The input first passes through the multilingual en-
coder, the representation from the multilingual
encoder passes through the alignment layer and
then the output from the alignment layer is passed
as input to the LLM. They use English-labeled
data to fine-tune the overall model and update
only the embedding layers and the alignment layer.
The model showed better multilingual capabilities.

Shttps://fire.irsi.org.in/fire/2024/home

Schmidt et al. (2024) extended the LLM2vec model
(BehnamGhader et al., 2024) by vertically stacking
a NLLB model (Team et al., 2022) and LLM2vec
model. Similar to LangBridge (Yoon et al., 2024),
they add a projection/alignment layer between the
two and add LoRA parameters on the LLM. Dif-
ferent from LangBridge, they have a teacher model
and a student model. They use LLM2vec as the
teacher model and the NLLB-LLM?2vec as the stu-
dent model. The input is passed through both the
teacher and the student models. They minimize
the mean squared error between the final repre-
sentations obtained from both the teacher and the
student model. They train the model in two stages,
the first stage being general alignment between
the teacher and the student model, and, the second
stage being task alignment. They show that the
NLLB-LLM?2vec model is able to obtain superior
performance on various natural language under-
standing tasks.

Our NLLB-ES model is inspired by Yoon et al.
(2024) who propose LangBridge, an approach
which enables multilingual reasoning without mul-
tilingual supervised training and Schmidt et al.
(2024) who opt for a distillation based approach
and introduce NLLB-LLM?2Vec capable of produc-
ing robust multilingual embeddings extending from
NLLB encoder.

3 Hindi-BEIR Retrieval Benchmark

Average # words

Tasks Corpus  Query

Dataset Name #Corpus # Queries

ArguAna Argument Retrieval 7763 1194  159.20 178.20
FiQA-2018 Question-Answering 48178 5924 118.02 1523
TREC-COVID Bio-Medical IR 76492 49 15977  14.39
SCIDOCS Citation-Prediction 22050 850 169.88  12.82
SciFact Fact-Checking 2849 1099  164.37  19.44
Touché-2020 Argument Retrieval 355273 49 351.47 8.58
NQ Question Answering 2595865 2952 89.83 9.63
FEVER Fact Checking 5362876 120075 88.86 9.48
Climate-FEVER Fact Checking 5362911 1499 88.86  24.40
CC News Retrieval ~News Article Retrieval 5005483 49699  272.20 9.30
Sangraha-IR Question Answering 350000 9744  308.13 3091
MIRACL Passage Retrieval 506264 350 66.49 1042
IndicQARetrieval Question Answering 261 1544 480.66 10.88
mMARCO Passage Retrieval 8841823 6980 64.40 6.46
WikiPediaRetreival ~ Question Answering 13500 1500 77.19 9.54

Table 1: Statistics of the Dataset in the Hindi-BEIR
Benchmark showing the tasks which each dataset covers
and the number of corpus and query in the evaluation
set of each dataset in the Hindi-BEIR Benchmark.

Table 1 summarises the various datasets included
in the Hindi-BEIR benchmark, along with the
number of documents, queries, and domain infor-
mation.

To ensure that the Hindi-BEIR Benchmark is
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comprehensive, challenging, and accessible to the
public for future research and evaluation, we ad-
hered to the following objectives:1) Diverse Do-
mains and Tasks: We include datasets from di-
verse domains like Wikipedia and news articles to
niche domains like scientific publications, finance
to test the robustness and generalization ability of
the retrieval models. Additionally, a good retrieval
model should handle documents and queries of
varying lengths equally well. We have ensured
that the datasets included in the Hindi-BEIR bench-
mark exhibit a wide range of query and document
lengths among the datasets. 2) Difficulty Level:
We ensure that the datasets are challenging and sys-
tems relying solely on lexical overlap have a hard
time retrieving the correct document. 3) Public
Availability: All datasets curated in Hindi-BEIR
Benchmark have user-friendly licenses and are pub-
licly available at Hindi-BEIR

We discuss the Hindi-BEIR benchmark creation
in the following subsections. Please refer to Ap-
pendix A.2 for a more detailed analysis of each
dataset.

3.1 Translating English Datasets to Hindi:

We translate a subset of the existing English
datasets from the BEIR benchmark (Thakur et al.,
2021) into Hindi. This approach was necessitated
by the need to ensure comprehensive coverage
across multiple domains and to maintain a high
level of data quality and complexity. We utilized
the Indic-Trans2 model * (Gala et al., 2023), a mul-
tilingual NMT model supporting translations across
all 22 scheduled Indic languages (including En-
glish). We employ the back-translation technique
to retain good translations. Specifically, given an
English query/document we translate it to Hindi.
This Hindi-translated query/document is then trans-
lated back to English. We calculate the Chrf(++)
score (Popovi¢, 2017) between the original English
query/document and the backtranslated English
query/document. We retained only those transla-
tions with a Chrf(++) score exceeding a thresh-
old. We empirically set the threshold to 50 after
manually verifying the translation quality of texts
obtained from different thresholds.

All entries that fell below this threshold were
removed. If an entry was part of the corpus and
had an associated query, the query was also dis-
carded. Likewise, any corresponding records in the

4Our choice for IndicTrans2 over other translation models
has been discussed in A.3

relevancy mapping file were also deleted.

This strategy enables us to leverage the wealth of
existing high-quality datasets in English while mak-
ing them accessible and useful for Hindi language
information retrieval tasks. Nine out of the fif-
teen datasets, which include Arguana, FiQA-2018,
TREC-COVID, SCIDOCS, SciFact, Touché-2020,
NQ, FEVER, and Climate-FEVER were created by
this method.

3.2 Using existing datasets for Retrieval task

We create Hindi CC News Retrieval and Sangraha-
IR datasets from existing datasets. We detail the
process we followed for each of the datasets as
follows:

Hindi CC News Retrieval : This is a cross-
lingual dataset derived from the Hindi subset of
the Multilingual CC News dataset®, which contains
7,444,584 data points comprising Hindi news ar-
ticles and their corresponding titles. The article
text, which is in Hindi, serves as the corpus to be
retrieved. At the same time, the English news titles
act as queries, representing a practical and common
real-world scenario that needs the models to have
language-agnostic knowledge across both Hindi
and English.

We selected only those title-article pairs where
the title never appears in the article text, thus re-
ducing the dataset size to 451,803. This ensures
no lexical overlap between the title and the article,
making the retrieval task challenging as the model
needs to rely on cross-lingual cues. From these
filtered data points, we randomly selected 49,699
queries to form the test split, which has been in-
corporated into the Hindi-BEIR benchmark. Ad-
ditionally, we release training and validation splits
consisting of 301,578 and 100,526 query-corpus
pairs, respectively. The train, test, and validation
splits collectively encompass all data points ob-
tained after the second filtering step.

Sangraha-IR :This dataset builds on top of
the Sangraha Dataset (Khan et al., 2024). We
handpicked 350,000 entries from the Sangraha-
verified subset, focusing on topics that truly repre-
sent Indian culture, such as agriculture, Bollywood,
cricket, and other similar areas that capture the
heart of India. We specifically chose the Sangraha-
verified corpus as it consists of scraped data from
"human-verified" Websites, OCR-extracted data
from high-quality Indic language PDFs, transcribed

5https: //huggingface.co/datasets/intfloat/
multilingual_cc_news
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Figure 1: A comprehensive overview of our training methodology. The portion above the dotted lines represents the
teacher model (enclosed by a blue dotted box), while the portion below represents our proposed NLLB-ES5 student
model (enclosed by a red dotted box). We use NLLB as a multilingual encoder and train the Linear projection layer
and the Lora adapters by forcing its outputs to match that of the teacher model via the Mean Squared Error (MSE).

data from various Indic language videos, podcasts,
movies, courses, etc, and truly captures the essence
of the language. To construct a set of relevant
queries, we randomly selected 10,000 data points
and used the Google Gemini-1.5-flash model to
generate corresponding queries © for these docu-
ments. Queries that did not adhere to the provided
instructions or deviated from the desired format
were excluded, resulting in a final dataset of 9,744
queries and 350K candidate documents.

3.3 Subset from existing Multilingual Datasets

We also include 5 publicly available datasets,
namely MIRACL (dev split)(Zhang et al., 2021),
MLDR Chen et al. (2024), mMarco (Bonifacio
et al., 2022), IndicQARetrieval (developed by mod-
ifying the IndicQA Dataset (Doddapaneni et al.,
2023b)) and WikiPediaRetrieval ’.

For translation, we specifically selected a subset
of BEIR that focuses on factual and general knowl-
edge content, avoiding topics with strong cultural
or language-specific nuances that might be lost in
translation. However, to ensure the inclusion of
real-world data that captures the linguistic intri-
cacies of Hindi, we carefully incorporate datasets
such as Sangraha-IR, CC News Retrieval, MIR-
ACL, IndicQA Retrieval, and Wikipedia Retrieval.
These datasets, sourced from manually curated or
web-scraped content, effectively preserve the cul-

®Please refer to the Appendix for the prompt used
7https ://huggingface.co/datasets/ellamind/
wikipedia-2023-11-retrieval-multilingual-queries

tural and language-specific nuances essential for
robust evaluation.

4 NLLB-ES: multilingual retriever

In this section, we build a strong multilingual re-
trieval model based on the approach proposed by
Yoon et al. (2024) and Schmidt et al. (2024).

Figure 1 shows the architecture of NLLB-ES
with the different components and data flow be-
tween them. We build NLLB-ES on the back of
two components (1) A multilingual encoder NLLB
(Team et al., 2022) and (2) a monolingual retriever
E5 (Wang et al., 2024a). We bank on the multilin-
gual encoder to project semantically similar sen-
tences across languages to a shared representation
space. We hypothesize that embeddings coming
from such a language-agnostic shared representa-
tion space can act as a strong prior that can be easily
aligned for producing multilingual task-specific em-
beddings. Moreover, given the multilingual nature
of the embedding coming directly from the multi-
lingual encoder, the aforementioned task-specific
alignment is language agnostic and, therefore, can
be done with task-specific data in a high-resource
language, too.

Figure 1 demonstrates how we follow the
above intuition in designing NLLB-ES5. We use
NLLB Team et al. (2022) as the strong multilin-
gual encoder that produces robust multilingual em-
beddings owing to its translation capabilities for
over 200 languages. To align these embeddings
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for the retrieval task, we learn a projection layer
from the multilingual NLLB encoder to a mono-
lingual retriever E5. The alignment happens by
learning the projection layer parameters between
NLLB and ES5 through distillation from E5 em-
beddings, which are specifically tuned for retrieval
tasks. Since this alignment to the retrieval task
is agnostic to a specific language, we use English
data and monolingual retriever E5 to do the dis-
tillation, eliminating the need for Hindi training
data. We chose E5-large as the teacher and student
model coupled with NLLB owing to its satisfactory
retrieval performance on the BEIR benchmark.

5 Training Methodology

The NLLB-ES model is constructed by integrating
the monolingual E5 model (Wang et al., 2024a)
atop the multilingual encoder from NLLB (Team
et al., 2022), connected via a learnable projection
layer. The parameters of both the monolingual and
multilingual base models remain frozen through-
out training. To enable adaptation, we introduce
W € R"*4, alinear projection layer mapping the
n-dimensional output space of the multilingual en-
coder to the d-dimensional input space expected by
the ES model.

We employ knowledge distillation (Hinton et al.,
2015) to transfer the capabilities of the monolin-
gual E5 model to the NLLB-ES model, facilitat-
ing multilingual sentence representation learning.
Specifically, the original ES model serves as the
teacher, producing high-quality English embed-
dings, while the NLLB-ES model, which includes
the learnable Linear projection W, acts as the stu-
dent. By minimizing the discrepancy between the
teacher and student embeddings, the student model
learns to approximate the E5 model’s performance
across Hindi and other languages supported by
NLLB. The frozen multilingual encoder ensures
effective cross-lingual transfer, enabling general-
ization across all NLLB supported languages. ®

5.1 Training Process

The training procedure consists of the following
steps:

Get the Teacher Model Embeddings: Given an
input English sentence S, we first tokenized it us-
ing the ES tokenizer, yielding a sequence of tokens
{t1,ta,...,t,}. These tokens are passed through

8We also experiment with LoRA adapters added on top of

the ES model. Details have been discussed in the Appendix
A5

the teacher ES model, with frozen parameters, de-
noted as Mp. The model produces a sequence of
token-level representations for the tokens:

{X1,Xo,..., X} = Mp({ti,ta, ..., ta})

where X; € R? represents the d-dimensional em-
bedding of the token ¢; produced by the model M.
To obtain the final sentence-level embedding Xr,
we apply average pooling over the token-level rep-
resentations, which act as the final embedding for

the sentence S obtained from the teacher model.

Get Student Model Embeddings: The input
sentence is tokenized using the NLLB tokenizer,
producing a sequence of tokens {¢,ta,...,tm}.
The frozen multilingual encoder processes this
token sequence, generating token-level repre-
sentations in the multilingual semantic space
{H1,Ho,...,H,}. To align with the input struc-
ture expected by the E5 model, the token se-
quence is modified by prepending a token embed-
ding corresponding to either [CLS] query: (for
queries) or [CLS] passage: (for corpus), obtained
from the E5 embedding layer (referred from here
on as Hp.f.), along with the representation of
[SEP](referred from here on as H, ) Which is
appended at the end. This is projected through
a learnable layer W as {H{,H),...,H } =
WH{Hprefix, Hi, Ha, . .., Hy, Hposifix}  This  pro-
jected sequence is then passed through the student
ES model, which outputs the token-level representa-
tions { X1, X}, ..., X/ } Finally, average pooling
is applied over these token-level representations to
obtain the final sentence-level embedding Xg from
the student model.

Minimizing the Loss Function. To align the
student model with the teacher, we minimize the
Mean Squared Error (MSE) between the teacher
and student embeddings, Xr and Xg, respectively,
for a batch of sentences.

This optimization encourages the student to gen-
erate multilingual embeddings that are aligned with
the high-quality English embeddings produced by
the teacher.

6 Experiments

This section provides a detailed overview of our
experiments on Hindi-BIER datasets, including
our experimental setup and the baseline models
used in our experimentation.
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6.1 Benchmark and Evaluation Metric

We use Hindi-BEIR as the target benchmark for
all our experiments. We evaluate the models across
all 15 datasets in Hindi-BEIR and compare their
performance at the dataset level too for finer in-
sights.

Following BEIR (Thakur et al., 2021) bench-
mark standard, we use Normalised Discounted Cu-
mulative Gain (NDCG) (Jarvelin and Kekildinen,
2002), more specifically NDCG@10 as our evalua-
tion metric. NDCG is known to be a more robust
metric than simple recall in the IR community be-
cause it is purposefully designed to be sensitive
towards ranking of the retrieved results.

6.2 Implementation Details of NLLB-ES

To make NLLB-ES produce robust, generalizable
embeddings across different kind of retrieval tasks
and domains, we rely on using diverse data to
learn NLLB and ES alignment during training. We
followed a similar approach as taken by generic
text-embedding models and used a subset of data
from the huge pool of 1B diverse data curated for
training sentence transformer models (SIMOULIN,
2021). We randomly selected 100,000 samples
from each dataset to create the final training set.
The datasets chosen are i) Arxiv ii) Natural Ques-
tions (NQ) iii) HotpotQA iv) Stack Exchange - Du-
plicate questions (titles) v) Stack Exchange - (Title,
Body) pairs vi) Stack Exchange - (Title+Body, An-
swer) pairs vii) Stack Exchange - (Title, Answer)
pairs viii) Stack Exchange - Duplicate questions
(bodies) ix) Stack Exchange duplicate questions
(titles+bodies) x) SQuAD 2.0 xi) S20RC Cita-
tion - pairs (Abstracts) xi) S20RC (Title, Abstract)
xii) SearchQA xiii) PubMed (Title, Abstract) xiv)
SPECTER xv) FEVER xvi) Wikipedia Sections
xvii) Stack Exchange Math xviii) Stack Overflow
Posts xix) Wikipedia

We train the NLLB-E5 model for 10 epochs,
with a learning rate of 2e-4 and a linear sched-
uler for learning rate adjustment with FP16 preci-
sion. We chose the best checkpoint based on the
evaluation result on the MsMARCO dev set. We
ran all our experiments using Nvidia A100 80GB
GPUs. Evaluating the NLLB-ES model using 4
A100 80GB GPUs on the Hindi-BEIR benchmark
took 24 hours.

6.3 Baseline Models

We evaluate our Hindi-BEIR dataset on the follow-
ing models:

1. The NLLB-ES variations: We develop and
evaluate NLLB-E5 using 600M, 1.3B and
3.3B parameter versions of the NLLB model
and compare their performance’.

2. The BGE-M3 (Chen et al., 2024) model was
pre-trained on a large multilingual and cross-
lingual unsupervised data and subsequently
fine-tuned on high-quality multilingual re-
trieval datasets using a custom loss function
based on the InfoNCE loss function. BGE-M3
supports a context length of 8,192.

3. Multilingual ES (mES) (Wang et al., 2024c)
was developed by continually pre-training the
ES model (Wang et al., 2024b) on a large mul-
tilingual corpus using a weakly supervised
contrastive pretraining method with InfoNCE
contrastive loss van den Oord et al. (2019). It
was then fine-tuned on high-quality labelled
multilingual datasets for retrieval tasks. mES
has a context length of 512 tokens.

4. LASER (Artetxe and Schwenk, 2019) focuses
on universal language agnostic sentence em-
beddings across 93 languages. LASER uses a
language-agnostic BiLSTM encoder architec-
ture trained on parallel corpora from different
languages without any retrieval-specific fine-
tuning.

5. LaBSE (Feng et al., 2022) uses a dual en-
coder model using BERT to obtain language-
agnostic sentence embedding without any
retrieval-specific fine-tuning. It has a max-
imum context length of 256 tokens.

6. BM-25 (Amati, 2009) is a ranking function
in information retrieval based on estimating
relevance by combining term frequency and
document length normalization.

We extend the MTEB benchmark code repository'”
to include Hindi-BEIR and evaluate the models
discussed above.

*https://huggingface.co/facebook/
nllb-200-distilled-1.3B, https://huggingface.
co/facebook/nllb-200-distilled-600M, https:
//huggingface.co/facebook/nl1lb-200-3. 3B

Yhttps://github.com/embeddings-benchmark/mteb
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BGE-M3 mES-Base mES5-Large LaBSE
Dataset Name (S6TM) (110M) (335M) LASER @71M) BM-25 NLLB-E5 (3.3B)
ArguAna 53.81 49.96 54.77 11.27 3290 4375 57.68
FiQA-2018 25.89 22.38 27.33 1.58 7.23 16.57 34.41
TREC-COVID 64.60 62.42 70.80 3.95 29.94 5230 70.12
SCIDOCS 14.24 10.42 11.32 0.59 6.95 11.40 17.82
SciFact 52.39 51.50 55.92 5.37 33.42 60.80 64.34
Touché-2020 26.68 27.44 26.89 1.06 6.82 33.59 25.35
NQ 39.15 44.10 44.10 0.49 9.36 16.79 53.04
FEVER 66.91 32.87 39.36 0.19 8.27  40.57 71.82
Climate-FEVER 23.71 5.93 8.22 0.28 3.72 14.00 25.66
CC News Retrieval 34.40 20.81 35.00 0.52 5.63 0.01 31.73
Sangraha-IR 44.85 41.12 4791 3.76 21.76 30.92 42.36
MIRACL 59.34 58.11 59.24 0.69 13.76  40.98 53.56
IndicQARetrieval 69.92 67.11 67.11 21.28 46.85 74.02 61.94
mMARCO 29.49 29.94 30.92 0.48 6.98 16.53 33.03
WikiPediaRetrieval 87.38 84.40 86.71 0.03 61.28 82.54 85.65
Average 46.18 40.57 44.37 3.44 19.66 35.65 48.57

Table 2: NDCG@ 10 scores of the existing multilingual model and best-performing NLLB-E5 on Hindi-BEIR
datasets. The best-performing model has been highlighted as bold while the second-best model has been underlined.

7 Results and Analysis

In this section, we compare the performance of
the aforementioned baselines with our proposed
NLLB-ES model on Hindi-BEIR benchmark and
highlight our key findings from the results.!!

600M 1.3B
Dataset Name (distilled) (distilled) 1.3B 3.3B
Arguana 55.23 57.24 56.50 57.68
FiQa-2018 32.83 34.19 33.92 34.41
TREC-COVID 70.07 70.53 70.54 70.12
SCIDOCS 17.53 18.23 17.67 17.82
SciFact 63.93 64.36 64.35 64.34
Touché-2020 25.89 25.21 26.13 25.35
NQ 50.14 53.38 52.77 53.04
FEVER 66.79 71.04 69.02 71.82
Climate-FEVER 25.12 22.51 23.79 25.66
CC News Retrieval 29.11 31.91 30.93 31.73
Sangraha-IR 40.51 43.30 42.84 42.36
MIRACL 50.38 52.96 52.88 53.56
IndicQARetrieval 60.47 62.10 61.69 61.94
mMARCO 31.63 34.03 33.15 33.03
WikiPediaRetrieval 84.89 86.20 86.22 85.65
Average 46.97 48.48 48.16 48.57

Table 3: NDCG@ 10 scores of NLLB-ES models using
NLLB encoders of different parameter sizes on Hindi-
BEIR benchmark

NLLB-ES outperforms multilingual retriev-
ers on Hindi-BEIR: Table 2 shows NLLB{ 35-E5
model achieves better average compared to all other
baselines on Hindi-BEIR. This is significant be-

""We also evaluated NLLB Encoder trained using distilla-
tion approach as used for NLLB-ES. Details has been dis-
cussed in A.6

cause we had state-of-the-art multilingual retriever
models such as BGE-M3 and mES5 as our baselines
in addition to LASER and LaBSE. It is important
to note here that all these multilingual embedding
models have seen a huge amount of multilingual
data in their training, including Hindi. In contrast,
NLLB-ES is tuned only on English language data
for learning retrieval alignment multilingual em-
beddings from NLLB encoder.

As we can see in Table 2 NLLB-ES performs
the best on almost all of BEIR subsets of Hindi-
BEIR. More specifically, the NLLB-ES model at-
tains the highest scores on the Hindi versions of
ArguAna, FiQA-2018, NQ, SCIDOCS and SciFact,
FEVER, Climate-FEVER and mMARCO and per-
forms 2nd best on Hindi TREC-COVID dataset. In
comparison to its direct competitor, mE5-Large, the
NLLB-ES5 model demonstrates a substantial edge
in fact-checking datasets such as FEVER, Climate-
FEVER and SciFact, resulting in a significant boost
of 82.47 %, 212 % and 15.06 % on the respective
datasets. For non-BIER subsets too, NLLB; 35-E5
easily outperforms LASER and LaBSE and per-
forms competitively with mE5 and BGE-M3.

NLLB-ES outperforms BM2S5 on Hindi-BEIR:
BM25 is known to be a strong baseline on
BEIR (Thakur et al., 2021) benchmark. In fact,
as seen in Table 2, BM25 indeed acts as a better
baseline than LASER and LaBSE too. However,
NLLB-ES outperforms BM25 on 13/15 datasets
in the Hindi-BEIR benchmark, achieving a gain
of + 37% on average. This gain justifies that we
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can treat NLLB-ES as a robust neural model much
better than lexical retrievers such as BM25.

BM25 has very poor performance on CC News
Retrieval datasets only. The CC News Retrieval
dataset was intentionally designed to test the abil-
ity of multilingual dense retrieval models to learn
language-agnostic embeddings for retrieval. This
dataset presents a scenario where the query is in
English, and the corpus is in Hindi, which needs to
move beyond token-level matching. This explains
the poor performance of BM25 due to the lack of
overlap between English and Hindi tokens.

Variation in Performance Across Different
Tasks and Domains: One of the important aspects
of building Hindi-BEIR was to see how a retriever
adapts to different domains and tasks. As we can
see, mES specifically struggles in fact-checking
datasets, while BGE-M3 and NLLB-ES, although
not great, still fare better for fact-checking tasks.
All the models perform quite poorly for the cita-
tion prediction tasks on SCIDOCS. Also, for niche
domains such as Finance and Climate, we see a
sharp drop for all the models, prompting the need
for focused research in these areas.

Effect of Encoder Param Size: Table 3
presents the NDCG@10 scores for the NLLB
model’s encoder across different parameter sizes.
As the table shows, performance generally im-
proves as the parameter size increases, though mi-
nor anomalies exist across specific datasets. No-
tably, the performance gain plateaus beyond the
1.3B parameter model, with only a marginal im-
provement of 0.09% when comparing the NLLB-
ES5 model’s 1.3B (distilled) encoder to that of the
3.3B parameter version. This possibly indicates
that NLLB-ES is not lacking in model capacity
yet and thus can possibly be improved further by
showing more volumes of data from diverse tasks
and domains.

8 Conclusion and Future Work

In this work, we introduced Hindi-BEIR, a com-
prehensive benchmark for Hindi language infor-
mation retrieval. The benchmark consists of 15
datasets, with a corpus size exceeding 27 million
and a query size of over 200K, covering a diverse
range of 7 tasks. This provides the first-of-its-kind
robust benchmark for assessing the performance of
retriever models in Hindi. Our experimental results
offer insights into the strengths and limitations of
current multilingual retrievers on Hindi-BEIR, in-

dicating the pressing need for further research in
this domain. Additionally, we also proposed the
NLLB-ES model, a novel architecture for multi-
lingual retriever tuning without needing multilin-
gual training data, capable of handling data from
over 200 languages, including Hindi, which out-
performed existing multilingual models on Hindi-
BEIR.

Future work will focus on expanding the Hindi-
BEIR benchmark to include more diversity by
curating additional domains such as Law and
Medicine. We also plan to extend this benchmark
to cover languages beyond Hindi and explore al-
ternative multilingual encoders to optimize repre-
sentation. We believe our work will have a lasting
impact in developing inclusive and scalable infor-
mation retrieval systems across diverse languages.

9 Limitations

The queries are Al generated etc. While the
Hindi-BEIR Benchmark and NLLB-ES model
provides valuable advancements, we acknowledge
several limitations. One limitation of the Hindi-
BEIR Benchmark is that it may not fully cap-
ture the breadth of tasks where retrieval models
are essential. The current scope, while extensive,
lacks coverage in critical domains such as Law and
Medicine, which are key areas we plan to include in
future expansions. Additionally, although designed
primarily for Hindi, the benchmark’s extension to
other languages is an area that remains unexplored
in this work.

The NLLB-ES model, while showing promise,
exhibits sub-optimal performance on certain En-
glish tasks. This limitation indicates a need to ex-
plore alternative multilingual encoders to improve
language performance. Additionally, we realise
that the current model would architecture struggle
with long texts due to a context length limitation of
508 tokens, which poses challenges in tasks requir-
ing extended context handling. Further, we would
also like to extend and validate this idea for other
low-resource languages in the future.
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A Appendix

A.1 Dataset License

The datasets will be publicly released with the same
license as the parent dataset and will be made avail-
able for research purposes.
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A.2 Dataset Description

A.2.1 ArguAna

1. Task definition: Derived from the work by
Wachsmuth et al. (2018) , the task is to re-
trieve the best counterargument, given an argu-
ment. Translations of arguments and counter-
arguments from online debates constitute the
corpus, while the translations of arguments

150 175
Number of Words

Figure 3: Distribution of the number of words in the
queries of ArguAna Dataset

Frequency of the Number of Words in Text Column

in the original test split, after going through g
the filtration process based on Chrf++ scores =
(refer to 3.1), constitute the queries.
2. Domain : Misc. o

150
Number of Words

An example of a query with its corresponding

: e Figure 4: Distribution of Number of Words in the corpus
golden corpus has been provided in Figure 2

of ArguAna Dataset

QUERY GOLDEN CORPUS

AMHTERY A & T el & Teh AMHTERY AT ATHTERT
SMTER & TROMHERY fh o1 vafed smerT T&l fie
FEHAT R | SHHT SRV AE & o, FTeifep 31 aret, &

TAER Afsrt 3R AdT S @mer varelt & SR A
Aha &, AAfer 37 @rer vetell § smeRa gaqt srar &
STaRNTET e Aar & 1 N3 & T & a18 /R FeT,

AT HEGH AT 3R @ earT srafer 31k w@Rre T
3 TTEIOT | [ 1] 3 &0 FpoT  qarar 3R P W 3t
TERA TR Bl &IHAT BT BRI B & FHIfEd
Ferd & S84 3ida: Saredhar # &1 € Aadl & fSaet

AT FTa 31 SrefraweIT o saTdeh STa GHY 8d &
| 371 AT & s7areR st @, s 3aTa 8T 3k
0T IS & | [ 1] T Y T T A, TR

1 &HT A THIAET |, < 101 >, AT 2010,

BT, IETHI SATER 3R TEHIIAT & AT FHRITE SATATR|
ITER ¥ 3T Tt it T TReIm & | ETetifeh et it
SITER & ATl U8 Hact Tab AT & o1 Al <ot A&l @md
STt &, dY saent fRafiia B9 & Aaerd & fa 38 avE & sima)
ot ot farpraiTe g & Ues @ € wepd! & STet
RATHTETREY & T 9§ HH faded @ & - 3mdR R St
ITTA & 36 3reTTaT 13T 3R @1a &, 37 dR R aet
SIS | " ETaTife MeBTRTRET & Tl & WSR @t - it o)
B ST &, 31TeRA ol T A TAHET Bl EreAT ATHI=T 37|
A HTORT 37T AL et & , 3R & 9gd AR wa & o
MeTETRAY SR Wit 3k arga srret oit arferaster afg]
RATHTETT ITER T T a37 2w &, fSiaant 3ref & o e v
e AR 1 [ 1] sifefeaT ¥ iy Ty e @ s & o)
" 31TERA & s Aa & St HIE AEeaqef 3iaz At am,
itaa MepTer sk wehiafl * [ 11, 3 aTeeiiE, 3R
STEfETTE ATRTERT ITER Aeadh [ 2 fdar 19991, 12
fAdar 19991

ENGLISH TR

ANSLATIONS

There are problems with being vegetarian A vegetarian
or vegan diet may result in a person not getting enough
iron. This is because, although you can get iron from
foods such as pulses, green leafy vegetables and nuts,
the iron in these foods isn't absorbed so easily. The
symptoms of this feeling breathless after little
exercise, feeling tired and a short attention span and
poor concentration. [1] These symptoms could
negatively affect proficiency in school and the ability to
perform well at work ultimately leading to a loss of
productivity which has both personal effects and
broader effects for the economy. Other conditions

The problems with fatigue, apathetic behaviour and
concentration are mostly a result from a lack of iron in
the diet. However as with any diet this is only a
problem when not eating the right things, this regularly
means that such iron deficiency can be a problem in
the developing world where vegetarians have little
choice — usually eating little else except what they
grow, normally just cereals. “Although the iron stores of
vegetarians are sometimes reduced, the incidence of
iron-deficiency anaemia in vegetarians is not
significantly different from that in the general
population”, there are plenty of sources of iron that can
be eaten by vegetarians such as legumes and whole
grains that are a substantial part of most western

include becoming ill, frequently becoming
depressed, and malnourishment. [1] Bupa's Health
Information Team, ‘Iron-deficiency anaemia’,
bupa.co.uk, March 2010,

diets meaning it is not a problem. [1]
Research done in Australia concludes that "There was
no significant difference between mean daily iron
intakes of vegetarians and omnivores". [2] [1] David
Ogilvie, Nutrition: Iron and Vegetarian Diets, Vegetarian
Network Victoria, September 2010. [2] Madeleine J
Ball and Melinda A Bartlett, ‘Dietary intake and iron
status of Australian vegetarian women’, American
Society for Clinical Nutrition, 1999

Figure 2: An example of a query with its corresponding

golden corpus from the ArguAna Dataset

Distribution of the number of words in the cor-
pus and queries in the ArguAna dataset has been

shown in Figure 4 and Figure 3, respectively.

A.2.2 FiQA-2018

posts under the Investment topic from 2009-
2017, after passing through filteration pro-
cesses mentioned in 3.1, acts as the corpus.
While translations from the original training
split acts as the queries.

2. Domain : Finance

An example of query with its corresponding

golden corpus from the FiQA-2018 dataset has
been provided in Figure 5

QUERY GOLDEN CORPUS

wﬂw&mﬁ'qwﬁ.wﬁﬁaﬁ’éﬂa

THI%d BU H 319 & H&hﬂslw“—‘ﬂ‘ﬂl D WhIH HaRIA
F 30 et aTed F 38 R A &, FATHT 3T TR
AT 37R IT Steh T | St H dpared AT IR &
e & 1 Afe 31Tq aTEd & ot 319 38w faRa e aba
&, A afE 3y 3 Aed oA areat &, et v
feropTeRT 31 Ve fepe war @At gt | e & o, ifes
T UTH 38 YTTaT &1 3 kTS Te1 2N, FAfA 3779 T8
AT BT AT 6 3T 31T i, SR o 7ot sife ot
WA | 3D ATTE SR A 3MTUH! e 3 & farg»t
AT AT |

AHATE?

ENGLISH TRANSLATIONS

Can I send a money order from USPS as a business?

Sure you can. You can fill in whatever you want in the
From section of a money order, o your business
name and address would be fine. The price only

includes the money order itself. You can hand deliver
it yourself if you want, but if you want to mail it,

you'll have to provide an envelope and a stamp. Note
that, since you won't have a bank record of this
payment, you'll want to make sure you keep other
records, such as the stub of the money order. You
should probably also ask the contractor to give youa
receipt.

1. Task Definition: It deals with Opinion-Based
Question answering. Based on the works of
Maia et al. (2018),translation of the financial
data extracted by crawling StackExchange
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Figure 5: An example of a query with its corresponding
golden corpus from the FiIQA-2018 Dataset

Distribution of the number of words in the cor-



pus

and queries in FiQA-2018 dataset has been

shown in Figure 7 and Figure 6 respectively.
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Figure 6: Distribution of the number of words in the
queries of FiQA-2018 Dataset
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Figure 7: Distribution of Number of Words in corpus of
FiQA-2018 Dataset

A.23 TREC-COVID

1.

2.

Task Definition: Voorhees et al. (2021) in-
troduced the original TREC-COVID dataset
which is an ad-hoc seach challenge based on
CORD-19 dataset containing articles about
the COVID-19 Pandemic. The translated and
filtered version of the CORD-19 Dataset con-
stitutes the corpus while the final cumulative
judgements with query descriptions from the
original task are the queries in the TREC-
COVID Dataset.

Domain : Bio-Medical

An example of a query with its corresponding
golden corpus from the TREC-COVID dataset has
been provided in Figure 8

Distribution of the number of words in the cor-

pus

and queries in TREC-COVID dataset has been

shown in Figure 10 and Figure 9 respectively.

A2

1.

4 SCIDOCS

Task Definition: Inspired by Cohan et al.
(2020), in this task, we expect the model to

QUERY GOLDEN CORPUS

fedsR 2019 #, 3r57a SRV A FHifaT & arga Afat
R Sfe SfEroT 91 & e & gl @I TSR AEE |
aTeRE HeHHOT A5t & S mar 37k ves HEA &t o H wma
A< A e 7T | 30 1, AR U 3T
BRATATIRE ATferd §317 3R 38 a1 - By - 2 7
AT | SYATH HRIAETREA & YehId &1 31 SaR1, 2020
P SeIUE s gRT SiARfg T & ardorfie @
3maTasTe (diew. €. 307, 1. ) & B A FafRa fsar
T & | ey g e RE (T €. 3R T ) B 3R
TR et A RE (TEL T 3R, WL ) e S 3T
i & |, ST A gET
3R ATTa & ATa A e @uds & ATeaH | et oA gEAT
g oft, foraent svef 2 fas aTerRa sreaferes dehms ik
TARATS & | QUTT A, 31 A aTaRA ST R & 200 &
3iferes AT / &t & Sot T € stk wifas - 19 AT
el et ¥ aear o1 e 2, 3R & v o A Ak - e
- 2 % 39AR & AT 3nmaeaes AaTfes 3uTel wadf e @
2, forad dgpwoT 3iR AsHHOT & 3UAR & wfd nF 2 |

IS - 19 H 3T

ENGLISH TRANSLATIONS

In December 2019, twenty-seven pneumonia patients
with unknown causes originated in South China
seafood market in Wuhan. The virus infection spread
rapidly and swept through China in less than a month.
Subsequently, the virus was proven a novel coronavirus
and named SARS-CoV-2. The outbreak of novel
coronavirus has been determined as a Public Health
Emergency of International Concern (PHEIC) by WHO
on January 31, 2020. Similar to other coronaviruses
like the Middle East Respiratory Syndrome (MERS) CoV
and Severe Acute Respiratory Syndrome (SARS) CoV,
the novel coronavirus was reported to spread via
respiratory droplets and close contact from human to
human, which means the virus is highly infectious and
dangerous. Unfortunately, till now the virus has spread
to over 200 countries/territories/areas around the
world and the Coronavirus Disease 2019 (COVID-19)
outbreak is continuing to grow. Currently, information
sharing and transparency are essential for risk
assessment and epidemic control in all endemic areas.
1In this article, we compared SARS-CoV-2 with SARS-
CoV and influenza virus, discussed current researching
progress of COVID-19, including clinical
characteristics, pathological changes, treatment
measures, and so on.

what is the origin of COVID-19

Figure 8: An example of a query with its corresponding
golden corpus from the TREC-COVID Dataset
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Figure 9: Distribution of the number of words in the
queries of TREC-COVID Dataset
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Figure 10: Distribution of Number of Words in the
corpus of TREC-COVID Dataset

2.

4340

retrieve cited papers for a given scientific pa-
per abstract as input. The corpus contains
about 22k translated and filtered scientific pa-
per abstracts and 850 translated paper titles as
queries.

Domain : Scientific



An example of query with its corresponding
golden corpus from the SCIDOCS dataset has been
provided in Figure 11

QUERY GOLDEN CORPUS

T T A0 & T 3RIE B & 6 & o1y 16
7 fafer yreriard b1 ¢ & | S0t 3ifoeR et preif &
3T &, 1 T 35 - 3T o ek wir g
TCH! Y GRAGTT & O & Al 8, ot B IRFES
AT GRT$7Y w01 & Haftrd & - 3areRvr iy, 16 -
16 Bf3a § @t dTfard uie - faRiet 3erel T &I |1 g9
fafer ot e 33 & aifk et g 3 ferv ague fadar
ToreepoT O iTTerh GROTH Yo A & |

ENGLISH TRANSLATIONS

A new method for performing a nonlinear form of
principal component analysis is proposed. By the use
of integral operator kernel functions, one can efficiently
compute principal components in high-dimensional
feature spaces, related to input space by some
nonlinear mapfor instance, the space of all possible
five-pixel products in 16 16 images. We give the
derivation of the method and present experimental
results on polynomial feature extraction for pattern
recognition.

teet §a8 geweage Biaal & anifeur & o
afspa - wife fem

Active-Metric Learning for Classification of Remotely
Sensed Hyperspectral Images

Figure 11: An example of a query with its corresponding
golden corpus from the SCIDOCS Dataset

Distribution of the number of words in the cor-
pus and queries in the SCIDOCS dataset has been

shown in Figure 13 and Figure 12, respectively.
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Figure 12: Distribution of the number of words in the
queries of SCIDOCS Dataset
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Figure 13: Distribution of Number of Words in the
corpus of SCIDOCS Dataset

A.2.5 SciFact

1. Task Definition: This task involves the veri-
fication of scientific claims given the abstract

of scientific articles from recent literature. For
this task, the model is expected to retrieve
relevant abstracts with a given claim as input.

2. Domain : Scientific

An example of query with its corresponding
golden corpus from the SciFact dataset has been
provided in Figure 14

GOLDEN CORPUS

FAATSIEAT SMEHTHE SR SIS GRT ST 1Y aTer
PN Afga ($Hften ) - serdt iger & | e
wrafores wa @ T ARG & St Asrdeet

3R it afea sifpisii - aRkafda
37 wiaTge - ser fRiebTsi & U STt & | /T oA &
o5 2 wiRemTd 3 3mepwor 3R e 3 SR deften 3|
IfRATGeR ATsfert & Hewrgef et Fmdt & |
SAATEAITEAT / WIS & 370Tfdeh Teeh! 3R e &1
g T f3R F A Fer @Y e €, St e SR &
IR ¥ fafscita ded g awa € | aretifes, T8 Sl &8
A T & 1 3 Tedh! b sAaTsiaifEar / e § Hd
FhgT T STaT & 31 sriaet wfshar st zenfaes s
sreermeft &9 & &3 Frifa famam st & | 7 aiter aret & 4|
FAATSIHAIN / SAATSIIIATGS & ST d, Aorgd

% & T W SR 3 & R F HeT F Fert |

ENGLISH TRANSLATIONS

ia are matrix (ECM)-degradi
protrusions formed by invasive cancer cells.
Podosomes are structures functionally similar to
i ia that are found in oncog med
fibroblasts and monocyte-derived cells, including
and These are
thought to play important roles in the pericellular
Assembly of invadopodia is triggered by focal remodeling of ECM during cancer invasion and
ion of idylinositol-3,4-bi is. Much effort has been directed toward
and the activation of the nonreceptor tyrosine kinase identification of the molecular components and
Sre. regulators of invadopodia/podosomes, which could be
therapeutic targets in the treatment of malignant
cancers. However, it remains largely unknown how
these are intoi i
podosomes and how the assembly process is spatially
and temporally regulated. This review will summarize
recent progress on the molecular mechanisms of
invadopodia/podosome formation, with strong
emphasis on the roles of lipid rafts and
phosphoinositides.

QUERY

T 3rfiaet Bl -3,4-
aTgHTEbe Bt Bibe Tt 3 R - Rl errife

e . 3R W FafFar A B At R |

Figure 14: An example of a query with its corresponding
golden corpus from the SciFact Dataset

Distribution of the number of words in the cor-

pus and queries in the SciFact dataset has been
shown in Figure 16 and Figure 15, respectively.

Frequency of the Number of Words in Text Column

Frequency

Figure 15: Distribution of the number of words in the
queries of SciFact Dataset

A.2.6 Touché-2020

1. Task Definition: Similar to ArguAna this
task deals with this task deals with the re-
trieval of conversational arguments. The trans-
lated and filtered conclusion forms the title
and premise for arguments (Wachsmuth et al.,
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Frequency of the Number of Words in Text Column

Frequency

400

Figure 16: Distribution of Number of Words in the
corpus of SciFact Dataset

2017) constitutes the corpus. The translations
of the Touché-2020 task data are the queries.
2. Domain : Miscellaneous

An example of query with its corresponding
golden corpus from the Touché-2020 dataset has
been provided in Figure 17

QUERY GOLDEN CORPUS
SR} A FE TR qaT TR 1 3HTE a1 3feid T8
v e | T g e IR R et € e d s &
) 1o 5 wteror oy 511 32 <t b AT &) AaT 81 @
T G T 3T A AT AfOifodes witeT & e 3 gf A g aifEeier ST R Ak 21 3T
et epen i IR T 3 3T qaT WHevT R et &1 fawm & g

Sl B HISTd E‘QE- QAT qRIEoTH m%l [EERILUIRS
Qteror fehar oTrdT & 4 38 76 A 7 e €, ag ufawr
Olch gl aTedl ST & $eiTol H HGq d & 1efl &

ENGLISH TRANSLATIONS

Drug testing on humans in animals is not considered
inhumane or appropriate. People resent drug testing
because they fear it may harm the person being tested.

Should animals be used for scientific or commercial Drug testing is the foundation of most of our
testing? treatments in this world. Many of the treatments we
have today are based on drug testing. Everything we
know in science comes from drug testing. The patients
itis tested on do not receive it intravenously, it is to
help treat diseases that may be cured in the future.

Figure 17: An example of a query with its corresponding
golden corpus from the Touché-2020 Dataset

Distribution of the number of words in the cor-
pus and queries in the Touché-2020 dataset has
been shown in Figure 19 and Figure 18 respectively.

A2.7 NQ

1. Task Definition: The task here is to retrieve
the correct answer to a given question from
a broad corpus of candidate answers. The
NQ dataset in the Hindi-BEIR Benchmark
is the translated and filtered version of the
NQ dataset released by Thakur et al. (2021),
which contains Google search queries and
documents with paragraphs and answer spans
within Wikipedia articles as the corpus.

Frequency of the Number of Words in Text Column

8 10
Number of Words

Figure 18: Distribution of the number of words in the
queries of Touché-2020 Dataset
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Figure 19: Distribution of Number of Words in the
corpus of Touché-2020 Dataset

2. Domain : WikiPedia

An example of a query with its corresponding
golden corpus from the NQ dataset has been pro-
vided in Figure 20

QUERY GOLDEN CORPUS
TR & 3 & fov ot w2, o vee sk g e
RERE afte & 1 S T o 8 276 e (906
P WiE ) FR & - G H H ST 3 7T Fer Had A

e 3 | T 3R G R ek it a ferve (
forre ) & Tg & foiv fedre @IS S add € | ST & &R
@ TS TR do deré 300 A 3ifeiah wifeai & S veer
e & g v e e € | e M 'R A A R,

g 3THAR TR et feAoe GRT g o AT @ |

ENGLISH TRANSLATIONS

The tower has three levels for visitors, with restaurants
on the first and second levels. The top level's upper
platform is 276 m (906 ft) above the ground - the
highest observation deck accessible to the public in the
European Union. Tickets can be purchased to ascend
by stairs or lift (elevator) to the first and second levels.
The climb from ground level to the first level is over
300 steps, as is the climb from the first level to the
second. Although there is a staircase to the top level, it
is usually accessible only by lift.

what's on each level of the eiffel tower

Figure 20: An example of a query with its corresponding
golden corpus from the NQ Dataset

Distribution of the number of words in the cor-
pus and queries in the NQ dataset has been shown
in Figure 22 and Figure 21, respectively.

A.2.8 FEVER

1. Task Definition: Similar to SciFact, here,
the task is to retrieve relevant documents that
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Figure 21: Distribution of the number of words in the
queries of NQ Dataset
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Figure 22: Distribution of Number of Words in the
corpus of NQ Dataset

claim a given fact (query). We translate and
filter the test split of the FEVER dataset as
proposed by Thakur et al. (2021) and include
it in the Hindi-BEIR Benchmark.

2. Domain : Wikipedia

An example of a query with its corresponding
golden corpus from the FEVER dataset has been
provided in Figure 23

QUERY GOLDEN CORPUS

B TTethe A HITd gRT fel e 3901 7 o 3Y-Ad W)
3R Ve HReftar Aifees gt fopeat &1 g e Hifea
0 g TR & 3 5 3rof I 3 g PR T
yfFrTait & ) T ISR o 2016 H 3 6 3R
AT g 31 $u ers Nt €1 g fopeet 19 ¢ 2017
FgFENRARATE

ENGLISH TRANSLATIONS

Half Girlfriend is an Indian romantic drama film based
on the novel of the same name written by Chetan
Bhagat . The film is directed by Mohit Suri and features
Arjun Kapoor and Shraddha Kapoor in the lead roles .
Principal photography commenced in June 2016 and
filming locations include Delhi, Mumbai, Patna,
Dumraon, Varanasi , New York City and Cape Town .
The film released worldwide on 19 May 2017 .

BT TTefths o 311 % & et  fhewman mam am

Half Girlfriend was partially filmed in Delhi.

Figure 23: An example of a query with its corresponding
golden corpus from the FEVER Dataset

Distribution of the number of words in the cor-
pus and queries in the FEVER dataset has been

shown in Figure 25 and Figure 24, respectively.
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Figure 24: Distribution of the number of words in the
queries of FEVER Dataset

1e6 Frequency of the Number of Words in Text Column

Figure 25: Distribution of Number of Words in the
corpus of FEVER Dataset

A.2.9 Climate-FEVER

1. Task Definition: Similar to FEVER,
Climate-FEVER is a dataset for the verifica-
tion of real-world climate claims. We translate
and filter the test split of the Climate-FEVER
dataset as proposed by Thakur et al. (2021)
and include it in the Hindi-BEIR Benchmark.

2. Domain : Wikipedia

An example of query with its corresponding golden
corpus from the Climate-FEVER dataset has been
provided in Figure 26

Distribution of the number of words in the cor-
pus and queries in the Climate-FEVER dataset has
been shown in Figure 28 and Figure 27, respec-
tively.

A.2.10 CC News Retrieval

1. Task Definition: CC News Retrieval Intro-
duces the task to retrieving relevant news arti-
cles given a news title. Subsection 3.2 talks in
detail about the data creation process.

2. Domain : News
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QUERY

GOLDEN CORPUS

3ieTdhem! ag 9t BT 3TEAT B aTel FATT 1

T & 1 gedft &t w3tk argise & are &
HHT &t 3rafel &, fSaas aRoTHESY HeTga
37 et ah &t areRt 37 sreaTE TR bt Ut
7 R a1 &1 Ueb Sefehifees f2m g & Wier, St
STAATY St STEAT- 3T ATl ot " femcTar syarfer™ gt
ST & (@ dfede w9 & “femal ar femar an
JeteraTe &t urar & w3 & B ), 3 - e
ECieats T STTaT & | femfaet &t

Aarat €1 & fob dera A gfig 3nTel 2w g bt o7 3wt
|

et , fEm g Fadt sk aferoft Mt &1 § s
v Y aTeRt St IR T webel 3T & 1 8 URHTIT &
AR, B4 e Seveifaae smafe & §-deid-ah g et
26 TR ATeH g TR I bt 3T H, iifoh
TS, 3dhfeds 3R sferchfeds ath ot aTed it Hise
H

ENGLISH TRANSLATIONS

Scientists studying Antarctica sea ice warn a rise in
accumulation could spark the next ice age.

An ice age is a period of long-term reduction in the
temperature of Earth 's surface and atmosphere ,
resulting in the presence or expansion of continental
and polar ice sheets and alpine glaciers . Within a long-
term ice age, individual pulses of cold climate are
termed glacial periods " ( or alternatively glacials "
o glaciations " or colloquially as ice age ") , and
intermittent warm periods are called ' * interglacials " .
In the terminology of glaciology , ice age implies the
presence of extensive ice sheets in both northern and
southern hemispheres . By this definition , we are in an
interglacial period -- the Holocene -- of the ice age .
The ice age began 2.6 million years ago at the start of
the Pleistocene epoch , because the Greenland , Arctic
, and Antarctic ice sheets still exist .

Figure 26: An example of a query with its corresponding
golden corpus from the Climate-FEVER Dataset

Frequency of the Number of Words in Text Column

300

200

Frequency
g

30
Number of Words.

a0

Figure 27: Distribution of the number of words in the
queries of Climate-FEVER Dataset
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Figure 28: Distribution of Number of Words in corpus

of Climate-FEVER Dataset

An example of a query with its corresponding
golden corpus from the CC News Retrieval dataset
has been provided in Figure 29

Distribution of the number of words in the cor-
pus and queries in CC News Retrieval dataset has
been shown in Figure 31 and Figure 30 respectively.

QUERY

GOLDEN CORPUS

Home Remedies For Dry Hair

Yfeferet 3w et & o il bl g1er 2R ot ifeetm 1
Tt 21 9 F ATt e 37 ST o o €1 Afd 5
SiTecTH Y 87 P8 ] 3UTAY & SIRT g7 e Ahal &1 a8t
A dftfEet & SR & 31TTe! 9ar <2 & ¥ & o aieg 3uTa|
5172 eelTe & 3 T 4 IR 379ATGRR ST 82 <hl HTeeTH bl bH
oBEIT STT FeaT & 3R STl Y 2ATg ST 1T Fapall 1
3iifeta smaet 3 & 4 @ 3iffea sifaet & mf s el |
TATAT 8 TR $EA AT O AT Y | $A% AT dtford Y
Feehl TTH b dTel R el o | Ueb He a1 78T of | ATRTet
Tt 3 T AR T U T A uTt e o | 3@
TG TR T | 5 e ae 4Ta & | S5 Uep TR aTe ART ot |
SisTHaTS 2 3721 & Wit ¥ 2 TwT siffea smae
THEATERR e a1 T | 38 2 62 b ST A o 6 &1 o
TETH | HIAW AT 3-4 T HIHH 3TIA & Ue T A1
1 7@ et of | 38 At 31k Fhod R Fe | 39 are M
diferd @Y iR R e ik 5 e ae uTa 31 38d T Ee
AR |

ENGLISH TRANSLATIONS

Home Remedies For Dry Hair

Utility Desk: Many people experience dry hair problems
in the winter. In such cases, hair appears dry and
lifeless. However, we can address this issue through
some home remedies. In this video, we will share a few
such home remedies that, if used 3 to 4 times a week,
can help reduce the problem of dry hair and make hair
shiny. Olive Oil: Warm 3 to 4 tablespoons of olive oil.
Massage it into your hair while it is lukewarm. Then
wrap your hair with a slightly warm towel. After an
hour, take a shower. Coconut Water: Mix 3 tablespoons
of coconut water with 1 tablespoon of lemon juice.
Apply it o your hair. Steam your hair for 5 minutes.
Then, take a shower after an hour. Egg Massage: Make
a paste by mixing 2 tablespoons of olive oil with the
yolks of 2 eggs. Apply this paste to your hair and leave
it on for 2 hours. Then, take a shower. Sesame Oil: Mix
3 to 4 tablespoons of sesame oil with 1 tablespoon of
lemon juice. Apply it to your hair and scalp. Wrap your
head with a warm towel and steam for 5 minutes. Take
a shower after an hour.

Figure 29: An example of a query with its corresponding
golden corpus from the CC News Retrieval Dataset
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Figure 30: Distribution of the number of words in the
queries of CC News Retrieval Dataset
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Figure 31: Distribution of Number of Words in corpus
of CC News Retrieval Dataset

A.2.11 Sangraha-IR
1. Task Definition:

Sangraha-IR introduces

the task to retrieving relevant text documents
given a question in Hindi. Subsection 3.2 talks
in detail about the data creation process.

2. Domain : Miscellaneous
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An example of a query with its corresponding
golden corpus from the Sangraha-IR dataset has
been provided in Figure 32

GOLDEN CORPUS

England vs New Zealand Test 2022: 7ets et ot

QUERY

N s SR 3777 8 et Goels ivde & 1 oot
eftets fopbe M el §reis ARt Y Y e 370 BT (Henry Nicholls) 9 a1 srzer o, o

TRATE &t <ite & 37 3FeehT o7 & Foreh rur ag it W*W‘Bﬂﬁwﬁmﬁlﬁaﬁg@aﬂaﬂﬂ
wiiiaEd i g o A T s0 7

If{msﬂ Dl deetdTol| hd 9T JIC ol aﬁl HHIT bl ol
T8 3T & &TG 37T R e T 2 o A v

It o g 2 A el oITuTT | a1 S 10 A 4 8¢
I@ﬂﬁm,ms‘rﬁw%msmﬁmﬁ%ﬁ'ﬁml

ENGLISH TRANSLATIONS

England vs New Zealand Test 2022: The New Zealand
cricket team suffered a major blow before entering the
three-match Test series in England, as batsman Henry
Nicholls may miss the entire tour due to injury. Kiwi
head coach Gary Stead revealed that the 30-year-old
player sustained the injury while batting during the
camp in Mount Maunganui. He was scanned after the
ongoing practice session on Monday. The first Test
match of the series will be held at Lord's starting June 2,
The second Test will take place at Trent Bridge starting
June 10, while the final Test will be held at Headingley
in Leeds starting June 23.

Which player's injury has dealt a major
blow to the New Zealand cricket team's
preparations for the England tour,
causing him to potentially miss all three
Test matches?

Figure 32: An example of a query with its corresponding
golden corpus from the Sangraha-IR Dataset

Distribution of the number of words in the cor-
pus and queries in the Sangraha-IR dataset has been
shown in Figure 34 and Figure 33, respectively.
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Figure 33: Distribution of the number of words in the
queries of Sangraha-IR Dataset

A.2.12 MIRACL
1. Task Definition: MIRACL has been created
from the Wikipedia dump of each language.
Only plain text is considered, while images,
etc., are omitted. The plain text is split up into

multiple paragraphs, which act as the corpus.

We consider the dev split of the Hindi subset
of the original MIRACL in the Hindi-BEIR
Benchmark.

2. Domain : Wikipedia
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Figure 34: Distribution of Number of Words in corpus
of Sangraha-IR Dataset

An example of query with its corresponding golden
corpus from the MIRACL dataset has been pro-
vided in Figure 35

QUERY GOLDEN CORPUS

T BT 2RI T U Rt 377 & | $HeT Heed S T A
e & o TR 3 itaR Uge aret aTer-uaref dert gar-urt
T BT I 3 W 2| 59t gl wref bl o &
BRI T} G gHR GRT UGV fehdl o714 aTet Wisi, it

e ary A 3ufRRrd fereit it Sedict dd @ Wardl uged yTfaa
AT 1 71 3R T 5 31w T e | gt et

oo & 2 & R AT, T @ T ST St s 3 &
R Tl & iR SR 37 ot 317} B ehITIehTY Sad
et STt &1 50 BRoT 37 et 37T A & et v ot i A
bt SR T ST €Y STl & 3e7ehT st it 3t R
T &1 59 BT o) & s g ot e A1 oot &

3P ITAR feaT Y|

W & R H A Hgeyyf s d?

ENGLISH TRANSLATIONS

The throat is an important part of our body. Its
significance is evident from the fact that it is
responsible for the entry of food, air, and water into the
body. Because of this crucial function, this part is the
first to be affected by any toxic elements present in the
food, water, or air we consume. The nose and ears are
also not immune to this. Although externally our nose,
throat, and ears appear to be separate, their cells
converge inside the throat. As a result, if any one of
these three organs becomes infected, it affects all
three organs. Therefore, it is necessary to treat any
infection promptly as soon as it occurs.

What is the most important organ in the human body?

Figure 35: An example of a query with its corresponding
golden corpus from the MIRACL Dataset

Distribution of the number of words in the cor-
pus and queries in the MIRACL dataset has been
shown in Figure 37 and Figure 36 respectively.

Frequency of the Number of Words in Text Column

Figure 36: Distribution of the number of words in the
queries of MIRACL Dataset
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Frequency of the Number of Words in Text Column
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Figure 37: Distribution of Number of Words in the
corpus of MIRACL Dataset

A.2.13 IndicQARetrieval

1. Task Definition: It is created by trans-
forming the IndicQA dataset '? to a retrieval
dataset. The task is similar to NQ, where
the model is expected to return the paragraph
that contains the answer to the question when
given a question.

2. Domain : Wikipedia

An example of query with its corresponding golden
corpus from the IndicQARetrieval dataset has been
provided in Figure 38

GOLDEN CORPUS

"EETS FATHT 3 31t e 3ifR efT ek 2t 37k e
I At &1 "7 STqRofta erfd AT, 31T g A feba |
321 TE it T, " 3 aul F, 3 o 3w W e &
T ST P T HIT e | I8 T T daTiias,
Rienfer sk rerrar & 7, afe<h 3 U At dwid 3,
3R g A 37 Aret 3R AT ot e R &1 Y
AT el & fawal oht veb farega et R gt it
3T 3 e 3reE A% < T & g T o myﬁafﬁmﬁﬁﬂﬁaﬁ,y@wsﬂ?ﬁr&n%w‘j@
e B gAR ot feft feparm oirerT & 2faior ufrard arsit
A 37t AT e bt 3R T TeTdT bt WREAT B |
e @XBR A HeATH 1 H1d & 201 3 o0 321 & 313 Pl
3meft 3aTé W R 3 o sl fa, 3k srgtorfer
1000 HeRe & &1qch &1 He f&T ... SHORTENED DUE TO
LENGTH

ENGLISH TRANSLATIONS

The Dalai Lama expressed his condolences and
prayers, calling Kalam's death "an irreparable loss" and
expressing his grief. He also said, "Over the years, I had

several opportunities to interact with Kalam. He was
not only a great scientist, educator, and statesman but
also a truly noble person, and I always admired his
simplicity and humility. I enjoyed our discussions on a
wide range of common interests, primarily focused on
science, spirituality, and education." South Asian
leaders expressed their condolences and praised the
late statesman. The Bhutan government ordered the
national flag to be flown at half-mast in mourning for
Kalam's death and offered 1000 butter lamps as a
tribute....SHORTENED DUE TO LENGTH

QUERY

'Who said "Nepal has lost a good friend"?

Figure 38: An example of a query with its corresponding
golden corpus from the IndicQARetrieval Dataset

Distribution of the number of words in the cor-
pus and queries in the IndicQARetrieval dataset has
been shown in Figure 40 and Figure 39 respectively.

12https://huggingface.co/datasets/ai4bharat/
IndicQA

Frequency of the Number of Words in Text Column

Figure 39: Distribution of the number of words in the
queries of IndicQARetrieval Dataset
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1200

Figure 40: Distribution of Number of Words in the
corpus of IndicQARetrieval Dataset

A.2.14 mMARCO

1. Task Definition: It is a multilingual ver-
sion of the MSMARCO dataset. The dataset
contains the translation of queries from Bing
search logs with one text passage from various
web sources annotated as relevant.

2. Domain : Miscellaneous

An example of a query with its corresponding
golden corpus from the mMARCO dataset has been
provided in Figure 41

QUERY GOLDEN CORPUS

S 2014 9, RS R Vet AdH &1 el & 5 1

a5 3P 3 Uivedd ot or bt e 34 Fe 1 3 R

R, eI 6 397, 4 1/4 9 a1 3R 0.16 ST HeT &
L

ENGLISH TRANSLATIONS

T Wof 2t e for &

As of June 2014, the United States Postal Service says
the cost to send a standard-sized postcard is 34 cents.
At this rate, the postcard can be 6 inches long, 4 1/4
inches high, and 0.16 inches thick.

How much is the stamp to send a card

Figure 41: An example of a query with its corresponding
golden corpus from the mMARCO Dataset
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Distribution of the number of words in the cor-
pus and queries in the mMARCO dataset has been
shown in Figure 43 and Figure 42 respectively.

Frequency of the Number of Words in Text Column

s 10
Number of Words.

Figure 42: Distribution of the number of words in the
queries of mMARCO Dataset

1e6 Frequency of the Number of Words in Text Column

Figure 43: Distribution of Number of Words in the
corpus of mMARCO Dataset

A.2.15 WikiPediaRetreival

1. Task Definition: It is similar to a question-
answering task dataset like NQ, where given a
query, the model is expected to retrieve a rele-
vant article which answers the question. We
have included the Hindi subset of WikiPedi-
aRetrieval dataset 3

2. Domain : Wikipedia

An example of a query with its corresponding
golden corpus from the WikiPediaRetreival dataset
has been provided in Figure 44

Distribution of the number of words in the cor-
pus and queries in the WikiPediaRetreival dataset
has been shown in Figure 46 and Figure 45 respec-
tively.

A.3 Why choose IndicTrans2 over other
available translation models?

Ans: Gala et al. (2023) clearly illustrate the supe-
rior performance of IndicTrans2 over other models

13https ://huggingface.co/collections/ellamind/
mmteb-6661723dc229e1da8e837cdf

QUERY GOLDEN CORPUS

31 fafeait ¥ wrafeedt o SR @ & (e it
rafet ) am i g rcie @t gt €1 st v,
el foeft T e ferafoifS oft forer et avfaren a1
e T e e e e feifir o &R g v erg A
agRom gt &l

ENGLISH TRANSLATIONS

Other methods use pictures (as in Chinese pictures) or
symbols that represent syllables. Similarly, the ancient
Egyptian language was a hieroglyphic language that did
not use an alphabet because each symbol in its script
represented aword or concept.

el foeft HTeT  for epr <t e a1 3w g e

What type of script was used in the ancient Egyptian
language?

Figure 44: An example of a query with its corresponding
golden corpus from the WikiPediaRetreival Dataset
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Figure 45: Distribution of the number of words in the
queries of WikiPediaRetreival Dataset
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Figure 46: Distribution of Number of Words in the
corpus of WikiPediaRetreival Dataset

and systems like NLLB and Google Translate for
English to Hindi tasks. In our preliminary analysis
on a subset of the BEIR datasets (Chrf scores show
in Table 4 ), we also observed that IndicTrans2 out-
performed alternative models, such as NLLB, in
terms of translation quality.

A.4 Prompts used for Sangraha-IR Query
Generation

The prompt that was used to obtain answers from
the Gemini-Flash-1.5 Models is as follows
Given the above text, generate a question in
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Dataset | IndicTrans2 NLLB
Arguana 56.30 37.12
NQ 76.13 60.92

Table 4: Chrf scores between the original English text
and back translated english text by the respective model
for 20,000 randomly selected samples from each dataset.

Hindi which can only be answered by the above
passage. The question should be difficult with
only semantic similarity and should not contain
any lexical overlap,; that is, do not directly use
the exact phrases as shown in the above passage.
You can use synonyms and make the question as
complex as possible. Only return the relevant
question and nothing else in the format given
below : <QUESTION>: ...question in hindi....
< /QUESTION>

A.5 Ablation of LoRA parameters

NLLB; 35p5(dist)-ES ~ NLLBj 3p(4ist)-ES

Dataset Name

(W/O LoRA, ST) (W LoRA, ST)
ArguAna 57.24 58.19
FiQA-2018 34.19 34.46
TREC-COVID 70.53 70.52
SCIDOCS 18.23 18.06
SciFact 64.36 65.23
Touché-2020 25.21 25.74
NQ 53.38 51.09
FEVER 71.04 72.71
Climate-FEVER 22.51 23.63
CC News Retrieval 3191 29.47
MIRACL 52.96 49.76
IndicQARetrieval 62.10 61.81
mMARCO 34.03 31.78
WikiPediaRetrieval 86.20 84.36

Average 48.84 48.34

Table 5: NDCG@10 scores of NLLB-E5 model with
and without LoRA adapters on E5 model on the Hindi-
BEIR Benchmark.

Similar to Schmidt et al. (2024), we also ex-
periment with the addition of LoRA adapters dur-
ing training on top of the ES model. The LoRA
adapters were applied to the "query", "key", and
"value" layers of the retrieval model head, with a
rank of 32, an alpha parameter of 64, and a dropout
rate of 0.05.

Table 5 presents a side-by-side comparison of the
NLLB-E5 model with and without LoRA adapters
applied to the E5 head. The results indicate a
slight performance boost on certain datasets, par-
ticularly those derived from the original BEIR
benchmark, which closely resembles the training
data. However, it is important to note a signifi-

cant drop in performance on non-BEIR datasets,
such as CC-News Retrieval, MIRACL, IndicQA
Retrieval, mMARCO, and Wikipedia Retrieval. We
hypothesize that this drop could be due to the LoRA
adapters causing the model to overfit on datasets
in the style of Sentence Transformers, thereby re-
ducing its generalization capabilities. The overall
stronger performance of the model without LoORA
adapters is further supported by its higher average
NDCG@10 score, and thus, we decided to proceed
with the "without LoRA" model setup.

A.6 Performance of NLLB Encoder

We trained the NLLB-Encoder using the same
knowledge distillation approach as NLLB-E5 and
evaluated its performance on subsets of both En-
glish and Hindi datasets from BEIR and Hindi-
BEIR. The results, presented in Table 6, reveal
a significant performance gap between NLLB-
Encoder and both NLLB-ES5 and mE5-Large in the
retrieval task. These findings indicate that NLLB-
Encoder alone is insufficient to act as a retrieval
model and requires additional components, thereby
motivating the development of NLLB-ES.

Model Hindi ArguAna Hindi FiQA-2018 IndicQARetrieval

NLLB(1.3B)-Encoder 44.45 17.54 42.98
NLLB-E5(1.3B) 57.24 34.19 61.94
mE5-Large 54.71 27.33 67.11

Table 6: NDCG@10 scores of NLLB-Encoder along
with mES5-Large and NLLB-ES on ArguAna and FiQA-
2018 from Hindi-BEIR
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