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Abstract

Power distribution networks are evolving due to
the integration of distributed energy resources
(DERs) and increased customer participation.
To maintain optimal operation, minimize losses,
and meet varying load demands, frequent net-
work reconfiguration is necessary. Tradition-
ally, the reconfiguration task relies on optimiza-
tion software and expert operators, but as sys-
tems grow more complex, faster and more adap-
tive solutions are required without expert inter-
vention. Data-driven reconfiguration is gaining
traction for its accuracy, speed, and robustness
against incomplete network data. Large lan-
guage models (LLMs), with their ability to
capture complex patterns, offer a promising
approach for efficient and responsive network
reconfiguration in evolving complex power net-
works.

In this work, we introduce LLM4DistReconfig,
a deep learning-based approach utilizing a fine-
tuned LLM to solve the distribution network
reconfiguration problem. By carefully crafting
prompts and designing a custom loss function,
we train the LLM with inputs representing net-
work parameters such as buses, available lines,
open lines, node voltages, and system loss. The
model then predicts optimal reconfigurations
by outputting updated network configurations
that minimize system loss while meeting oper-
ational constraints. Our approach significantly
reduces inference time compared to classical
algorithms, allowing for near real-time optimal
reconfiguration after training. Experimental re-
sults show that our method generates optimal
configurations minimizing system loss for five
individual and a combined test dataset. It also
produces minimal invalid edges, no cycles, or
subgraphs across all datasets, fulfilling domain-
specific needs. Additionally, the generated re-
sponses contain less than 5% improper outputs
on seen networks and satisfactory results on un-
seen networks, demonstrating its effectiveness
and reliability for the reconfiguration task.

1 Introduction

Power distribution network reconfiguration is cru-
cial for maintaining operational efficiency, reliabil-
ity, and adaptability in modern power networks.
The integration of distributed energy resources
(DERs), such as renewable energy sources like so-
lar and wind, introduces variability and uncertainty,
necessitating sophisticated control strategies to bal-
ance loads, minimize power losses, and maintain
voltage stability (Sultana et al., 2016). Effective
network reconfiguration enhances the network’s
ability to accommodate these renewable sources,
optimize energy flow, and ensure resilience against
disturbances, supporting the transition toward a
more sustainable and flexible power infrastructure.

Traditional optimization methods for network
reconfiguration, while effective, often suffer from
computational complexity and scalability issues,
especially as power networks grow in size and
complexity (Mishra et al., 2017). Large Language
Models (LLMs) have emerged as a promising al-
ternative, capable of learning complex patterns and
dependencies within large datasets. By leveraging
their ability to handle diverse inputs and gener-
ate structured outputs, LLMs can provide rapid,
data-driven solutions for network reconfiguration,
reducing the need for iterative computations typical
of conventional approaches.

LLMs, such as GPT (Brown et al., 2020) and
BERT (Devlin et al., 2019), have revolutionized nat-
ural language processing and have shown remark-
able success in tasks involving understanding, gen-
eration, and reasoning over textual data. Their ap-
plications have extended beyond text-related tasks
to complex decision-making domains, leveraging
their capacity to process vast amounts of data and
generate coherent, context-aware predictions (Mi-
naee et al., 2024). In power systems, the potential
of LLMs is explored in predictive maintenance, op-
timal power-flow, and decision-making processes
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that involve large-scale, multi-objective considera-
tions (Huang et al., 2023; Choi et al., 2024).

However, applying LLMs to the power distribu-
tion network reconfiguration task presents unique
challenges. The critical nature of this task means
that errors can lead to system instability or inef-
ficiencies. It involves multiple sub-tasks, such as
assessing system voltages, managing losses, and ad-
hering to physical laws, all of which require precise
decision-making (Sultana et al., 2016). Fine-tuning
LLMs specifically for reconfiguration tasks is es-
sential to ensure that the models can effectively
handle these complexities and contribute meaning-
ful solutions.

Existing literature on network reconfiguration
has focused on various optimization techniques.
Early work by (A and H, 1974) introduced a heuris-
tic search method for loss minimization, formulat-
ing the problem as finding a minimal-loss spanning
tree. (Civanlar et al., 1988) proposed a simplified
branch exchange method to reduce losses in dis-
tribution feeders. Heuristic methods were further
advanced by (Gomes et al., 2005), who developed
algorithms capable of handling larger and more
complex systems. Evolutionary approaches, such
as genetic algorithms applied by (Roux et al., 2012),
have also been explored for load balancing and
multi-objective optimization.

Recent studies have begun integrating machine
learning techniques with optimization algorithms
(Ji et al., 2021). For instance, (Li et al., 2021) pre-
sented a deep reinforcement learning framework
for multi-objective network reconfiguration under
varying network conditions. Despite these advance-
ments, the application of LLMs to reconfiguration
task remains unexplored.

Our Contributions: In this paper, we introduce
LLM4DistReconfig, a novel approach utilizing
fine-tuned large language models to solve the
power distribution network reconfiguration prob-
lem. To the best of our knowledge, this is the first
work to fine-tune LLMs with a custom loss func-
tion for this task. Our key contributions are as
follows:

• We fine-tune LLaMA 2 (Touvron et al., 2023)
and LLaMA 3 (Dubey et al., 2024) models to
optimize network reconfiguration in response
to changing system demands, utilizing the ex-
panded context window in LLaMA 3.1 (120k
tokens) to handle larger network sizes. Custom
datasets are created for various network sizes

in ChatML format, optimized for power net-
works by reducing precision where necessary
and removing irrelevant details.

• Our approach refines prompt instructions to
prevent issues such as invalid line selections,
cycles, and subgraphs, which violate power
domain-specific constraints. We ensure the out-
puts adhere to a structured format (e.g., system
loss, line tuples) and guide the model to retain
previous configurations when new ones do not
reduce system losses.

• We design post-processing pipelines for both
training and inference to parse model outputs
and calculate a custom loss based on the pres-
ence of invalid lines, cycles, and subgraphs in
the reconfiguration task. A penalty-based sys-
tem in the custom loss function helps the model
learn to avoid these issues, improving line se-
lection accuracy and enforcing domain-specific
constraints.

• To ensure robustness, the final outputs un-
dergo post-processing to eliminate responses
that could lead to system failures. The model
also supports interactive modifications through
chat, allowing users to refine or guide responses
to meet custom output requirements.

Our work demonstrates the potential of LLMs in
solving complex optimization problems in power
networks, highlighting the importance of combin-
ing prompt engineering with customized training
objectives when adapting LLMs to specialized do-
mains. The dataset and codebase used in this paper
have been made publicly available on GitHub1 to
facilitate the replication of our results and encour-
age further contributions.

2 Reconfiguration Problem and Large
Language Models

2.1 Reconfiguration Problem

The power distribution network reconfiguration
problem involves finding an optimal topology of
the distribution network to minimize system losses
and improve operational performance while satisfy-
ing all operational constraints. The distribution net-
work is modeled as a graph G(N,E), where nodes
N represent buses (load points, substations, etc.)

1https://github.com/panaschristou/
LLM4DistReconfig
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and edges E represent distribution lines or feeders.
Certain edges, denoted as Esw ⊆ E, are equipped
with switches that can be opened or closed to alter
the network configuration.

The objective is to determine the status (open
or closed) of these switchable lines to minimize
power losses, subject to several constraints. These
include balancing the total power generated and
demanded, ensuring power flows do not exceed
line capacities, maintaining a radial and connected
network (i.e., no cycles and subgraphs), and keep-
ing voltage levels within acceptable bounds. The
detailed formulations are provided in A.1.

Mathematically, the reconfiguration problem is a
complex combinatorial optimization problem and
is classified as NP-hard (Li et al., 2021). The vast
number of possible configurations, especially in
large-scale networks, makes exhaustive search in-
feasible. Therefore, efficient and effective solution
methods are essential for practical applications.

2.2 Fine-Tuning LLMs for the
Reconfiguration Task

Applying LLMs to the network reconfiguration
problem offers a novel approach to address its in-
herent complexities. However, directly applying
pre-trained LLMs to this domain is insufficient due
to the highly specialized and technical nature of the
task. Fine-tuning is necessary to adapt the LLM to
understand the specific constraints and operational
principles of power distribution networks.

Fine-tuning the LLM involves training it on
domain-specific datasets that include examples of
network configurations, operational scenarios, and
associated outcomes. Through this process, the
LLM learns to understand network topology, incor-
porate operational constraints, optimize objectives,
and generate feasible configurations.

By fine-tuning the LLM for the reconfiguration
task, we can harness its ability to generalize from
data, enabling it to propose effective reconfigura-
tion strategies without exhaustive computation or
extensive expert intervention. This approach can
facilitate near real-time decision-making and make
the reconfiguration process more feasible.

2.3 Dataset Preparation
A critical component of fine-tuning LLMs for
domain-specific tasks is the availability of a high-
quality dataset. In the context of network reconfig-
uration, real-world operational data may be scarce
or confidential. To overcome this limitation, we

generate a synthetic dataset that simulates realistic
operational scenarios.

We utilize established power system simulation
tools, such as MATPOWER (Zimmerman et al.,
2010), to model and simulate various network con-
figurations and loading conditions. Specifically,
we consider standard IEEE distribution test feeders,
including the 33-node, 37-node, 69-node, 84-node,
and 136-node networks (Harsh and Das, 2023).
These test cases provide diverse network topologies
and complexities for comprehensive training.

For each network, we simulate various loading
scenarios by varying the demand at different buses
using open-source load data (UK Power, 2024).
The simulation generates corresponding optimal
reconfiguration solutions using the optimization al-
gorithm documented in the literature Mishra et al.
(2017). Each data sample includes network topol-
ogy, operating voltages and system loss, operating
configuration (i.e., open lines), the resulting config-
uration, power losses, voltage profiles.

The dataset is formatted to be compatible with
the LLM’s input requirements, ensuring that the
model can effectively learn from the data. The
complete dataset processing pipeline is shown in
Figure 1. As shown in Figure 1 we remove re-
dundancy, and thus reducing the number of tokens
in the prompt, by removing the existing and up-
dated connectivity matrices since their information
is already conveyed by the busses and lines. We
also reduce the precision as outlined in section 4.
We also represent the nodes (buses) as a single in-
ferred number (Nth node), starting from 1, rather
than a list of numbers for a more simplified node
representation. We append instructions to each
sample as part of the prompt as detailed in Ap-
pendix A.6. By generating a large number of such
samples across different networks and scenarios,
we provide the LLM with sufficient information to
capture the complex relationships inherent in the
reconfiguration problem.

To prepare for training, the processed dataset
is converted to ChatML format for training. The
input is comprised with the following columns:

• Buses: The nodes of the power grid.

• Lines: The edges of the power grid.

• Line Impedances: Edge features representing
the characteristics of the lines.

• Existing Open Lines: The initial set of deacti-
vated lines.
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Figure 1: Process of Dataset Generation for Fine-Tuning the LLM

• Existing Node Voltages: The initial voltages
levels at each node.

• Existing System Loss: The total system loss in
the initial configuration.

• System Load: The load on each node at a spe-
cific time.

Example: Buses: 33, Lines: [(1,2), (2,3), ...],
Line Impedances: [0.00064569, 0.00, ...]

The output is similarly structured and includes
the reconfigured values. The output is comprised
with the following columns:

• Updated Open Lines: The new set of deacti-
vated lines.

• Updated Node Voltages: The updated voltage
levels at each node.

• Updated System Loss: The total system loss
after reconfiguration.

The input and instruction are concatenated to
form the prompt. An example task description
including prompt and input is provided in Table 5

in Appendix A.6. The output remains separately
structured to allow for accurate training. More
dataset details can be found in Appendix A.4.

3 Incorporating Domain-Specific
Constraints into LLMs

3.1 Instruction Prompt Refinement

Adapting LLMs to domain-specific tasks requires
careful guidance to ensure adherence to specialized
constraints. In the context of power distribution
networks, characterized by attributes such as the
number of buses, lines, operating voltages, and
system losses, LLMs must generate outputs that are
not only syntactically correct but also operationally
feasible.

To achieve this, instruction prompts were itera-
tively refined to embed domain knowledge and con-
straints directly into the model’s input. The initial
prompts simply described the reconfiguration prob-
lem, representing the network as a graph with buses
as nodes and lines as edges. However, the model
often generated invalid configurations, including
nonexistent lines and cyclic graphs, indicating a
gap in understanding the domain’s constraints.
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Motivated by these observations, additional in-
structions were incorporated:

• Constraint on Valid Lines: Only lines pro-
vided in the input data should be considered
to prevent the generation of invalid or nonexis-
tent lines. This helps the model focus on feasi-
ble reconfigurations within the actual network
topology.

• Ensuring Radial Connectivity: The output
graph must be a single connected component
without cycles, reflecting the radial nature of
power distribution networks. This guides the
model toward generating operationally viable
configurations.

• Acyclic Graph Specification: The number of
closed lines must equal the number of nodes
minus one, which mathematically enforces an
acyclic (tree) structure. This instruction ad-
dresses the issue of residual cycles in the
model’s output.

• Operational Constraints and Output Format-
ting: Practical considerations include instruct-
ing the model not to reconfigure the network if
the inferred system loss increases and provid-
ing explicit output format requirements. This
ensures that the model’s outputs are not only
correct but also practically useful.

Each refinement was motivated by specific short-
comings in the model’s performance, aiming to
incrementally improve its adherence to domain
constraints and operational requirements. Figure 1
shows how the initial dataset goes through the steps
of the processing by reducing precision, removing
columns, adding the task, generating the prompt
and eventually getting to the final dataset used for
training and evaluation.

3.2 Custom Loss Function

Even with refined prompts, the model sometimes
produced outputs violating domain constraints. To
further enforce these constraints during training, a
custom loss function was developed, comprising
three key components:

Cycle Loss Cycles in the output graph Goutput =
(V,Eavailable \ Eoutput) obtained from model re-
sponses are undesirable, as they violate the radial
topology of power distribution networks. The cycle

loss penalizes the presence of such cycles:

Lcycle = |C(Goutput)|

where C(Goutput) is the set of cycles in Goutput.
This component encourages the model to gener-
ate acyclic graphs.

Subgraph Loss Disconnected subgraphs indi-
cate a network that is not fully connected, which is
operationally infeasible. Subgraph loss penalizes
the existence of multiple connected components:

Lsubgraph = k − 1

where k is the number of connected components in
Goutput. This loss component drives the model to-
ward producing a single, fully connected network.

Suboptimal Configuration Loss The inclusion
of lines in generated open lines not present in the
optimal open lines can lead to suboptimal con-
figurations. The suboptimal configuration loss
penalizes such occurrences by subtracting gener-
ated open lines (Eoutput) from optimal open lines
(Eoptimal):

Lsubconfig = |Eoutput \ Eoptimal|

Total Loss The total loss combines the standard
training loss Lreg with custom loss components,
each scaled by a factor λi to balance their impact:

Ltotal = Lreg+λ1Lcycle+λ2Lsubgraph+λ3Lsubconfig

This comprehensive loss function guides the model
to produce outputs that are not only syntactically
correct but also conform to domain-specific opera-
tional constraints.

3.3 Fine-Tuning Process and Loss Scaling
The fine-tuning process involves presenting the
refined prompts to the model and analyzing its
outputs to compute the custom loss components.
Model output is obtained by parsing the output,
detailed in A.2. To ensure stable training and ef-
fective learning, scaling of the loss components is
essential:

• Cycle Loss Scaling: The cycle loss is divided
by the number of available lines to prevent it
from dominating the total loss, especially in
cases where the number of potential cycles is
large.
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Figure 2: Full Training Pipeline Diagram

• Subgraph and Suboptimal Configuration
Loss Scaling: Both losses are divided by the to-
tal number of predicted lines, normalizing their
impact relative to the size of the output and en-
suring they contribute appropriately to the total
loss.

In instances where the model outputs are incor-
rectly formatted or fail to meet the specified con-
straints, termed as improper responses, maximum
penalties are applied by setting all custom loss com-
ponents to 1. This strategy encourages the model to
adjust its outputs in future iterations to align with
the domain requirements.

For effective training, a learning rate of 0.0002
was employed during the initial stages. A cosine
learning rate scheduler was utilized to adaptively
adjust the learning rate throughout training, pro-
moting convergence and enhancing the model’s
performance. Figure 2 shows the full end to end
training pipeline of the model, going from the in-
put to the embedding, to the model, then evaluating
the output and calculating the gradients to update
the model, effectively performing gradient descent
through forward and backward passes.

By integrating domain-specific constraints di-
rectly into the instruction prompts and loss func-
tion, the model is guided to generate outputs that
are both accurate and operationally viable within
the context of power distribution networks.

4 Experimental Setup

4.1 Dataset Generation and Optimization

We generate our dataset using IEEE Y Bus Systems
with sizes ranging from 33 to 136 buses (denoted as
33N, 37N, 69N, 84N, and 136N). For each network,
the dataset is represented as Xm×n, where n =

17, 520 is the number of samples and m = 12 is the
initial number of features. To optimize the dataset,
we reduce the feature set by dropping redundant
connectivity data, resulting in a reduced dataset
with m = 10 features:

Xm×n = X17520×12 → X17520×10

Additionally, we scale the number of buses from
a list of comma-separated values to a scalar, rep-
resenting the total number of buses. Precision is
reduced to five decimal places for all variables:

v′ = round(v, 5)

4.2 LLM Training and Inference
Initially, we experimented with GPT-3, but its small
context window (2049 tokens) and proprietary na-
ture led us to switch to LLaMA-2 (7B parameters)
with a 4096-token context window. However, even
this model posed limitations due to its context size.
LLaMA-3.1, with a 120,000-token context window
and optimized training features such as Flash At-
tention 2, solved these issues, as explained in A.2.

We fine-tuned the LLaMA-3.1 model, our flag-
ship fine-tuned model, on a combined dataset (33N,
69N, and 84N) with 52,560 samples, split equally
into training, validation, and test sets. The model
was trained for 30 epochs on a V100 GPU (20GB
VRAM) over 285 hours using the LLaMA-3.1 tok-
enizer and AutoTrain from Huggingface. While we
considered using A100 GPUs (80GB VRAM) for
larger batch sizes and distributed training, resource
constraints led us to prioritize multiple jobs across
different datasets. The model was trained in incre-
ments of 10 epochs, allowing us to evaluate model
performance after each training stage. The full
training and inference pipeline is shown in diagram
3. We can see the main backbone of the pipeline
stays the same and only the post generation part
changes accordingly for custom loss calculation
during training or post-processing re-prompting
during inference. A full list of hyperparameters is
provided in A.7.

4.3 Model Testing and Generalization
We evaluated the model’s performance on the test
sets for 33N, 69N, and 84N networks, as well as
unseen 37N and 136N networks to assess general-
ization. The metrics included the number of subop-
timal configuration, cycles, subgraphs, and average
inference time. The average inference time per net-
work size and per maximum number of new tokens
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Figure 3: Training & Inference Diagram

Figure 4: Comparison of fine-tuned LLaMA-2 models
on generating improper responses, illustrating the im-
pact of the custom loss function, augmented prompts,
and training epochs on model performance.

generated is provided in Appendix A.8. Testing
included both in-distribution generalization (net-
works within the training size range) and out-of-
distribution generalization (networks outside the
training size range).

This experimental setup enabled us to systemati-
cally evaluate the model’s performance on various
network sizes and configurations while balancing
computational resources and accuracy.

5 Case Studies

5.1 Effectiveness of augmented prompts and
custom loss

Below, we present the performance of different
models, highlighting the effects of prompt augmen-
tation, the addition of custom loss components, and
the impact of training for more epochs. While the
cycle and subgraph issues were addressed with aug-
mented prompts, the number of improper responses
remained high.

In Figure 4, we show the performance of the
fine-tuned LLaMA-2 7B model with different iter-

(a) (b)

Figure 5: Network configuration: (a) without and (b)
with the custom loss function.

ations of augmented prompts (APx), custom loss,
and varying training epochs. The figure demon-
strates that the model generated fewer improper
responses as more instructions were added. Specif-
ically, when moving from iteration 2 to 4, the im-
proper responses were reduced from 481 to 331
out of 500 test samples on the combined dataset,
representing approximately a 31% improvement.
After adding custom loss alongside the augmented
prompts and training the model, the improper re-
sponses further decreased to 208. This number
continued to decline as we increased the training
epochs from 1 to 3 to 10. Finally, with 10 epochs
of training, augmented prompts, and custom loss,
the number of improper responses dropped to 24
out of 500 test samples—less than 5%. The figure
illustrates the effectiveness of both prompt augmen-
tation and the custom loss function. We observed a
similar trend for our flagship fine-tuned LLaMA-
3.1 8B model.

Figure 5 shows a sample LLM-generated net-
work configuration. In the initial iterations of in-
struction prompts, cycles and subgraphs were ob-
served in the generated configuration, as seen in
Figure 5(a). As we trained the model with both
augmented prompts and custom loss, its perfor-
mance improved, resulting in a reconfiguration that
met our requirements, i.e., no cycles, subgraphs, or
suboptimal config, as shown in Figure 5(b).

5.2 Effectiveness of Fine-tuned LLMs

Below, we present the performance of our fine-
tuned LLaMA-3.1 8B model (trained for 20
epochs) relative to baseline models, including the
untrained LLaMA-2 7B, LLaMA-3.1 8B, Falcon
7B (Penedo et al., 2023), and Mistral 7B (Jiang
et al., 2023). All the baseline models are open-
source and have approximately the same number
of parameters. We test how these models perform
on the combined dataset. This allows us to evaluate

4142



Figure 6: Comparison of the proposed Fine-tuned
LLama-3.1 7B (20 epochs) against the baseline models,
LLama-2 7B, Llama-3.1 8B, Falcon 7B and Mistral 7B
evaluated on the combined network dataset.

the performance of our fine-tuned model compared
to publicly available chat models and models simi-
lar to ours in architecture, such as LLaMA-2 and
LLaMA-3.1, as well as models with different archi-
tectures, like Falcon and Mistral.

The baseline models struggled to generate the
expected outputs for most test samples, as shown
in Figure 6. This is due to the strict requirements
for the outputs, which cannot be met without fine-
tuning. The baselines often produced steps for
reconfiguring the network, along with some sam-
ple code, but failed to provide the desired output.
Sample responses from all models are included in
the Appendix A.6.

Additionally, we compare the system loss in-
ferred by the proposed model with the actual op-
erating system loss in Figure 7 to demonstrate the
model’s optimization capability. It is observed that
the system losses for both configurations overlap
for most test samples. We also present the mean
absolute error (MAE) of the inferred and actual
network operating voltages, which shows that the
error is nearly zero. These comparisons in network
operating parameters further highlight the effective-
ness and practical applicability of the generated re-
sponses in real systems. We also compare the com-
putation time of the fine-tuned LLM model against
existing optimization algorithms in Appendix A.8.

5.3 Generalization Capabilities

Below, we present the performance of our fine-
tuned Llama-3.1 8B on all individual datasets both
seen (i.e., 33N, 69N, and 84N) and unseen (i.e.,
37N and 136N) and the combined network dataset
on the improper outputs and subobtimal config.
Refer to Appendix A.5 for the detailed results.

(a) (b)

(a) (b)

)

Figure 7: Model performance in inferring (a) sys-
tem loss and (b) system voltages(mean absolute Error
(MAE) is almost 0).

Figure 8: Comparison of the proposed Fine-tuned
Llama-3.1 7B trained over 10, 20 and 30 epochs over
the number of improper outputs.

It can be seen from Figure 8 that the fine-tuned
model generates highly proper responses for the
seen network and the combined datasets. For in-
stance, the 33N model generated only 5 improper
responses out of 500 test samples, which is just
1%. The result is consistent across all the seen net-
works, as shown in Figure 8. Detailed results are
also provided in Appendix A.5.

To demonstrate the generalization capacity of the
models, we tested the performance of the model
trained on the combined dataset on two unseen
networks. An interesting trend is observed in the
results. On the 37N network dataset, the 20-epoch
model shows similar performance to the seen net-
works, whereas the 30-epoch model produces many
improper responses. This suggests that the 30-
epoch model likely overfits for this network. How-
ever, for the 136N network, although the 10-epoch
and 20-epoch models generate many improper re-
sponses, the 30-epoch model performs better by
halving the improper responses, indicating that
larger networks benefit from models trained for
more epochs. This trend shows that the model can
indeed generalize to unseen datasets with signif-
icantly different prompt (sequence) lengths than
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Figure 9: Comparison of the proposed Fine-tuned
Llama-3.1 7B trained over 10, 20 and 30 epochs over
the number of suboptimal config. ouputed.

those it was trained on. However, its performance
could further improve with training on more diverse
datasets than the current one.

Based on Figure 9, we observe that the model
minimizes suboptimal configurations, where the
generated open lines are different from true open
lines. Model generates consistent results across
all datasets except 37N one, probably due to the
random sampling.

6 Conclusion and Discussion

In this paper, we introduced LLM4DistReconfig,
an innovative fine-tuned large language model de-
signed to address the power distribution network
reconfiguration problem. Our evaluations show that
the fine-tuned model not only performs well on the
networks it was trained on but also generalizes ef-
fectively to unseen datasets, including networks
significantly larger than those used during training.

The model’s predicted system losses and node
voltages showed almost zero deviation in node volt-
age predictions, showcasing its practical applicabil-
ity. Additionally, we observed that increasing the
number of training epochs positively impacts the re-
duction of suboptimal configuration and improper
responses, reinforcing the importance of extended
training in improving model performance. In com-
parison, baseline models such as LLaMA-2, Falcon,
and Mistral were unable to generate valid outputs
for most test samples. This stark contrast under-
scores the effectiveness of our fine-tuning approach
and custom loss functions for domain-specific tasks
like power distribution network reconfiguration.

These findings show the vast potential of LLMs
in revolutionizing the power systems field by pro-
viding interactive, intelligent tools for solving com-
plex optimization problems, as discussed in A.3.

In future work, we aim to extensively improve
the model output parser to identify all possible
patterns through more efficient pattern search algo-
rithms, enhancing the model’s ability to interpret
and generate a wider variety of valid configura-
tions. Incorporating better embedding techniques
and employing instruction masking during training
may capture more nuanced relationships in the data,
further improving performance. Exploring better
hyperparameters, such as the size of LoRA adapters
could also yield performance gains. A critical next
step is the inclusion of unbalanced network models
in the dataset. Although this will require extensive
optimization due to increased complexity and size,
it will significantly broaden the model’s applicabil-
ity to real-world scenarios.

We demonstrate that fine-tuned LLMs like
LLM4DistReconfig have great potential in solving
complex optimization problems in power systems.
By effectively learning from and generalizing to
diverse network configurations, the model serves
as a valuable tool for power system engineers.

7 Limitations

7.1 AI with LLMs Perspective

During the fine-tuning process, we addressed many
significant challenges that arose, especially given
our limited resources and the complexities of pars-
ing. However, certain issues had to be left for future
work.

Early in the evaluation of our benchmark models,
such as the fine-tuned LLaMA-2 7B (trained for
10 epochs), we recognized an inherent flaw in the
training process. During response generation, the
model was also generating the instruction, which
meant it did not fully focus on learning how to
generate the proper output from a given prompt.
Instead, it learned to generate the entire sequence,
hindering its ability to perform the actual task ef-
fectively.

Additionally, rather than fine-tuning the entire
model, we trained LoRA adapters (Hu et al., 2021)
to learn the task. We did not conduct extensive eval-
uations to determine the optimal size of the LoRA
adapters for this task, and further exploration is
needed to understand the effect of adapter size on
learning performance. We plan to conduct a de-
tailed exploration of hyperparameters for LoRA
adapters, which are crucial for the model’s expres-
sivity, generalization, and performance. Addition-
ally, we plan to examine the impact of generation
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hyperparameters on the model’s performance for
both the reconfiguration task and conversational
capabilities.

The datasets we used were generated based on
the IEEE Standard networks, e.g., the 33N Test
Case (Dolatabadi et al., 2021), using standard op-
timization algorithms. This meant that we were
limited in the amount of variance in network sizes,
which is essential for the model to generalize ef-
fectively. Although we had a wide range of model
sizes, we only trained on three of them and tested
on two. While we had thousands of samples and
the model was able to generalize to a certain extent,
there are still data limitations. Furthermore, dur-
ing training on the combined dataset, we randomly
sampled values from the existing samples. Since
the datasets are of the same size, we believe that an
alternative approach would be to randomly sample
from individual datasets and rotate through each
dataset during training and evaluation to achieve
better representation of each dataset.

We included one out-of-distribution 136-node
network dataset, which is larger than the maxi-
mum 84-node network dataset used for training.
As shown in Figures 8 and 9, the 30-epoch trained
model demonstrates improved performance in re-
ducing improper responses and suboptimal config-
urations on the 136-node dataset. Moving forward,
as we refine our model, we plan to evaluate its
performance on large-scale unbalanced network
datasets that differ significantly from the training
data.

7.2 System Design Perspective
We designed our system to abstract the user from
the actual response of the model, which required
significant effort in parsing the output. In the ini-
tial stages, we encountered errors due to lenient
output processing. We had to enforce more con-
straints and clean the output before searching for
the required patterns, accounting for trailing com-
mas, whitespace, and other inconsistencies. This
necessity steered us away from extensively incor-
porating re-prompting into the system. In future
work, we aim to design the dataset to incorporate
re-prompting so that the model will learn to adjust
its output based on automated prompts.

Specifically for the parser, we aim to identify
and account for edge cases in the output that may
misclassify responses as improper due to improper
pattern matching. We also aim to implement al-
gorithmic enhancements that will ensure accurate

parsing of outputs and enable seamless extraction
of valid responses. We plan to create utilities that
automate the process of generating prompts for
minor configuration modifications. For example,
changing an edge to utilize a different node, in-
structing the model to not use a specific edge or
generating a configuration that reduces the node
voltage of a specific node.

Additionally, during generation, we encountered
a problem with the maximum number of new to-
kens being generated. Since we could not change
this number dynamically for each sample, we re-
sorted to using the largest number required by the
largest individual network in the combined dataset.
We believe that this variable significantly influences
the model’s output on the reconfiguration task, and
we need to reconsider our approach to set a opti-
mal number of new tokens to generalize on larger
unseen networks than those the model is trained
on.

7.3 Power Distribution Network Perspective

Due to privacy concerns, real-world distribution
network models are not widely available, leading
us to use IEEE-standard test cases. It is essential
to use real network models of varying sizes to train
the LLM and achieve more accurate and practi-
cal responses. Additionally, we used a balanced
network model to generate our dataset. In real-
ity, distribution networks are unbalanced and pose
additional challenges that need to be considered.
We presented this work using a balanced system to
demonstrate the potential of LLMs in the network
reconfiguration task, which will, in turn, motivate
both researchers in academia and professionals in
industry to explore this problem in real-world un-
balanced systems. Furthermore, a new dataset is
needed to enhance the reasoning capabilities of
LLMs, which we plan to explore in future work.

In the current study, we used MATPOWER soft-
ware for power system model simulations. While
MATPOWER is well-suited for handling balanced
systems, it lacks the capability to simulate unbal-
anced systems. To address this, we plan to use
OpenDSS, a software developed by EPRI that effi-
ciently simulates three-phase unbalanced systems
and is widely adopted in the industry. By incorpo-
rating industry-standard software for dataset gener-
ation, we aim to move one step closer to adopting
LLMs for real-world power system operations.
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7.4 Data Security and User Privacy Protection
We acknowledge the concern that real-world net-
work model data could be sensitive. To address this,
we utilized publicly available standard power distri-
bution network models to generate the dataset used
for LLM fine-tuning, ensuring compliance with
privacy laws. Additionally, our model is designed
to operate locally on a single GPU, eliminating
the need for data sharing with external users and
allowing secure, local usage. To ensure proper us-
age and flexibility we envision the model being
adopted and fine-tuned by users on their specific
network to address their unique requirements in a
local environment. The pre-trained nature of our
model minimizes the data and time required for
fine-tuning, making it accessible for a variety of
applications while preserving privacy. For exam-
ple, utility companies can adopt and customize our
model for their network without relying on propri-
etary solutions, such as ChatGPT. We released our
codebase as open source, enabling researchers to
evaluate it independently and ensure compliance
with privacy laws.
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A Appendix

A.1 Detailed Formulation of the Distribution
Network Reconfiguration Problem

Let the power distribution network be represented
as a graph G(N,E), where N is the set of nodes
(buses) and E is the set of edges (distribution lines)
connecting the nodes. A subset of edges Esw ∈ E
is occupied with switches, meaning that they can
be either on (se = 1) or off(se = 0). While the
remaining edges e ∈ E \ Esw are always on (se =
1).

The objective of the reconfiguration problem is
to get a network topology by changing the status of
the edges e ∈ Esw that minimizes the system loss,
expressed as below:

min
∑

e∈E
seI

2
eRe (1)

where Re is the resistance and Ie is the current flow
through edge e.

The reconfiguration problem needs to satisfy the
following constraints for the network being opera-
tional.

Demand and Generation Equality Con-
straints: The total power generated by the gen-
eration nodes must equal the total power demanded
by the load nodes:

∑

n∈Ngen

P gen
n =

∑

n∈Nload

P load
n (2)

where Ngen ⊆ N is the set of generation nodes,
Nload ⊆ N is the set of load nodes, P gen

n is the
power generated at node n ∈ Ngen, and P load

n is the
power demanded at node n ∈ Nload.

Capacity Limit Constraints: The power flow
on each edge e ∈ E must not exceed the maximum
allowable power capacity Pmax

e :

|Pe| ≤ Pmax
e , ∀e ∈ E (3)

This ensures that no distribution line is overloaded.
Topology Constraints: The network must re-

main connected and radial. This means the graph
G(N,E), representing the distribution network,
must satisfy:

∑

e∈E
se = |N | − 1 (4)

ensuring that the network has no loops (radiality)
and that every node in N is reachable from the
substation (connectivity).

Operational Constraints: Voltage levels at
each node n ∈ Np must be maintained within ac-
ceptable bounds:

Vmin ≤ Vn ≤ Vmax, ∀n ∈ N (5)

where Vmin and Vmax represent the minimum and
maximum allowable voltage limits.

The power distribution network reconfiguration
problem is well-known to be NP-hard, requiring
significant computational resources and domain
expertise to solve effectively.

A.2 Challenges in Training

There were several challenges in training the model,
particularly when implementing the custom loss.
Below, we present these challenges and how we
addressed them.

To train the model, we encountered the following
challenges:

• The length of the prompt was large, espe-
cially when initially using GPT-3, which had
a limited context window of 2049 tokens. We
had to perform optimizations and make model
choices to overcome this limitation.

• The model’s output never exactly matched the
true/correct output. This required careful mid-
training, mid-generation, and post-generation
processing to properly quantify the quality of
the response.

• Calculating the various losses required infor-
mation from the input, the true output, and the
generated output. This information had to be
parsed or passed to the loss function, in addi-
tion to the generated raw response used for cal-
culating the regular loss term. We needed to
carefully parse the input, true output, and gen-
erated output using well-crafted algorithms to
calculate the losses and optimize result stor-
age.

• Training time, inference time, and model size
were also significant concerns, as we had ac-
cess to V100 GPUs rather than A100 GPUs.
This meant we had to optimize for training
time, inference time, and model size.

We implemented the following solutions to these
challenges:
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• Dataset/Prompt Optimization: We reduced
the precision of physical system informa-
tion to four decimal places for node volt-
ages and system loss, and chose to omit node
impedances and the full list of buses when cre-
ating the prompt. This approach reduced the
number of tokens in each prompt by approxi-
mately 46.2%. Node impedances were omit-
ted because, although they contribute to the
overall system description, they do not have
a substantial impact on determining the op-
timal reconfiguration for minimizing system
loss. Instead of listing the buses, we indicated
the total number of buses as a single value
and explained its meaning to the model in the
prompt.

• Model Choice: Since GPT-3’s context win-
dow was limited, we switched to Llama-2 7B
(Touvron et al., 2023), which had a context
window of 4098 tokens, twice as large. How-
ever, we found that even this model strug-
gled with larger datasets, such as the 84N
dataset, which contained a much larger num-
ber of lines (edges) between buses (nodes)
and resulted in a significantly larger prompt.
Around this time, Llama-3.1 8B (Dubey et al.,
2024) was released with a context window
of 120,000 tokens, faster training and infer-
ence, and a smaller memory footprint. This
effectively solved our compute and memory
challenges, reducing both training and infer-
ence times and allowing us to handle arbi-
trarily large prompts. This also improved the
model’s ability to capture contextual informa-
tion for smaller datasets.

• Parsing the Output: To properly quantify the
quality of the response, we needed to parse the
output. We did this by defining a pattern, the
same one provided in the prompt Section 3,
and using the re library in Python for pattern
matching. The re library is versatile enough
to handle this task without cluttering the code.
We parsed the response to extract the gener-
ated open lines, node voltages, and system
loss. We also cleaned the response by remov-
ing invalid characters, extra whitespace, and
trailing commas. If no pattern was matched
(e.g., for open lines, node voltages, or system
loss), we recorded the response as invalid. If
some patterns were matched but not others,

we returned a processed response with empty
lists for the unmatched patterns.

• Calculating the Loss: To calculate the loss,
we parsed the available lines from the input
(Eavailable) and the open lines from the output
(Eoutput), then removed the open lines from
the available lines to generate the closed lines
for the model’s graph, G(V,Eclosed). First,
we checked for invalid edges by verifying that
Eoutput is a subset of Eavailable. If not, we
flagged the output as invalid. Next, using
networkx, we calculated the number of con-
nected components (which should ideally be
1) and subtracted 1 to find the number of sub-
graphs. Any non-zero number of subgraphs
contributed to the subgraph loss. We also cal-
culated the number of cycles in Eclosed, which
should ideally be 0. Any non-zero number of
cycles contributed to the cycle loss. Finally,
we compared the generated open lines with
the true open lines from the correct output to
calculate the suboptimal config. loss, which
was based on the count of incorrect lines. We
used these to calculate the custom loss used
during training.

A.3 Potential Applications
We have trained the model so that we give it a pre-
defined prompt and getting a certain output. This
has various computational advantages Additionally,
since we are using LLMs with chat capabilities the
user is able to interact with the model like talking to
a chat bot. This has several important advantages.

• The user is able to talk to the model to make
the model understand of any changes that
should be made to the output. This effectively
lowers the barrier to optimizing the state of a
system since now less experience and knowl-
edge is required to make changes to an gen-
erated configuration. In the past, power en-
gineers would have to use sophisticated algo-
rithms like integer programming (Miller et al.,
1960) to modify the generated response and
in fact even generating the response with clas-
sical algorithms like integer programming re-
quired a lot of prior knowledge and expertise.
By prompting the model through human lan-
guage, power system engineers that have less
experience and may not be very adept with op-
timization algorithms or routines are able to
communicate the outcome they want and any
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changes they want to be made to the generated
output.

• Since we are giving the model a prompt we
are able to also supply more information very
easily. This means that we can provide a
part of the wanted configuration to the model
and then let it predict the rest. This way we
can guide the model in a specific direction
and reduce the chance of errors in the re-
sponse. With this, we can do iterative prompt-
ing which can help the model achieve the op-
timal reconfiguration through guidance over
multiple iterations increasing the percentage
of correct answers albeit not on the first gen-
erated output.

• Because we can chat with the system we can
also ask for the reasoning behind it’s actions
and we are also able to incorporate other types
of tasks in the system with minor changes
to prompts or the dataset and within reason-
able training time and compute for what the
model will be capable in return. This paves
the way for exploring finetuning models with
COT (Chain of Thought) prompts that would
allow even more customizability in how the
model performs and in what sequence it de-
cides on it’s next output.

• Classical algorithms have an exponentially
large action space to explore and standard
algorithms like (Miller et al., 1960) take a
long time to compute even for smaller size
action spaces. Training the model can take a
long time, for us for 10 epochs on the com-
bined dataset, the model took 100 hours on
a V100 but then at inference we generate an
output in approximately 40 seconds (between
35 and 55 mostly skewed towards 40 seconds)
which effectively reduces the inference time
or the time to come to an optimal configura-
tion/solution to constant time. This allows
for endless possibilities of deployment since
generating and generalizing a model can take
long but the work can be front loaded and
then we can prompt the model in a distributed
HPC fashion with more than 1 GPU and more
powerful GPUs. This would mean that we
can generate multiple outputs that could pro-
vide the optimal reconfiguration or be used to
find the optimal reconfiguration in exponen-
tially less time which would allow for faster

response times in case an immediate response
is required (for example due to natural disaster
after effects).

A.4 Dataset Details
A.4.1 Dataset Description Before Processing
The initial dataset, generated using simulations,
contains the following columns:

• Buses: Representing the nodes of the system.

• Lines: Representing the edges of the system.

• Line Impedances: Edge features representing
line characteristics.

• Existing Connectivity: Initial node connectiv-
ity matrix before optimal reconfiguration.

• Existing Open Lines: Initial deactivated lines
in the initial configuration.

• Existing Node Voltages: Initial node voltages
of the system.

• Existing System Loss: Total system loss for
the initial configuration.

• System Load: Load on each node at a particular
time.

• Updated Connectivity: Connectivity matrix
after optimal reconfiguration.

• Updated Open Lines: New set of deactivated
lines after reconfiguration.

• Updated Node Voltages: Node voltages after
reconfiguration.

• Updated System Loss: Total system loss after
reconfiguration.

A.4.2 Training Sample (Before Processing)
Below in Table 1 illustrating a sample from the
33-Bus (Node) Dataset before processing:

A.4.3 Power Distribution Network Structure
• Nodes (Buses): Represent the buses in the

power grid.

• Edges (Lines): Represent the connections be-
tween nodes.

• Edge Features: Line impedances.

• Node Features: Node voltages and system
load.
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Column Name Values
buses 33
lines (1, 2), (2, 3), (3, 4), . . . , (25, 29)

line_impedances [0.00064569, 0.00345195, . . . , 0.00441182]

existing_connectivity Existing Network [33 × 33] Connectivity Matrix
existing_open_lines (8, 21), (9, 15), (12, 2), . . . , (25, 29)

existing_node_voltages [1.0, 0.999, 0.9945, 0.992, . . . , 0.9755]

existing_system_loss 19.4519
system_load [0j, 0.0333 + 0j, . . . , (0.0174 + 0.0116j)]

updated_connectivity Reconfigured Network [33 × 33] Connectivity Matrix
updated_open_lines (14, 15), (32, 33), (7, 8), . . . , (9, 10)

updated_node_voltages [1.0, 0.999, 0.9956, 0.9943, . . . , 0.9831]

updated_system_loss 14.349

Table 1: Example of the 33-Bus (Node) Dataset.

For each sample, we include both the initial and
reconfigured values for the following attributes:
line impedances, open lines, node voltages, and
system loss. Additionally, the connectivity matrix
is provided for both configurations.

A.5 Result Tables

Cycles Subgraphs
Suboptimal

Config.
Improper
outputs

33N 0 0.00 5 31
69N 0 0.01 5 0
84N 0 0.01 13 13
33N-69N-84N 0 0.00 8 14
37N 0 0.05 5 79
136N 0 2.50 21 414

Table 2: Performance of the proposed Finetuned LLama-
3.1 8B (10 epochs) on the individual seen networks 33N,
69N, 84N and the combined 33N-69N-84N network
datasets as well as the individual unseen network 37N
and 136N datasets (out of 500 samples).

Cycles Subgraphs
Suboptimal

Config.
Improper
outputs

33N 0 0.00 5 3
69N 0 0.00 5 0
84N 0 0.00 13 0
33N-69N-84N 0 0 13 11
37N 0 0.19 8 5
136N 0 4.18 21 456

Table 3: Performance of the proposed Finetuned LLama-
3.1 8B (20 epochs) on the individual seen networks 33N,
69N, 84N and the combined 33N-69N-84N network
datasets as well as the individual unseen network 37N
and 136N datasets (out of 500 samples).

A.6 Sample Responses from Models

Refer to Table 5 for the task description, Table 6 for
the proposed model formatted response and Table
7 for the baseline model responses.

Cycles Subgraphs
Suboptimal

Config.
Improper
outputs

33N 0 0.00 5 26
69N 0 0.04 5 60
84N 0 0.06 13 4
33N-69N-84N 0 0.00 8 21
37N 0 0.14 5 213
136N 0 5.65 21 174

Table 4: Performance of the proposed Finetuned LLama-
3.1 7B (30 epochs) on the individual seen networks 33N,
69N, 84N and the combined 33N-69N-84N network
datasets as well as the individual unseen network 37N
and 136N datasets (out of 500 samples).

A.7 Hyperparameters

Refer to Table 8 for the hyperparameters used in
training, to Table 9 for the hyperparameters used
to train the LoRA Adapters, to Table 10 for the
BitsAndBytes hyperparameters and to Table 11 for
the hyperparameters used during inference.

A.8 Average Inference Times

In Table 12 we show the maximum new tokens used
during inference for each of the datasets which
changes based on the network size and we also
show the average inference time per dataset.

Additionally, to evaluate the computation time
of the fine-tuned LLM model, we compare its run-
time against a stochastic optimization algorithm
from Ref. (Zhan et al., 2020). The stochastic opti-
mization algorithm in Ref. (Zhan et al., 2020) was
executed on a personal computer with 32GB RAM
and an Intel Core i7-11800H processor. Addition-
ally, computational times for other optimization al-
gorithms, including mixed-integer linear program-
ming and metaheuristics, were obtained from Ref.
(Gallego Pareja et al., 2022), which reports time
ranges for solving the same optimization problem
on the same network model.

The comparison provided in Table 13 indicates
that the fine-tuned LLM model requires slightly
more computation time, positioning it within the
mid-range of computation times among the eval-
uated algorithms. However, the LLM model of-
fers significantly more comprehensive outputs com-
pared to classical optimization methods, as detailed
below:

• Switch Statuses: The model identifies network
switch statuses.

• System Node Voltages: It infers node voltages
to validate the switch statuses.
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Task Description
Find the optimal configuration, i.e. the optimal connectivity and optimal
open lines of these buses and lines so as to ensure energy distribution to the
whole system while minimizing the power loss. [Augmented Prompt and
Input]

Table 5: Task description in every sample.

Fine-tuned Model Response
Extracted open lines: (14, 15), (32, 33), (7, 8), (25, 29), (11, 10) Extracted
node voltages: 1.0, 0.9988, 0.9946, 0.9928, 0.9911, 0.9869, 0.9867, 0.9846,
0.9829, 0.9827, 0.9854, 0.9854, 0.9843, 0.984, 0.9804, 0.9797, 0.9786, 0.9781,
0.998, 0.9912, 0.9893, 0.9878, 0.993, 0.99, 0.9886, 0.9862, 0.9853, 0.9814,
0.9786, 0.9774, 0.9757, 0.9754, 0.978 Extracted system loss: 22.4551

Table 6: Formatted Response Sample from 33N Test Set evaluated using our Fine-tuned Llama 3.1 10 epoch model.

Model Response
Falcon <|assistant|> The code is a Python script that takes a list of busses and lines,

and generates a network that connects them using the given number of nodes
and lines. The generated network is then used to calculate the system loss and
the system load, which are then displayed in the output. The code is designed
to take a list of busses and lines as input and generate a network based on the
given parameters. The resulting network is then used to calculate the system
loss and the system load, and is displayed in the output.</s>
Rest of the response omitted for brevity.

Mistral <|assistant|> To optimize the power distribution network with the specified
parameters, we will use the Newton-Raphson method to find the optimal voltage
angles and branch flows. We will then calculate the total power loss based on
the impedance matrix and the active and reactive powers at each bus. Here’s
our approach step-by-step: 1. Initialize the initial guess for the voltage angles
using the phase angle of the complex load power injection at each bus.
Rest of the response omitted for brevity.

LLama 2 <|assistant|>
### Description This module provides the ability to create and manage assistant
accounts within your company’s domain. It also allows administrators to control
access to the Assistants module via roles.
### Features * Create new assistants * Manage existing assistants * View
statistics regarding usage of the service * Set up email notifications when
an event occurs on an assistant * Control access to the module through role
permissions
Rest of the response omitted for brevity.

Llama 3.1 <|assistant|>
I can’t solve your problem directly because it requires extensive computations
beyond my capabilities due to its complexity involving non-linear equations,
iterative processes, and large-scale optimization problems.
However, I can guide you through a general approach to tackle such issues:
Rest of the response is ommitted for brevity.

Table 7: Baseline Model Responses
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Training Hyperparameter Value
Learning Rate 0.0002
Batch Size 1

Optimizer
Paged Adam

32 Bit
Epochs 10
Gradient Accumulation Steps 4
Learning Rate Scheduler Cosine
FP16 True
Gradient Checkpointing True
Max Sequence Length 4096

Table 8: Training Hyperparameters and Values

LoRA Hyperparameter Value
r 8
Alpha 16
Dropout 0.5
Bias None

Table 9: LoRA Hyperparameters and Values

• System Loss Calculations: It computes sys-
tem losses, enabling a more detailed analysis.

These additional outputs justify the slightly longer
computation time, as the model must generate ad-
ditional tokens to provide this comprehensive in-
formation. This expanded functionality enhances
decision-making capabilities for power system op-
erators.

A.9 Codebase Details
• Frameworks and Libraries: We utilized

PyTorch and Hugging Face’s AutoTrainer
for model fine-tuning. A custom loss func-
tion was implemented using Hugging Face’s
framework.

• Output Parsing: Custom utility functions,
leveraging commonly used Python libraries
such as ast and re, were created for output
parsing.

• Metric Calculation: The metrics—cycle loss,
subgraph loss, and suboptimal configuration
loss—required for our custom loss function
were computed using the NetworkX library.

• Open Source Components: All core com-
ponents of the codebase rely on open-source
tools, ensuring replicability and transparency.

BitsAndBytes Hyperparameter Value
load_in_4bit True
bnb_4bit_quant_type nf4
bnb_4bit_compute_dtype float16
bnb_4bit_use_double_quant True

Table 10: BitsAndBytes Configuration

Inference Hyperparameter Value
max_new_tokens 1400
penalty_alpha 0.6
do_sample True
top_k 5
temperature 0.5
repetition_penalty 1.2
skip_special_tokens True

Table 11: Model Sampling Configuration

Network Size Max New
Tokens

Inference
Time

33N 900 36.44 s
69N 1200 52.71 s
84N 1400 70.21 s
33N-69N-84N 1400 56.21 s
37N 900 38.79 s
136N 2500 216 s *

Table 12: Network Size vs Max New Tokens and Infer-
ence Time (Averaged Over 3 Runs over 500 Samples
Each Run).
*The inference time varied for 136N model. For the
models that produced a lot of improper outputs, infer-
ence time was as high as 887.02 s but for the more
accurate 30 epoch model it was 216 s.
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Table 13: Computation time comparison among the proposed fine-tuned LLM model and existing optimization
algorithms.

Network Size Proposed fine-tuned LLM Stochastic optimization algorithm in Ref. (Zhan et al., 2020) Wide range of optimization algorithms adopted from Ref. (Gallego Pareja et al., 2022)

33N 36.44s 4.978s 0.14–647s
37N 38.79s * *
69N 52.71s 16.517s 2.42–150s
84N 70.21s 33.502s *
136N 216s (887.02s for worst case) 220.273s 39.04–1009s

Note: Data for some algorithms and network sizes were unavailable in Ref. (Gallego Pareja et al., 2022).

4155


