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Abstract
The development of digital linguistic resources
is essential for enhancing the inclusion of in-
digenous and marginalized languages in the
digital domain. Indigenous languages of Mex-
ico, despite representing vast typological diver-
sity and millions of speakers, have largely been
overlooked in NLP until recently. In this pa-
per, we present a corpus of audio and annotated
transcriptions of Western Sierra Puebla Nahu-
atl, an endangered variety of Nahuatl spoken
in Puebla, Mexico. The data made available in
this corpus are useful for ASR, spelling normal-
ization, and word-level language identification.
We detail the corpus-creation process, and de-
scribe experiments to report benchmark results
for each of these important NLP tasks. The
corpus audio and text is made freely available.1

1 Introduction

Data-driven approaches in NLP can offer a mul-
titude of benefits to speakers and linguists, but
the quality and availability of these technolo-
gies is largely influenced by the availability of
linguistically-annotated data for training. To that
end, we present a multi-purpose audio and text
corpus for an endangered variety of Nahuatl that
can be used to facilitate research on language tech-
nology, particularly research focused on automatic
speech recognition, spelling normalization, and the
analysis of language contact phenomena.

Western Sierra Puebla Nahuatl (Náhuatl de
la Sierra Oeste de Puebla, also called Zacatlán-
Ahuacatlán-Tepetzintla Nahuatl, ISO-639: nhi),
spoken by 17,100 speakers in Puebla, Mexico, is
one of the 30 formally-recognized Nahuatl vari-
eties spoken today. It is considered endangered,
with many communities seeing a loss or signifi-
cant reduction in inter-generational transmission
(INALI, 2009).

*Corresponding author: pughrob@iu.edu.
1https://github.com/Lguyogiro/nahuatl-tetelah

tzincocah

Figure 1: A map of Puebla’s Sierra Norte, a mountain-
ous region in the north of the state of Puebla, home to
numerous indigenous languages, including three Nahu-
atl varieties. The three municipalities corresponding to
the Nahuatl variety of our corpus, nhi or Western Sierra
Nahuatl, is highlighted in Yellow, with a green star in
the approximate location of the town of Tetelancingo.
Adapted from Sasaki (2015).

1.1 Nahuatl writing

From the early years of the Spanish invasion and
the subsequent colonization of Mexico, a system
was developed for writing the Nahuatl language
using the Latin alphabet. Given their long written
tradition via hieroglyphic writing, Nahuas largely
took to the new writing system, and over the last
500 years a voluminous canon of Nahuatl texts
have been produced. Written Nahuatl was never
strictly standardized, as evidenced by the large
amount of orthographic variability in early colo-
nial texts.

Since then, multiple orthographic standards have
been proposed for writing Nahuatl, though there
is much disagreement about standardization and
orthographic norms (de la Cruz Cruz, 2014).

One nhi-speaking town, San Miguel Tenango
(Zacatlán municipality), developed a local writ-
ten standard (henceforth “SMT Orthography") in
conjunction with the Summer Institute of Linguis-
tics (Márquez Hernández and Schroeder, 2005;
Schroeder and Márquez Hernández, 2007), and
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has produced a small number of publications using
it, including a translation of the New Testament, In
Yancuic Tlahtolsintilil.2 These publications consti-
tute most of the written material produced in this
Nahuatl variety.

1.2 Language contact

Language contact has played an enormous role in
the shaping of the vocabulary and numerous other
linguistic characteristics of Nahuatl today.

Since the invasion of Mexico in the 16th Century
by the Spanish, Nahuatl and Spanish have existed
in close contact with one another, resulting both in
extensive “material borrowing" (Matras and Sakel,
2007) such as loanwords3 and new phonemes, but
also a non-trivial amount of morphosyntactic “pat-
tern borrowing" including syntactic calques, such
as a development of the periphrastic future or the
development of adpositions from relational nouns
(Farfán, 2008; Olko et al., 2018).

The rate of bilingualism among speakers is also
quite high, and as a result code-switching and
translanguaging, in addition to the aforementioned
abundance of loanwords, is prevalent in Nahuatl
speech, with the frequency of code-switching vary-
ing by speaker, register, and community (MacSwan,
2000; Petrović, 2016).

2 Related work

Even though Nahuatl is perhaps the most re-
searched and well-documented indigenous lan-
guage of the Americas, only recently has it begun
receiving attention in the NLP community.

The release of the Axolotl corpus (Gutierrez-
Vasques et al., 2016) marked an important mile-
stone in Nahuatl NLP, making tens of thousands of
parallel Nahuatl-Spanish sentences, from diverse
sources and multiple Nahuatl varieties, available to
MT researchers in machine-readable format. Since
then, Nahuatl has consistently been included in
the AmericasNLP shared task of open MT (Mager
et al., 2021; Ebrahimi et al., 2023). Amith et al.
(2019) released a large corpus of transcribed and
translated speech of the Highland Puebla variety,
which has been used for developing ASR (Shi et al.,
2021) and Speech-to-text translation (Amith et al.,

2https://www.scriptureearth.org/data/nhi/PDF/
00-WNTnhi-web.pdf

3On the topic of Spanish loans in Nahuatl, Hill and Hill
(1986) note, “A lexicon of the borrowings would be, quite
simply, the dictionary of the Mexican Spanish spoken in the
region."

2021). A subset of these transcriptions, in addition
to other Highland Puebla Nahuatl texts, were anno-
tated for morphosyntactic information in the form
of a UD treebank (Pugh and Tyers, 2024).

The nhi Nahuatl variety has also been the focus
of NLP resource and tool development, with the
release of a morphological analyzer (Pugh and Ty-
ers, 2021) and a 10,000-token UD treebank (Pugh
et al., 2022).

Low-resource ASR capabilities have improved
greatly with the ability to fine-tuned large, pre-
trained models such as Wav2Vec (Schneider et al.,
2019) and Wav2Vec 2.0 (Baevski et al., 2020).
The recent Massively Multilingual Speech (MMS)
project offers a large multilingual speech model
(Pratap et al., 2024) trained on data from over a
thousand languages.

Text normalization is a valuable upstream task
in NLP. Automatic orthographic normalization can
be useful in digital archive creation (Rubino et al.,
2024; Tyers et al., 2023), for OCR post-processing
(Srigiri and Saha, 2020), and syntactic parsing
(Pugh et al., 2022), among other tasks. Further-
more, spell-correction systems may be useful for
encouraging language learning and literacy for en-
dangered languages (Arppe et al., 2016; Oncevay
et al., 2022).

The most successful approaches to orthographic
normalization typically leverage character-based
machine translation techniques (Lusetti et al., 2018;
Bollmann, 2019). Text-to-text transformer (T5)
(Raffel et al., 2020) model have recently been used
successfully on the task of spelling normalization
(Ramaneedi and Pati, 2023; Al-Qaraghuli and Jaa-
far, 2024). Since it is uncommon to have a large
corpus of corrected spelling errors, particularly in
the case of endangered languages, synthetic errors
can be leveraged for fine-tuning such a transformer
model (Etoori et al., 2018; Jayanthi et al., 2020).

Automatic language identification in language-
contact settings has been an area of interest for
many NLP researchers over the last decade, notably
with multiple iterations of the “Language Identifica-
tion in Code-Switched Data" shared task (Solorio
et al., 2014; Molina et al., 2016), which included
code-switching datasets from a number of language
pairs. These tasks, as well as a more recent shared
task on Guaraní-Spanish code-switching analysis
(Chiruzzo et al., 2023), are closely-aligned with the
language identification task and data described in
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Figure 2: An illustration of an annotated sentence. The text field’s color-coded words corresponds to the language
identification tags (green=nhi, blue=spa, orange=mixed). In the actual dataset, each of these metadata blocks is
followed by a list of the tokens with their language labels. The text[orig] field corresponds to the unnormalized
version of the transcription. The doc_id identifies the filename of the corresponding wav file, and the timestamp
fields indicate at what point in the audio the utterance takes place.

this paper for the Nahuatl-Spanish language pair.4

A different but related task is that of subword-level
language identification, which was explored for
Spanish and Wixarika, an indigenous language of
Mexico, by Mager et al. (2019).

For word-level language identification, CRF and
LSTM-CRF were most common in the first two
shared tasks. More recently, pre-trained multi-
lingual language models such as mBERT (Devlin
et al., 2018) have been successfully leveraged for
a variety of NLP tasks, including code-switched
language identification (Pugh and Tyers, 2023).

The language identification task in our corpus
also labels adapted loanwords. Ali et al. (2024)
explore loanword detection for a low-resource lan-
guage pair. Álvarez-Mellado and Lignos (2022)
released a corpus of Spanish annotated for loan-
words and investigated a number of sequence tag-
ging models’ performance on loanword identifica-
tion.

3 Corpus creation

The corpus originated as a set of fieldwork record-
ings initially collected as part of an NSF-funded
project5, but were excluded from the project due
to their their largely-conversational nature and fre-
quent language mixing and code-switching with

4We note, however, the difficulty of distinguishing between
cases of code-switching and borrowing, both generally as well
as specifically in the case of Nahuatl (Hill and Hill, 1986), and
generally avoid explicitly describing our data as one or the
other throughout this paper.

5NSF Dynamic Language Infrastructure grant #2123578
entitled “Collaborative Research: Improving Techniques of
Automatic Speech Recognition and Transfer Learning using
Documentary Linguistic Corpora”

Sents Words Type/Token
Norm. 2,681 26k 0.19
Orig. 2,681 31k 0.15

Table 1: A table of basic corpus statistics, comparing
the original and normalized transcriptions.

Spanish.
The resulting transcriptions make up 2,681 sen-

tences consisting of 26,023 tokens. Each sentence
also has a corresponding normalized version, a
Spanish translation, and word-level language anno-
tations on the normalized version.

3.1 Transcription and translation

In total, there are 3 hours and 24 minutes of au-
dio. The corpus contains recordings from 5 distinct
speakers, 3 women and 2 men, the youngest of
which was in their 20s and the oldest in their 80s.
3 of the 4 speakers were born and raised in the
town of Tetelancingo, Zacatlán, Puebla, with one
speaker from a neighboring town.

The recordings consist of free-form dialogues
and monologues about daily activities or specific lo-
cal knowledge topics (e.g. the founding and history
of the town).

The original transcriptions for all of the audio
was performed by the third author, a native speaker
of nhi, using ELAN (Wittenburg et al., 2006).
They were then processed and edited collabora-
tively with other members of the project, as de-
scribed in Section 3.2. People’s names were re-
placed with other common names in the transcrip-
tions to avoid personally-identifying individuals.
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3.2 Transcription normalization

Given that there is no agreed-upon written standard
for Nahuatl, and the fact that the project’s tran-
scriber has not received formal literacy instruction
in Nahuatl, the transcriptions are provided in an
orthography that they were most comfortable with,
and does not follow any particular standard, nor
is necessarily consistent throughout the corpus. In
addition to the transcriber’s orthographic choices,
there are also a number of typos and misspellings.
The transcriptions in our corpus likely reflect the
writing of many literate (in Spanish) Nahuatl speak-
ers.

While we are not by any means suggesting that it
is the place of linguists to encourage specific writ-
ing practices among speakers, there are tangible ad-
vantages to having an orthographically-consistent
database of transcriptions, such as making search
and analysis significantly more straightforward.
Furthermore, in the case of Western Sierra Puebla
Nahuatl, the existence of a local community stan-
dard (SMT orthography) may be a good starting
point for speakers who wish to model their writing
on such standardized orthographic rules. In our cor-
pus, we therefore explore automatic spelling nor-
malization, providing both the original transcrip-
tions as well as a version that has been normalized
to the SMT orthography.

The process of creating the normalized transcrip-
tions involved multiple steps: first, the first au-
thor made a first pass at manual normalization
based on published works using SMT Orthogra-
phy. Then, the fourth author, a native-speaker who
has received formal instruction in the SMT Orthog-
raphy, worked with the third author (the original
transcriber) to make additional edits to ensure the
transcriptions fit the standard as closely as possible.

We observe a few trends in the orthography em-
ployed in the original transcriptions. They do not
follow the common standard for what constitutes
an orthographic word, frequently (though not en-
tirely consistently) tokenizing subject and object
prefixes from a verb stem or the possessive prefix
from a noun stem, or concatenating two syntactic
words into a single orthographic word (e.g. ichin
vs. ich in).

3.3 Annotating for language contact
phenomena

As a result of the close contact between Nahuatl
and Spanish over five centuries, there are a variety

of language-contact phenomena worth studying in
any collection of Nahuatl speech. This can range
from vocabulary items (borrowings) to syntactic
convergence. To help facilitate this research, we
label each word based roughly on its language of
origin or status as a named entity. The complete set
of labels with descriptions and examples is found
in Table 3.

The first author manually annotated the en-
tire dataset using the open-source annotation tool
doccano (Nakayama et al., 2018). As a quality
check, the last author also annotated a random se-
lection of 10% of the sentences. The two sets of
annotations agreed on over 95% of cases, and many
of the disagreements were due to incidental mis-
takes by either annotator. The remaining differ-
ing annotations were decided on via discussion.
For example, one question that arose was whether
the word tons, a shortened form of the Spanish
entonces “then", should be labeled as asl or spa.
After consulting Soler Arechalde (2020), which
identifies tons as one of the many shortened varia-
tions of entonces in Mexican Spanish, we agreed
to annotate it as spa. Another example of such a
disagreement was about whether to annotate the
word den, (a shortening of the Spanish word de
“of/from" concatenated with the Nahuatl word in,
an article or subordinator) as mixed or asl. We set-
tled on the former, since it contains material from
both languages.

The final annotated corpus consists of the col-
lected audio files and a set of corresponding
.conll files, containing the original and normal-
ized texts, corresponding audio file name, and start
and stop timestamps in the metadata (shown in Fig-
ure 2, where we have color-coded the text meta-
data field instead of listing the tokens and annota-
tions one per line as they are in the files), followed
by the sentence tokens with their language tags.

4 Experiments and benchmarks

In this section we describe experiments and results
to provide a benchmark for each task.

4.1 ASR

Since the advent of large-scale unsupervised pre-
training of audio, passable ASR performance can
be achieved by training on a relatively small
amount of transcribed audio. We explore low-
resource ASR for nhi using our corpus, keeping
3 hours of speech for training and holding out ap-
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Original SMT Translation
nuchi ki kuhuah huehka, huan
patillo

nochi quicoah uehca, uan
patiyoh

“They buy everything far away
and expensive."

ken kachi se tlejco para tlakpak
ichin tipetl

quen cachi setlehco para tlac-
pac ich in tipetl

“as we continue ascending on
the hill"

i ixkon tle cumpa iixcon tlen ic ompa “In front of there"

Table 2: Examples of the original and normalized orthographies (in the SMT Orthography) contained in the corpus.
Note the use of different letters (e.g. k vs. c and qu) and word tokenization decisions (e.g. ki kuhuah vs. quicoah
and ichin vs. ich in.

Label Description Example N %

nhi Nahuatl word otinechnonotz “You spoke to me." 18,170 70
spa Spanish word durazno “peach", cuando “when" 6,002 23
mixed Word with nhi & spa morphemes tiestudiarosqueh “We will study" 701 3
asl Phonologically-adapted Spanish loan xapohtl “jabón", quemeh “como" 400 2
person Proper name of a person. Adán, Aureliahtzin 334 1
place Proper name of a location. Zacatlán, Sempoaltepec 217 0.8
intj An interjection or disfluency. ay, eh 194 0.7
org Company or product name. YouTube, La Rosa de Guadalupe 5 0.01

Table 3: An overview of the language identification labels used. We assign the nhi label to any Nahuatl word not
of Spanish origin (i.e. it may also include words loaned from other Mesoamerican languages). The spa label is
used both for Spanish loanwords that have not been changed phonologically, as well as for Spanish words used in
code-switched sequences. mixed words can be any combination of Spanish and Nahuatl morphemes, but frequently
occur in our corpus as a Spanish Noun or Verb stem with Nahuatl inflectional morphology. Note that a word’s
belonging to the asl class may not always be clear, particularly if the phonological change is substantial. We
labeled these words to the best of our abilities, consulting with speaker’s intuitions and research on linguistic contact
in Nahuatl (Hill and Hill, 1986; Karttunen and Lockhart, 1976). person words may also contain some Spanish
nominal morphology, such as the diminutive/reverential suffix (as in the example above Aureliahtzin “honorable
Aurelia") or a possessive prefix noVale “My Valeria".

proximately a half-hour for evaluation (this split
corresponds to one of the ten folds used in the other
experiments). We leverage MMS-1B base model
from the Massively Multilingual Speech (MMS)
project (Pratap et al., 2024), which the authors
claim is capable of performing ASR, TTS, and
language ID for over 1,000 languages, including
nhi. The nhi training data comes from an audio
Bible.6

We first evaluate the performance of the off-the-
shelf MMS model without fine-tuning. Next, we
fine-tune the MMS model on the training data. We
use adapter-layer fine-tuning (Houlsby et al., 2019),
which reduces the necessary compute resources for
fine-tuning large models. We train the adapter-
layers for 100 epochs, reporting the epoch with

6The nhi Bible in question was produced in the commu-
nity of San Miguel Tenango, and as such, it uses the same
orthography we normalize to in the corpus.

the best test-performance.7 We also perform the
same fine-tuning procedure using the original tran-
scriptions, to get a sense of how difficult it would
be to accommodate a non-standard, occasionally
inconsistent orthography.

Results & analysis The results of the ASR ex-
periments are listed in Table 4. performance of the
off-the-shelf MMS model is underwhelming, with
a word error rate of over 70% and a character error
rate of 25%. Upon further observation, we find
that this model tends to produce phonotactically-
plausible nhi-words and many actual nhi words,
but often concatenates adjacent words (e.g. mo-
prestarouica instead of moprestaroua ica, “It lends
itself to..." ). We also find a number of errors in
mixed-language words (e.g. lomojosgado instead

7We use the Wav2Vec2ForCTC class from the
huggingface library with default hyperparameters, 0
dropout, and “mean" as the ctc_loss_reduction.
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of namojuzgado, “your (pl.) court", and negaluilia
vs. negaruilia, “To deny someone something").

It is also worth pointing out that some of the
errors identified are due simply to dialect-internal
variation: The Bible in the MMS training data is
written in the nhi as spoken in the town of San
Miguel Tenango, where subject prefixes can in
many contexts be realized as “inverted" or “meta-
thetic" compared to surrounding nhi communities
such as that of our corpus, Tetelancingo (Schroeder
and Tuggy, 2010). We see some errors due to the
model generating, e.g., a verb with the inverted
second-person subject prefix it- instead of ti-, as
it occurs in our corpus.

After fine-tuning this model on just 3 hours, we
see a significant performance improvement, with
WER and CER dropping to about half their values
with the off-the-shelf MMS model. However, these
numbers may be slightly inflated, given that the
train and test data were split at the sentence level
instead of the document/dialogue level. As such,
there is certainly more vocabulary overlap than if
the partitions were made at the document level,
not to mention speaker overlap. Fine-tuning on

Exp. WER CER

MMS off-the-shelf 0.71 0.25
nhi fine-tuned 0.38 0.12

nhi non-normalized 0.41 0.12

Table 4: The results of different ASR experiments on
the corpus. For the nhi experiment, we evaluate fine-
tuning the base MMS model via adapter layers on 3
hours of nhi audio.

the original, nonnormalized transcripts produced
a model whose performance was not much worse
than when learning to transcribe the normalized
orthography. This suggests that, while the orthog-
raphy in the original transcriptions may not adhere
to any particular writing standard, it does contain
some internal consistency and lends itself to model-
ing. Perhaps a future line of research could investi-
gate the potential to leverage adapter fine-tuning to
enable an ASR model to output any given individ-
ual’s preferred orthographic patterns with a small
amount of their written text.

4.2 Heldout speaker analysis

One limitation of our approach to ASR analysis is
that, due to the limited volume of data, the same

speakers appear in both train and test datasets (dif-
ferent utterances). To get an idea of how well our
model would perform on an unseen speaker, we
also perform heldout speaker experiments, where
for each of the five speakers, we train a model
on the remaining four and evaluate on the heldout
speaker. The results are presented in Table 5. Not
all speakers are equally represented in the dataset,
so in addition to unseen-speaker performance, these
results also reflect the resultant training data size
after removing a given speaker. Figure 3 shows the
relationship between performance and the volume
of training data.

Speaker ID WER CER Train dur.

ZWZ835 0.50 0.15 2hr 24min
WWT836 0.51 0.16 2hr 28min
TTA838 0.35 0.10 3hr 4min
RET846 0.44 0.11 2hr 53min
QUZ839 0.31 0.08 2hr 54min

Avg. 0.42 0.12 2hr 45min

Table 5: Evaluation metrics for the held-out speaker
experiments. The average error is higher than the per-
formance reported in Table 4. This suggests that, intu-
itively, having seen speakers in training improves per-
formance on test data with the same speakers. However,
part of this decreased performance may be the result of
simply reducing the training data size. In fact, some of
the held-out speaker experiments with the equivalent
training data volume show better performance than the
overall results, suggesting that training data size is per-
haps more important than having seen a speaker during
training.

There is an apparent correlation between training
data size and performance on a held-out speaker,
with the two most prevalent speakers in the corpus
(those who left the least amount of training data)
having the highest error rates. Two of the three
speakers who, when removed, left approximately 3
hours of training data (the same amount that was
used in experiments in Table 4), show better error
rates than the overall fine-tuned performance in Ta-
ble 4. This pattern appears to deviate for two cases:
speakers RET846 and QUZ839 have approximately
the same amount of training data, yet the model
performance is much worse (more than 10 points)
for speaker RET846. This discrepancy may be due
to age, since the latter speaker is the oldest in our
corpus, substantially older than the remaining four.
This observation underscores the need for diverse
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Figure 3: A plot of the ASR model’s performance on
held-out speakers as a function of training data volume.
The apparent negative correlation suggests that having
more training data (even on unseen speakers) improves
the WER of unseen speakers’ speech.

representation across age groups to enhance the
model’s generalizability on other speakers.

4.3 Spelling normalization
The normalization of transcriptions is most-
straightforwardly framed as a sequence-to-
sequence (Seq2Seq) task. We use a “text-to-text
transformer (T5)" model (Raffel et al., 2020)
for this task. Additionally, we test how GPT-4o
performs the task using few-shot, in-context
learning.

Exp. WER CER

Default 0.7 ± 0.01 0.24 ± 0.01
baseT5+bible+ft 0.16 ± 0.01 0.04 ± 0.00
IndT5+bible+ft 0.20 ± 0.01 0.07 ± 0.01
GPT-4o 0.73 ± 0.04 0.18 ± 0.02

Table 6: Results on the Spelling Normalization task,
averaged over 10 folds (the standard deviation is also
included). “Default" refers to the error rates if we leave
the input unchanged (e.g. the error rate of the original
text compared to the normalized text). The two T5
experiments are fine-tuned twice, once on the Bible
with synthetic errors, and again on the training data.

Since, in the context of sentence-level seq2seq
tasks, the data volume in our corpus is relatively
small, we leverage external resources to improve
model performance when trained on our data.
First, in one experiment, we test the IndT5 model
(Nagoudi et al., 2021), which was fine-tuned on
a number of languages of the Americas, includ-

ing some varieties of Nahuatl.8 Second, we lever-
age the translation of the New Testament into nhi,
scraped from the web.

We introduce synthetic errors to the Bible text
randomly and fine-tune the transformer model to
correct them. The synthetic errors are: deletion
(removing a character), insertion (adding an addi-
tional character), transposition (swapping the order
of two adjacent characters), substitution (replacing
one character for another), word fusing (removing
the space between two words), and word splitting
(inserting a space into a word). Each sentence
received one synthetic error type, generated in a
random location within the sentence. These error
types were evenly distributed across the text.

The resulting model is then further fine-tuned
on the training data from our corpus.9 For a more
robust and representative evaluation of model per-
formance, we perform 10-fold cross validation.

We also explore few-shot, in-context learning on
the spelling normalization task, using the GPT-4o
model, in order to better understand LLM behavior
on real-world linguistic annotation for a language
that is certainly underrepresented in training data.

Two main sources were used as references for
prompt composition: OpenAI (2024)10 and Bsharat
et al. (2023). For each fold, the prompt includes
five examples randomly selected from the train-
ing set for each fold. The Prompt for the spelling
normalization is found in Appendix A.

Results & analysis Results for all experiments
can be seen in Table 6. We compare the models to a
“Default" baseline, which is simply the word- and
character-error rates of the original text compared
to the normalized text.

Both t5 experiments, which are first fine-tuned
on the Bible with synthetic errors, and then fine-
tuned on the corpus data, significantly outperform
the “Default" baseline, while still leaving some
room for improvement (the best system still has a
WER of 16%). Interestingly, the base model out-
performs the IndT5 model, despite the latter being

8Training data included the Nahuatl Wikipedia, which does
not correspond to any particular variety, and instead is written
in a Classical Nahuatl-influenced mixture of Nahuatl varieties,
and in some cases articles are written by non-native-speaker
enthusiasts. This leads us to hedge when referring to this as
“Nahuatl" data.

9We use the AutoModelForSeq2SeqLMclass from the
huggingface library for fine-tuning, with default hyperpa-
rameters.

10https://platform.openai.com/docs/guides/prom
pt-engineering
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trained with Nahuatl data, among other indigenous
languages of the Americas. We suspect this poorer
performance from the indigenous-languages model,
despite having language-specific training data, may
be due to the quality of the training data and the
fact that the set of languages it was trained on,
though all indigenous languages of the Americas,
are neither related genetically nor via contact.

The performance of the few-shot, in-context
learning for this task was poor. In fact it resulted in
a lower WER than the “Default" baseline (i.e. it was
worse than doing nothing to the original transcrip-
tions), and only a slightly better CER. We observe
the model apparently identifying misspellings and
orthographic issues where there are none, and in
turn introducing additional errors to the original
text.

While GPT-4o was trained on at least some
Nahuatl text, much (perhaps most) of the Nahu-
atl text available online is either in the historical
variety (often called “Classical Nahuatl"), or al-
ternatively may be written by non-native speaker
enthusiasts. As an interesting related anecdote,
during one of the runs using GPT-4o for spelling
normalization, the output used the macron symbol
over a number of vowels. This reflects an academic
orthographic style, e.g. that used by Launey and
Mackay (2011), wherein the macron is used to rep-
resent long vowels, that is inconsistent with the
SMT orthography (and virtually all contemporary
Nahuatl orthographies).

These results align with observations made in
McCoy et al. (2024) that, on low-probability tasks
and/or low-probability inputs (both of which hold
in our case), LLMs are biased towards the output
with the highest unconditional probability. In our
case, the model selects text that may have a high
frequency (relative to other texts conditioned on a
prompt about Nahuatl) in its training data, regard-
less of whether this text truly satisfies the prompt’s
request. We acknowledge that ours is but a prelim-
inary effort with respect to using LLMs for low-
resource spelling normalization, and recognize the
possibility that performance could improve with
more rigorous prompt engineering.

4.4 Language identification
The ability to automatically annotate words in tran-
scriptions for language identification could be use-
ful in language documentation scenarios and quan-
titative linguistic analysis, particularly if paired
with, e.g., a syntactically annotated corpus.

We use the MaChAmp toolkit (van der Goot
et al., 2021) with default hyperparameter settings,
to fine-tune contextual subword embeddings from a
few different pretrained transformer language mod-
els, with a softmax layer for word-level classifica-
tion. Our motivation for this approach is the gen-
erally high-performance achieved on a diverse set
of NLP tasks via fine-tuning pretrained language
models, as well as the first-place submission to
the “IberLEF2023 Shared Task on Guarani-Spanish
Code Switching Analysis" (Pugh and Tyers, 2023).
We experiment with multilingual BERT (Devlin
et al., 2018), the base T5 (Raffel et al., 2020) model,
and IndT5 (Nagoudi et al., 2021), a fine-tuned t5
model trained on data from a number of indigenous
languages of the Americas (including some Nahu-
atl). Finally, we explore LLM in-context learning
with GPT-4o (Prompt in Appendix B).

Results & analysis Table 7 shows the perfor-
mance of the three transformer-based taggers and
the few-shot LLM experiment. In the analysis,
we decided to ignore the org label. It only cov-
ers 5 words in the entire corpus and many folds
had no instances of this label in the training par-
tition, which resulted in artificially low averages
and high variation in the 10-fold analysis. Results
on this task are generally quite good for the fine-
tuned transformers, with all three models tested
achieving a macro-f1 score of 0.96 or greater. The
three pretrained transformers yield similar results.
As with the spelling normalization task, we don’t
observe any advantage to using the indigenous-
specific IndT5 model over the base model.

The few-shot in-context learning with GPT-4o
performs only slightly worse than the other three
models for the most frequent labels, nhi and spa,
but appears to struggle to identify mixed words.
This technique for word-level tagging also pre-
sented an added challenge: On generating the out-
put text with corresponding word-labels, in some
cases the words in the model output were different
than those in the input (e.g. input: otiahsiqueh, out-
put: otiahsiquih) or split a single word into two (e.g.
input: ocsipa, output: oc, sipa.) Thus the model
output may require some manual post-processing.

5 Concluding remarks and future work

We describe the release of an open-source, multi-
use, audio and text corpus of the Western Sierra
Puebla variety of Nahuatl. In addition to providing
details about building and annotating the corpus,
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nhi spa mixed asl person place intj macro

mBERT
Prec 0.99 ± 0.0 0.98 ± 0.01 0.97 ± 0.02 0.98 ± 0.01 0.97 ± 0.03 0.97 ± 0.03 1.0 ± 0.0 0.98 ± 0.01
Rec 0.99 ± 0.0 0.98 ± 0.01 0.92 ± 0.02 0.98 ± 0.01 0.98 ± 0.02 0.97 ± 0.04 0.98 ± 0.03 0.97 ± 0.01
F1 0.99 ± 0.0 0.98 ± 0.01 0.95 ± 0.02 0.98 ± 0.01 0.97 ± 0.01 0.97 ± 0.02 0.99 ± 0.01 0.97 ± 0.01

IndT5
Prec 0.99 ± 0.0 0.98 ± 0.01 0.96 ± 0.03 0.98 ± 0.01 0.97 ± 0.03 0.97 ± 0.03 1.0 ± 0.0 0.98 ± 0.01
Rec 0.99 ± 0.0 0.97 ± 0.01 0.89 ± 0.04 0.98 ± 0.02 0.97 ± 0.02 0.94 ± 0.06 0.96 ± 0.03 0.95 ± 0.01
F1 0.99 ± 0.0 0.98 ± 0.01 0.92 ± 0.03 0.98 ± 0.01 0.97 ± 0.02 0.95 ± 0.03 0.98 ± 0.01 0.96 ± 0.01

t5-base
Pre 0.99 ± 0.0 0.97 ± 0.01 0.96 ± 0.02 0.99 ± 0.01 0.96 ± 0.05 0.98 ± 0.03 1.0 ± 0.0 0.97 ± 0.01
Rec 0.99 ± 0.0 0.97 ± 0.01 0.88 ± 0.04 0.98 ± 0.02 0.97 ± 0.02 0.94 ± 0.06 0.95 ± 0.04 0.95 ± 0.01
F1 0.99 ± 0.0 0.97 ± 0.01 0.92 ± 0.01 0.99 ± 0.01 0.96 ± 0.03 0.96 ± 0.04 0.97 ± 0.02 0.96 ± 0.01

GPT-4o
Pre 0.94 ± 0.01 0.92 ± 0.02 0.87 ± 0.13 0.65 ± 0.2 0.93 ± 0.06 0.93 ± 0.05 0.93 ± 0.1 0.88 ± 0.05
Rec 0.97 ± 0.01 0.93 ± 0.02 0.12 ± 0.07 0.44 ± 0.1 0.94 ± 0.05 0.93 ± 0.06 0.87 ± 0.11 0.74 ± 0.04
F1 0.96 ± 0.01 0.93 ± 0.02 0.19 ± 0.11 0.51 ± 0.12 0.93 ± 0.03 0.93 ± 0.04 0.89 ± 0.08 0.76 ± 0.04

Table 7: Results of 10-fold cross validation on word-level Language Identification, comparing three different
pretrained language models and an in-context learning approach using GPT-4o. With respect to the pretrained
transformer models, we find that, despite the IndT5 model being previously fine-tuned specifically on indigenous
languages of the Americas (including Nahuatl), it is at best comparable to multilingual BERT on this task, and has
essentially the same performance as the base t5 model. GPT-4o performs only marginally worse than the other
models for some labels, e.g. nhi and spa, but significantly underperforms for other labels (e.g. asl). For all analyses
in this table, we ignore the org label. Since it appears in only 2 sentences, it is not present in the training data for
some folds and as such has an out-sized effect on the macro metrics.

we also demonstrate how the corpus can be used
for three NLP tasks: ASR, Spelling Normaliza-
tion, and Language Identification. We report on
benchmarks that leverage multilingual pretrained
models, as well as few-shot, in-context learning
with GPT-4o.

For ASR, we show that a mere 3 hours of tran-
scribed audio drastically improves the performance
of an off-the-shelf multilingual model. For the
Spelling Normalization and Language Identifica-
tion tasks, we find that fine-tuning pretrained trans-
former models on a relatively small (around 2,000
sentences) training set outperforms the prompted
LLM model, though we note room for potential
improvement via further prompt engineering. We
also find that a T5 transformer model, specifically
trained for indigenous languages of the Americas,
does not provide any advantage for our two text-
based tasks, and for spelling normalization, in fact
performs notably worse. This finding suggests a
need for an alternative approach to improving pre-
trained language models for indigenous languages.

In the future, we plan to add to this corpus by
automating a large part of the annotation process
on additional recordings and/or nhi transcriptions.

6 Limitations

Our dataset comes from a small set of nhi-speakers
from a single town, and cannot possibly represent
the linguistic variability in all nhi communities,
let alone other Nahuatl-speaking communities of

different varieties. Therefore, there exists a risk
that the results we report on in this paper do not
generalize even to other nearby communities, let
alone to Nahuatl data from other varieties.

Our transformer-based experiments were trained
until an apparent flattening of the dev loss, but due
to resource constraints, we could not evaluate the
impact of further training.

All of our experiments were trained on machines
containing between 1 and 4 large GPUs, and as
such they are not practically reproducible for in-
dividuals without access to such computing re-
sources.

Although we made an effort to construct quality
prompts based on published recommendations and
some iteration, we did not exhaust the prompt en-
gineering in our LLM experiments. It is possible
that the LLM experiments could yield much better
results given more concerted prompt-engineering
efforts.
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A Prompt for text standardization

You are an expert in Nahuatl writing. Your task is to correct and normalize the orthography of Zacatlán-Ahuacatlán-Tepetzintla
Nahuatl (ISO-639: nhi, aka Western Sierra Puebla Nahuatl). You will be provided a list of Nahuatl phrases delimited by new
lines. Work through the list one phrase at a time.

# Notes

- Use the San Miguel Tenango orthography, as demonstrated in the examples, and exemplified in the nhi Bible, "In
Yancuic Tlahtolsintilil". Follow the format guide and do not include any additional text.
- Here are some details about the target orthography:

- For the phoneme /k/ (typically written as k, c, or qu), use "qu" before "i" and "e", and "c" elsewhere
- For the phoneme /s/ (typically written as s, z, or c), use "s"
- For the phoneme /ts/ (typically written as ts or tz), use "tz"
- For the phoneme /w/ (typically written as hu, uh, w, or u), use "u"
- Spanish words, and the part of mixed-language words that is Spanish, should be written in standard Spanish orthography.

- Make sure to keep orthographic words together. For example, if the subject prefix is written separately from the verb, join
them in the output: "ni nihnimi" -> "ninihnimi."

# Hint

- Pay attention to where words are split and/or joined in phrases. Keep this hint in mind when examining the examples,
determining errors, and making corrections.

# Output Format Guide

<insert output phrase>
<insert output phrase>
<insert output phrase>

# Examples

Example 1:
Input:
Output:
Examples 2-5

# Steps

1. Review the hint.
2. Examine the examples.

- In each example, compare the input to the output.
- Observe the orthography, paying attention to work tokenization and character selection.
- Remember the hint while examining the examples.
- Remember the rules about the orthography.

3. Review the current phrase.
4. Determine if there are errors in the phrase.

- While determining if there are errors, keep in mind the dialect used in the examples and remember the hint.
5. If there are no errors, return the phrase unchanged following the Output Format Guide.
6. If there are errors, correct the errors.

- Think it through step by step.
- Remember the hint and examples.
- Ensure that there are no "k" characters in the output, and that the /w/ phoneme is always written with "u".

- After determining the best corrections, return the phrase following the Output Format Guide.
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B Prompt for Language Identification

You are an expert linguist in Nahuatl (nhi) and Spanish (spa). You will be provided a list of bilingual phrases delimited by new
lines, which contain both Nahuatl and Spanish vocabulary. Your task is to assign a tag to each word in every phrase one phrase
at a time.

# labels

There are eight labels: "nhi" = Nahuatl word, "spa" = Spanish word, "mixed" = word containing both Nahuatl and
Spanish morphemes, "NE-Place" = Place name, "NE-Organization" = Organization name, "NE-Person" = Person name,
"adapted-spanish-loan" = a word which was borrowed from Spanish but is now written with Nahualt phonology, "intj" =
interjection

# Examples

Example 1:
*Input:**
*Output:**

Examples 2-5

# Steps

Step 1. Thoroughly study the labels and examples before beginning the task.
Step 2. Work through the input one phrase at a time.
Step 3. Review the current phrase from the input.
Step 4. Assign a label to each word within the phrase.
Step 5. Return the output following the same output format used in the examples.
Step 6. Continue until you have worked through all the lines of the input.
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