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Abstract

Large Multimodal Models (LMMs) exhibit
impressive performance across various mul-
timodal tasks. However, their effectiveness
in cross-cultural contexts remains limited due
to the predominantly Western-centric nature
of most data and models. Conversely, multi-
agent models have shown significant capabil-
ity in solving complex tasks. Our study eval-
uates the collective performance of LMMs in
a multi-agent interaction setting for the novel
task of cultural image captioning. Our contri-
butions are as follows: (1) We introduce Mo-
sAIC, a Multi-Agent framework to enhance
cross-cultural Image Captioning using LMMs
with distinct cultural personas; (2) We pro-
vide a dataset of culturally enriched image cap-
tions in English for images from China, India,
and Romania across three datasets: GeoDE,
GD-VCR, CVQA; (3) We propose a culture-
adaptable metric for evaluating cultural infor-
mation within image captions; and (4) We show
that the multi-agent interaction outperforms
single-agent models across different metrics,
and offer valuable insights for future research.
Our dataset and models can be accessed at
https://github.com/MichiganNLP/MosAIC.

1 Introduction

Large Multimodal Models (LMMs) demonstrate
remarkable performance across various multimodal
tasks. Despite these achievements, their effective-
ness in cross-cultural contexts remains limited due
to the predominantly Western-centric nature of
most data and models (Hershcovich et al., 2022;
Bhatia et al., 2024). Conversely, multi-agent mod-
els have proven to be highly capable, often ex-
celling in solving complex tasks (Guo et al., 2024).
In this paper, we propose to evaluate and analyze
the collective performance of LMMs as multi-agent
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The picture depicts pasca and cozonac, foods that are 
traditionally made in Romania at Easter. The food is placed on 
a kitchen table decorated with traditional red and white towels.

a: The food is pasca 
and cozonac, made in 
Romania at Easter.
q: What room is in 
the picture?

a: This looks 
like a kitchen
…
q: What is on 
the table?

a: On the table are 
red and white 
towels and food.
q: What kind of 
food is that?

Figure 1: In a multi-agent setting, three LMM agents,
each embodying a curious persona and drawing upon
knowledge from distinct countries (India, China, and Ro-
mania), participate in a question-and-answer dialogue
centered around an image. A fourth agent then sum-
marizes their discussion, creating a culturally enriched
image caption.

models in the novel multimodal task of culturally
enriched image captioning.

Culture is a complex and elusive concept. As
Adilazuarda et al. (2024) show, Culture is a mul-
tifaceted concept meaning different things to dif-
ferent people at different times. This complex-
ity is apparent in various cultural expressions,
such as proverbs, social norms, and other context-
dependent elements. In our work, we adopt the
definition provided by Nguyen et al. (2023) and fo-
cus on visual cultural elements such as food, drinks,
clothing, traditions, rituals, and behaviors.

Culture is strongly tied to our group-oriented
human nature, which allows us to learn from one
another over generations. Furthermore, as soci-
ologists and anthropologists have demonstrated,
our progress as a species is primarily due to our
cooperative nature, rather than individual knowl-
edge (Henrich, 2015). Inspired by the success of
human collective intelligence, we conceptualize
the culturally enriched image captioning task as
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a “social task”. Specifically, we frame it as a di-
alogue between three agents from different cul-
tures who seek to learn about each other’s cultures
through an image. They engage in asking questions
and sharing insights, akin to human collaborative
problem-solving. A moderator provides examples
of initial questions and highlights key visual cul-
tural aspects to focus on. The conversation is then
summarized into a comprehensive cultural image
description (see Figure 1). Our findings indicate
that this multi-agent approach yields better results
than single-agent methods.

We summarize our contributions as follows.
First, inspired by collective intelligence, we pro-
pose MosAIC, a novel multi-agent framework to
improve cross-cultural image captioning perfor-
mance. Second, we share a dataset of 2,832 cul-
turally enriched image captions in English, for
images from three different countries: China, India,
and Romania, across three datasets: GeoDE, GD-
VCR, and CVQA. Third, we introduce a culture-
adaptable metric for evaluating cultural infor-
mation within image captions. Finally, we show
that multi-agent interaction surpasses single-
agent (and culturally fine-tuned) models across
different metrics, and provide actionable steps for
future work.

2 Related Work

Large Multi-Agent Multimodal Models. The
inspiring progress of Large Language Mod-
els (LLMs) has led to the proposal of LLM-
based multi-agents that leverage the collective
intelligence and specialized skills of multiple
agents (Guo et al., 2024). In this context, multi-
ple independent agents discuss and make decisions,
mirroring the cooperative human nature. This ap-
proach has facilitated progress on various tasks
such as software development (Hong et al., 2023),
society simulation (Park et al., 2022), game simu-
lation (Xu et al., 2023), debate simulation (Chan
et al., 2023), and polarization (Ohagi, 2024).

At the same time, Large Multimodal Models
(LMMs) have extended the capabilities of tradi-
tional language models by integrating several data
modalities such as text, videos, and images. LMMs
such as LLaVA (Liu et al., 2023), GPT-4 (OpenAI,
2023) or LENS (Berrios et al., 2023) have shown
promising results in complex vision-language tasks
due to their pretraining on terabytes of image and
language data with billion-parameters (Bai et al.,

2023; Zhang et al., 2023a) To the best of our knowl-
edge, our study is the first to employ LMMs in a
multi-agent setting for a cross-cultural multimodal
understanding task.
Cross-Cultural Multimodal Understanding.
Even though LLMs and LMMs are already instru-
mental in various real-life applications, such as rec-
ommender systems (Li et al., 2023b) and customer
service (Pandya and Holia, 2023), these models of-
ten mirror Western-centric perspectives, leading to
reinforcing stereotypes and algorithmic monocul-
ture (Kleinberg and Raghavan, 2021; Hershcovich
et al., 2022; AlKhamissi et al., 2024).

Several efforts have been made in the AI com-
munity to enhance the diversity of data and mod-
els, both linguistically and visually. Specifically,
recent language studies have developed cross-
cultural benchmarks such as CultureBank (Shi
et al., 2024) and NORMAD (Rao et al., 2024) to
enhance LLMs’ cultural awareness. The vision-
language community also has started to focus
on creating multilingual, geographically, income,
and culturally diverse multimodal datasets such
as Dollar Street (Rojas et al., 2022), GeoDE (Ra-
maswamy et al., 2023a), GD-VCR (Yin et al.,
2021), CVQA (Romero et al., 2024), MaRVL (Liu
et al., 2021), and WIT (Srinivasan et al., 2021a).

Despite the increased availability of cultural
benchmarks, the current evaluation metrics and
methods are not suited to capture cultural infor-
mation (Awal et al., 2023). Evaluation metrics
such as Accuracy or F1 score do not focus on
the cultural nuances in LMMs’ generations and,
therefore, cannot reflect their cultural awareness
in practice. Generation-focused metrics such as
ClipScore (Hessel et al., 2021), LongCLIP (Zhang
et al., 2024), and Completeness score (Zhang et al.,
2023b) also do not account for cross-cultural varia-
tions. However, more culture-focused metrics are
emerging, such as Culture Noise Rate (CNR) (Yun
and Kim, 2024), which measures the ratio of cul-
tural words among all words generated in a caption.
The cultural words are extracted from a cultural
commonsense knowledge base (CCSK), which con-
tains several cultural facets like food, drinks, cloth-
ing, traditions, rituals, and behaviors (Nguyen et al.,
2023). Our work aligns with Yun and Kim (2024),
as both studies address the task of culturally en-
riched image captioning. However, our approach
diverges by focusing on multi-agent settings and
evaluating the models based on three culturally di-
verse benchmarks.
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Figure 2: Overview of MosAIC, our proposed framework
for Multi-Agent Image Captioning. The framework
consists of a multi-agent interaction model, cultural
benchmarks and evaluation metrics. The input is an
image and the output is a cultural image caption.

3 MosAIC: A Framework for Cultural
Image Captioning

We introduce MosAIC, a framework for Multi-
Agent Interactions, as shown in Figure 2, to tackle
cultural image captioning, a complex task that in-
volves not only describing the visual content of
the image but also capturing the cultural elements
it represents. The framework consists of a multi-
agent model, a cultural benchmark, and evaluation
metrics, as described below.

3.1 Muti-Agent Interaction Model

We introduce a multi-agent setup (Figure 3) to em-
ulate collaboration in a culturally diverse group.
Our multi-agent model consists of five agents, each
with specific roles: three Social agents, a Modera-
tor agent, and a Summarizer agent.
Moderator. The Moderator agent has two primary
tasks. First, it generates questions based on the
image to which the Social agents respond. Sec-
ond, it guides the Social agents to focus on aspects
relevant to their cultures, promoting more compre-
hensive and culturally diverse image descriptions.
Social. Each of the Social agents assumes a per-
sona from three cultures: China (C), India (I), and
Romania (R). Furthermore, the agents are encour-
aged to embody a curious persona to facilitate more
interaction in their conversation. In the first con-
versation round, each agent shares their initial de-
scription (d) of the given image and a question
(q) about the image from the ones provided by the
Moderator. In the next conversation rounds, the
agents learn from one another, enriching the image
description with more comprehensive and detailed
content. Specifically, each agent answers the ques-
tions raised by the other agents in the current and
previous rounds and asks a new question. For ex-
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Figure 3: Multi-Agent Interaction Model. The Modera-
tor presents questions to the Social agents, who engage
in three conversation rounds. The Summarizer creates
the final image caption by compiling the conversation
summaries from the Social agents.

ample, in Figure 3 Round 2, agent R answers all
the questions from the other agents posed in Round
1 and Round 2. Note that agent R answers more
questions than the others as it responds last. To bal-
ance the number of questions each agent answers,
we randomize the order of agents for each round
and image. In the final round of conversation, Fig-
ure 3 Round 3, each Social agent summarizes (s)
everything learned from the previous rounds, in-
cluding all the initial image descriptions (d), the
questions (q) and the corresponding answers (a)
from all agents. The summaries distill the most
important information gained from the interaction,
helping to condense and focus the key insights.

Summarizer. The Summarizer agent collects all
the summaries from the Social agents and generates
a summary representing the final image description.

Agent Memory. Each agent has its own memory.
The Moderator agent generates questions stored
in a shared question memory that is accessible to
the Social agents. Initially, the Social agents inde-
pendently analyze the image without memory of/
knowing their peers’ responses, minimizing poten-
tial bias. In the conversation rounds, each Social
agent can access the responses from all agents in
previous rounds and those preceding them in the
current round. Finally, each agent’s memory is
erased after the Summarizer agent completes the
image caption. We also tested a longer-term mem-
ory across multiple images but found no perfor-
mance improvement, likely due to the significant
differences between the images.
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The picture is taken at a museum, showcasing a winter 
tradition in Romania: Capra or goat’s dance. The dance is 
usually performed by a young man with a goat mask and a 
sheep skin on his back. The goat and his companions go 
from house to house, dancing on New Year's Eve. The man in 
the picture is wearing traditional clothes. The mask and goat 
are symbols of ritual dances, roles of purification and fertility.

Culturally-aware Image Caption Annotation Guidelines
Describe what you first see in the image. Then focus on the different cultural specific 
aspects on the image such as food, drinks, clothing, traditions, rituals and behaviors. 
Limit your response to 50-200 words, depending on the complexity of the image.
Example: 

Figure 4: Human Annotation Guidelines for Cultural
Image Captioning.

Setup. We use LLaVA-1.5 13b1 (Liu et al., 2023)
to simulate the agents in our interaction model.
Each agent is initialized as a separate LMM, so
parameters are not shared among the agents. Each
agent has an individual memory, where generated
outputs by all agents are stored.

3.2 Cultural Benchmark

We introduce a new dataset of cross-cultural cap-
tions for 2,832 images from three cultures: China,
India, and Romania generated by MosAIC and other
models. To achieve this, we use images from three
geographically diverse datasets: GeoDE, GD-VCR,
and CVQA.2 We provide image captions gener-
ated by MosAIC, our top-performing model, along-
side LLaVA-13b captions to facilitate comparisons
between single-agent and multi-agent approaches.
Furthermore, for a subset of the images (25 im-
ages per dataset and culture), we provide human-
generated captions as described in section 4.1.

GeoDE. GeoDE (Ramaswamy et al., 2023b) is
a geo-diverse dataset for object recognition with
crowd-sourced 61,940 images from 40 classes and
6 world regions, namely West Asia, Africa, East
Asia, South-East Asia, the Americas, and Europe.

GD-VCR. GD-VCR (Yin et al., 2021) is a geo-
diverse visual commonsense reasoning dataset with
328 cultural and geo-location-specific images from
Western, East Asian, South Asian, and African
countries.

CVQA. CVQA (Romero et al., 2024) is a cultur-
ally diverse multilingual visual question-answering
dataset with 5,239 images from 30 countries across
Asia, Africa, South America, and Europe.

1https://huggingface.co/liuhaotian/LLaVA-v1.5-13b
2There are 127 images in CVQA, 288 images in GDVCR,

and 2417 images in GeoDE. GeoDE does not contain im-
ages from India, and for GD-VCR, we use images from the
West, South Asia, and East Asia regions to represent the three
cultures.

3.3 Evaluation Metrics

We employ both automated metrics (alignment,
completeness, cultural information) and human
evaluation (Turing test and caption correctness) to
comprehensively assess the image captions.
Alignment. We measure text-to-image alignment
using LongCLIP (Zhang et al., 2024). This metric
builds on CLIPScore (Hessel et al., 2021), a popu-
lar reference-free evaluation metric for image cap-
tioning that outperforms existing reference-based
metrics (Vedantam et al., 2015). LongCLIP uses a
knowledge-preserved stretching of positional em-
bedding to increase the maximum input length of
CLIPScore from 77 to 248 tokens.
Completeness. We evaluate the completeness of
the image captions by calculating the ratio of words
mentioned in both the image and the caption to the
total number of words (tags) in the image. To gen-
erate a comprehensive list of image tags, we use the
Recognize Anything Model (RAM) (Zhang et al.,
2023b) and expand it with their corresponding syn-
onyms from WordNet (Miller, 1994) .3

Cultural Information. We propose a new metric
to quantify the presence of cultural information in
image captions. This approach is inspired by the
Culture Noise Rate (CNR) (Yun and Kim, 2024),
which measures the proportion of cultural words in
image captions. However, given that the captions
generated by our model tend to be longer than those
from other models,4 a ratio-based metric like CNR
may disproportionately affect performance. To ad-
dress this, we instead compute the count of unique
cultural words in a caption, a length-invariant met-
ric, to better capture cultural specificity. Further,
to improve the metric coverage, we generate and
include 700 additional cultural words from 14 cate-
gories, such as Traditions and Festivals (50 words
per category).5 Human validation (one native anno-
tator per country) confirmed that all GPT-generated
words aligned with the provided cultural categories.
Our final cultural information metric integrates the
filtered cultural terms from CNR with the addi-
tional GPT-generated words. This metric is straight-
forward to compute and adaptable for assessing
cultural specificity across various countries.

3RAM is a state-of-the-art image tagging model with ex-
ceptional accuracy and scope, recognizing 6,400 common tags
from OpenImages V6 (Kuznetsova et al., 2020) with impres-
sive zero-shot performance.

4BLIP-2 generates one-sentence captions, while the
LLaVA-based models generate three-sentence long captions
for our setting

5Prompts in Appendix A.1
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Turing Test Accuracy. We evaluate the simi-
larity of the LMM-generated captions to human-
generated captions. For 30 images per culture,
evenly distributed across datasets, three annotators
are tasked with distinguishing between a human-
generated caption, as described in Section 4.1, and
an LMM-generated caption. Lower accuracy indi-
cates that the LMM-generated captions are more
similar to those generated by humans.
Caption Correctness. We assess the image cap-
tion correctness by considering both the correctness
of image content descriptions and the cultural in-
formation. Specifically, for 30 images per culture,
evenly distributed across datasets, three annotators
evaluate the percentage of correct captions gener-
ated by LMMs, identifying issues such as halluci-
nations, mislabeling of instances, and inaccuracies
in cultural representation.

4 Evaluation and Results

We assess the influence of multi-agent interaction
on image captioning by comparing our multi-agent
interaction model, MosAIC, with single-agent mod-
els (BLIP-2, LLaVA-13b) and a human baseline.

4.1 Baseline Models
BLIP-2. BLIP-26 (Li et al., 2023a) leverages
frozen pre-trained image encoders ViT-L/14 from
CLIP (Radford et al., 2021) and a FlanT5
LLM (Chung et al., 2024) by training a lightweight,
12-layer Transformer encoder in between them. It
achieves an impressive state-of-the-art zero-shot
performance on image captioning.

LLaVA-13b. LLaVA-1.5 13b1 is an end-to-
end trained large multimodal model that connects
pre-trained CLIP ViT-L/14 visual encoder and the
Vicuna LLM (Zheng et al., 2024), using a projec-
tion matrix for general multimodal understanding.

Human Baseline. To establish a human base-
line, we recruited three native annotators from each
of three different countries (nine annotators in to-
tal). To ensure consistency and facilitate fair com-
parisons, the annotation guidelines include cultural
aspects, as in the model prompts and examples of
human-generated captions, as shown in Figure 4.
Each annotator creates 75 image captions evenly
distributed across three datasets (25 images per
dataset).7 We compute two metrics: the average

6https://huggingface.co/Salesforce/blip2-opt-2.7b
7Due to the absence of Indian images in GeoDE, annotators

provide captions for 33-34 images from the other datasets.
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Figure 5: Our interaction-based model, MosAIC, sur-
passes non-interaction models and Humans on Com-
pleteness and Cultural Info while performing on par
with the other models in Alignment. For clarity, the
Alignment and Completeness scores are normalized to
a [0,1] scale, whereas the Cultural Info score ranges
from 0 to the total number of words in a caption. Higher
scores are better for all three metrics

score across the three annotators from each country,
referred to as Human, and the highest score among
the three annotators, as Expert-Human.

4.2 Cross-cultural Interaction Results

Our results show that multi-agent cross-cultural in-
teraction improves performance in the cultural im-
age captioning task. As shown in Figure 5, MosAIC
outperforms non-interaction models and humans
in Completeness and Cultural Information, while
matching other models in Alignment. These perfor-
mance trends are consistent with results on human-
annotated data (Appendix Figure 8).

We hypothesize that MosAIC’s similar Alignment
performance is due to its longer captions, which
hurts the score. Additionally, Alignment penalizes
content not directly visible in the image, such as
cultural values (see A.3 for details).

Regarding cultural information, LMMs tend to gen-
erate more culture-specific content than humans,
driven by exposure to diverse data, lack of personal
context, and statistical learning from cultural biases
(Li et al., 2024; Mukherjee et al., 2024). However,
the Expert-Human outperforms the non-interaction
LLaVA-13b model in capturing cultural information
(Cultural Info: 15.57 vs. 14.44). Finally, MosAIC,
driven by its curious and collaborative cultural per-
sonas, outperforms the non-interaction LLaVA-13b
model, generating more culturally specific (Cul-
tural Info: 26.01 vs. 14.55) and complete captions
(Completeness: 0.41 vs. 0.28).
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a) Conversation Rounds

b)     Prompt Types

d)     Across Cultures

c)     Fine-tuning

e)     Across Datasets

Figure 6: Ablations on (a) conversation rounds, (b)
prompt types, (c) fine-tuning, (d) cultures, and (e)
datasets. The zero-shot Multi-agent MosAIC outper-
forms the Human Baseline and the fine-tuned single-
agent LLaVA-13b-ft-all, highlighting the value of
multi-agent interactions in cultural image captioning.

4.3 Ablation Studies

MosAIC Setting. Our model, MosAIC, employs
CoT prompting and operates through three rounds
of conversation (see Figure 3). It functions in
a zero-shot learning setting without the need for
fine-tuning. We also perform ablation studies to
assess MosAIC’s performance across various set-
tings: the number of conversation rounds, prompt-
ing techniques, fine-tuning, and different cultures
and datasets, as shown in Figure 6.

a) Number of Conversation Rounds. Figure 6
a) shows that increasing the number of agent con-
versations from three to four rounds improves Cul-
tural Information (26.1 vs. 31.1) while keeping
Alignment and Completeness stable. The slight
decrease in Cultural Information from rounds two
to three is attributed to the Summarizer’s failure to
synthesize key cultural aspects, instead concatenat-
ing the conversations.
b) Prompt Techniques. Given the challenges
in achieving cross-cultural alignment between the
agents (Ananthram et al., 2024), we experiment
with different prompt techniques:8

Simple. This strategy offers straightforward in-
structions, such as asking a social agent to describe
an image and its cultural significance.
Multilingual. We prompt agents from specific
cultures by translating the Simple prompt into the
dominant languages of their countries, such as Man-
darin Chinese, Hindi, and Romanian.9 The gener-
ated responses are in English for consistency.
Anthropological. This prompting technique con-
siders emic and etic perspectives, cultural context,
socioeconomic background, individual values, per-
sonal experience, cultural relativism, spatial and
temporal dimensions in a nuanced manner as intro-
duced by AlKhamissi et al. (2024).
Chain of Thought (CoT). CoT prompting involves
generating intermediate reasoning steps, mimick-
ing human problem-solving to arrive at a final an-
swer. (Wei et al., 2023). Inspired by multi-modal
CoT (Zhang et al.), we guide agents in making
detailed image observations.
Insights. As shown in Figure 6 b), CoT prompting
outperforms other strategies, while Anthropologi-
cal prompting—designed to enhance cultural align-
ment in LLMs—performs similarly to or worse
than Simple prompting. This suggests LMMs need

8All prompts are in Appendix A.4 and in our repository.
9The prompts are translated by native speakers.
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further refinement for effective cross-cultural align-
ment. Additionally, Multilingual prompting ranks
lowest in Cultural Information, likely due to con-
fusion from inputs in three languages, highlight-
ing the need for better multilingual alignment in
LMMs.
c) Fine-tuning Impact. Current LLMs and
LMMs struggle to align with diverse global cul-
tures, often reflecting predominantly WEIRD (Hen-
rich et al., 2010) cultural norms (Atari et al., 2023;
Ke et al., 2024). To improve our model’s cul-
tural alignment, we apply fine-tuning, which has
previously shown promise (Li et al., 2024). For
fine-tuning data, we utilize the Wikipedia-based
Image-Text (WIT) dataset from Srinivasan et al.
(2021b).10 We implement two fine-tuning setups:
1. We fine-tune a LLaVA-13b model on 9000
WIT images and captions across three cul-
tures, creating two models: the non-interaction
LLaVA-13b-ft-all, which only summarizes, and
the interaction MosAIC-ft-all, where the fine-
tuned agents collaborate.
2. We fine-tune three LLaVA-13b models, one
for each culture, using 3000 WIT images and
their corresponding captions. The interactions
among these agents yield the multi-agent model
MosAIC-ft-specific.
Insights. Fine-tuning generally enhances Cul-
tural Information (Figure 6 c), with a modest
4-point improvement for the multi-agent model
(MosAIC vs. MosAIC-ft-specific) and a more
substantial 9-point gain for the single-agent model
(LLaVA-13b vs. LLaVA-13b-ft-all), considering
the compute-intensive nature of the process. Fur-
thermore, MosAIC outperforms the non-interaction
LLaVA-13b-ft-all model (Cultural Info: 26.01
vs. 23.18), underscoring the benefits of multi-agent
interaction over fine-tuning. The fine-tuned models
show lower performance in Alignment and Com-
pleteness, as the fine-tuning primarily focuses on
enhancing cultural alignment. Among fine-tuned
models, ft-specific setting performs the best
as each agent in interaction has specific cultural
knowledge about the country they represent.
d) Performance across Cultures. Figure 6 d)
reveals similar trends across the three cultures:
China, India, and Romania.11 Notably, MosAIC
achieves the highest Cultural Information perfor-

10Details regarding the dataset and fine-tuning hyperparam-
eters are provided in Appendix A.2.

11For India, GeoDE lacks data, so we rely solely on the
CVQA and GDVCR datasets.

mance across all cultures, underscoring the signifi-
cance of incorporating diverse cultural perspectives
in generating image captions.
e) Performance across Datasets. Figure 6 e)
shows that Cultural Information is highest for GD-
VCR, followed by CVQA, and lowest for GeoDE,
which aligns with expectations since GD-VCR
and CVQA contain more cultural information than
GeoDE. Although MosAIC scores lower than Hu-
mans on Alignment, it achieves higher scores for
Completeness and Cultural Information across all
datasets.12

4.4 Human Evaluation and Error Analysis

We assess the human-likeness of generated captions
using Turing Test accuracy (Section 3.3). MosAIC
scores lower than LLaVA-13b (83.1 vs. 87.9), sug-
gesting MosAIC’s captions are more human-like.
However, the high overall scores indicate LMMs
still struggle to match human captioning, mainly
due to stylistic differences, as humans tend to use
a more casual, direct style, as shown in the qualita-
tive results (Section 4.5).
We evaluate caption correctness (Section 3.3), find-
ing 94.5% of human captions correct, compared to
60.2% for MosAIC and 64.56% for LLaVA-13b. At
the dataset level, we observe that MosAIC performs
equally or better than LLaVA-13b on GD-VCR (Hu-
man - Machine correctness difference (lower is bet-
ter): 28.5 vs. 28.5) and CVQA (34.2 vs. 37.1). We
hypothesize that MosAIC underperforms on GeoDE
(40.0 vs. 25.0) because this dataset contains less
culturally rich information. MosAIC’s lower correct-
ness, compared to LLaVA-13b, may also result from
compound hallucinations caused by the interaction
of multiple LMMs. Future work can address this
issue by making each agent less susceptible to hal-
lucinations, as detailed in the Limitations section.
Common errors include incorrect country, object
recognition, people counting, and overly general
descriptions (examples in Appendix A.5).
4.5 Qualitative Results

In Figure 7, we compare image captions generated
by MosAIC, Humans, and LLaVA-13b for images
from China, India, and Romania.
Compared to LLaVA-13b, MosAIC shows closer
alignment with Human captions, capturing more
cultural elements. For example, in the Chinese
image, MosAIC identifies the giant panda as a na-
tional treasure, similar to the Human caption. In the

12Detailed results across all models in Appendix A.3.1.
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China India Romania

This picture shows a haystack on a snowy 
hill. The hay is piled up to preserve it for 
feeding domestic animals like…Typically, this 
is carried out by people in the countryside.

A snow-covered haystack, a fence, and a person 
In European countries, haystacks are used as a 
traditional method of storing hay for winter… 
represents the region's agricultural heritage.

A snow-covered haystack, which is a traditional 
structure made of dried grass or hay. …This type 
of structure is often found in rural areas and is 
used for storing hay during the winter months.

A panda bear sitting in a bamboo forest. The 
panda bear is a symbol of China. Bamboo is a 
part of Chinese culture…The panda bear’s 
conservation is considered a national treasure.

A giant panda leaning on a rock and eating 
bamboo. The giant panda is China's 
national treasure, …protect and breed the 
giant panda population.

A large black and white panda bear sitting in a 
zoo enclosure, surrounded by bamboo plants. 
..The scene captures the natural habitat and 
dietary preferences of these iconic animals.

Bells often used in Hindu temples in India. 
…used to pray Hindu Goddesses. Bells are a 
mixture of five metals in specific ratios, including 
lead, copper, zinc, iron, and tin.

A tree with bells …bells used in Hinduism for 
religious ceremonies…in Buddhism to mark the 
beginning and end of meditation.. location might 
be a site for pilgrimage in India.

A collection of bells hanging from a tree, possibly 
a Christmas tree….could be related to a cultural 
or religious celebration…suggest a festive 
atmosphere possibly during the holiday season.

Figure 7: Comparison of image captions from MosAIC ( ), Human Baseline ( ), and LLaVA-13b ( ) across three
cultures in the CVQA dataset. The cultural words are bolded, blue shows agreement with human captions, orange
shows the identified country, and red shows incorrect content. All displayed captions are truncated for clarity.

Indian image, both MosAIC and Human captions
recognize the religious significance of bells, high-
lighting MosAIC’s greater cultural sensitivity, while
LLaVA-13b provides Western-centric descriptions.
MosAIC excels at identifying country-specific infor-
mation, whereas LLaVA-13b fails to recognize the
country in any of the images, resulting in vaguer
descriptions. For example, MosAIC connects the
panda to China and accurately describes its cultural
symbolism, while LLaVA-13b remains overly gen-
eral. Furthermore, MosAIC consistently employs
relevant cultural terminology, such as “Hinduism”
and “pilgrimage” in the Indian image. In contrast,
LLaVA-13b uses vaguer language, like “festive at-
mosphere”, indicating less cultural specificity.
However, instances of hallucinated content were
still observed, with MosAIC incorrectly mentioning
a person not present in the Romanian image, while
LLaVA-13b associated the bells in the Indian image
with Christmas, showing cultural inaccuracy.
In summary, MosAIC generated more accurate and
culturally aligned captions, although it occasion-
ally hallucinated. In contrast, LLaVA-13b struggled
with cultural specificity and country identification.

5 Lessons Learned and Actionable Steps
Our findings reveal the performance of multi-agent
LMMs in cultural image captioning, highlighting
lessons learned and suggesting steps to enhance
cultural richness in future models.
Prioritize multi-agent models. While LMMs
excel in tasks like generation and retrieval, they
fall short in cross-cultural performance, even with
culture-centric prompting strategies (AlKhamissi
et al., 2024). Our findings show that even Simple
and CoT prompts in multi-agent LLMs are helpful

and outperform Anthropological and Multilingual
prompts (Figure 6 b). Additionally, increasing the
number of conversation rounds between agents en-
hances cultural information (Figure 6 a). To further
improve cross-cultural understanding, future work
should focus on developing equitable frameworks
using multi-agent LMMs and cross-cultural bench-
marks.
Develop efficient cross-cultural techniques. Cur-
rent approaches to improving cross-cultural under-
standing in LMMs often rely on fine-tuning. How-
ever, we show that interaction-based models out-
perform fine-tuned, non-interaction models (Fig-
ure 6 c), highlighting both the effectiveness and
efficiency of multi-agent LMMs. For instance,
LLaVa-13-ft-all requires 54 hours on a single
NVIDIA A100 GPU to generate captions (12h for
fine-tuning on 9000 WIT images and 42h for infer-
ence). In contrast, MosAIC completes the task in
47 hours with only inference. Given these findings,
future work should focus on multi-agent models to
improve sustainability and accessibility.
LMMs focus on culture; humans focus on cor-
rectness. LMMs tend to be more culturally specific
in their responses, while humans provide more ac-
curate answers (Section 4.4). The main sources
of errors in LMMs stem from poor object recogni-
tion and hallucinations—instances where the model
generates incorrect or fabricated information. Fu-
ture work can integrate a state-of-the-art object
recognition system to enhance caption accuracy.

6 Conclusion
In this paper, we leverage LMM agents interac-
tion to enhance cross-cultural image captioning,
introducing MosAIC. We presented a comprehen-

2977



sive analysis of three cultures across three datasets,
using various prompting techniques. Addition-
ally, we demonstrate the advantages of multi-agent
LMM interactions, comparing their performance
with compute-intensive methods like fine-tuning
for improving cultural alignment. We also open-
source our culturally enriched captions dataset gen-
erated by our proposed framework, MosAIC, along-
side baseline models. Finally, we create a com-
prehensive and culture-adaptable metric for evalu-
ating cultural information within image captions.
Based on our findings, we share ideas for future
work. Our dataset and models can be accessed at
https://github.com/MichiganNLP/MosAIC.

Limitations and Ethical Considerations

The Complexity of Defining and Evaluating Cul-
tural Information. Our approach utilizes multi-
agent LLM interactions, where each LLM repre-
sents distinct cultural personas based on specific
countries. While we explore various prompting
strategies and fine-tuning techniques to align the
models with different cultural contexts, it is im-
portant to acknowledge that culture is an inher-
ently complex and multifaceted concept. Relying
solely on countries as proxies for cultural identity
oversimplifies the rich variation in cultural expe-
riences and individual perspectives (Adilazuarda
et al., 2024). Using country and language informa-
tion represents only the tip of the iceberg when it
comes to capturing cultural diversity. While these
factors provide a basic framework for understand-
ing cultural distinctions, they do not fully account
for the deeper, more nuanced aspects that define hu-
man cultures. We encourage future work to delve
into these deeper dimensions, extending beyond
simple national or linguistic markers. Important ar-
eas to explore include values, attitudes, and biases,
which shape individual and collective worldviews.

Multi-Agent Setup affects Correctness. Multi-
agent models are more prone to hallucinations
compared to single-agent models due to the com-
pound effect, where errors or hallucinations from
one agent can influence and amplify those in other
agents. This cumulative effect results in a lower
Caption Correctness score. Future research could
explore ways to mitigate this issue by making each
agent less susceptible to hallucinations. This might
involve improving the architecture of individual
agents for better accuracy, using grounding tech-
niques or external knowledge to verify informa-

tion, and creating stronger communication proto-
cols between agents to prevent errors from spread-
ing. These improvements could enhance the overall
correctness and reliability of the model’s outputs.

Further Assessing the Impact of Conversation
Rounds and Fine-Tuning on Cultural Metrics.
While our ablation studies demonstrate that both
conversation rounds and fine-tuning lead to en-
hanced performance on cultural metrics, additional
analysis is necessary to evaluate the impact of
various configurations (e.g., interaction vs. non-
interaction settings). This deeper investigation will
allow us to better evaluate how effective each setup
is and reveal the key factors behind the observed
improvements. Understanding these factors will be
essential for refining our approach and enhancing
the model’s ability to adapt across different cultural
contexts.

Limited Cultural Alignment in LLMs. Cultural
alignment in LLMs and LMMs is a well-researched
area. While it is not the central focus of our re-
search, we recognize that the prompt engineering
techniques and fine-tuning methods we employ
may not achieve perfect cultural alignment. This
could lead to inconsistencies in how each multi-
cultural agent produces responses across different
cultural contexts. Additionally, our study is limited
to just three countries, each with relatively high
representation in the training data, due to the lack
of a broader, more diverse set of human evalua-
tions. This limitation highlights the need for more
comprehensive validation across a wider range of
cultures to ensure better alignment and more reli-
able cross-cultural performance.
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A Appendix

A.1 Cultural Information Metric
CNR’s cultural words are derived from the CAN-
DLE commonsense knowledge base (Nguyen et al.,
2023), which covers various cultural facets like
Food, Clothing, and Traditions. However, we iden-
tified generic terms, such as occupations (e.g.,
“attorney”), that lack cultural specificity. Addi-
tionally, CNR includes countries outside our fo-
cus—Romania, India, and China—and does not
include Romania. To refine this, we filtered out
occupation-related terms from CNR and utilized
ChatGPT (OpenAI, 2024) to generate additional
country-specific cultural words (50 words per cate-
gory). We use the following prompt: Give a com-
prehensive list of 50 cultural words related to CAT-
EGORY in COUNTRY. Make sure to include words
that are related to both traditions and festivals

The 14 categories provided are: Traditions and
Festivals, Cuisine, Language, Religion and Spir-
ituality, Art and Literature, Science and Educa-
tion, History, Social Norms and Values, Architec-
ture and Design, Clothing and Fashion, Music and
Dance, Sports and Recreation, Festivals and Holi-
days, Icons and Symbols.

A.2 Fine-tuning Details
For fine-tuning, we use the WIT dataset (Srinivasan
et al., 2021b). WIT comprises a curated set of
37.5m entity-rich image-text examples with 11.5m
unique images across 108 Wikipedia languages.
For fine-tuning, we choose Romanian, Hindi, and
Chinese languages for Romania, Hindi and Chinese
respectively.

For fine-tuning LLaVA-13b, we utilize the Trans-
former Reinforcement Library13 with LoRA (Hu
et al., 2021) enabled allowing for parameter-
efficient fine-tuning. We use a 4-bit quantization,
which reduces memory consumption, and a ‘bf16’
precision for training. This reduces memory foot-
print. We train the ft-specific models for 3
epochs and ft-all model for 5 epochs, with a
batch size of 16 and a learning rate of 1.4e−5. To-
tal compute time on NVIDIA A100 is 2.5 GPU
hours for each ft-specific model and 6.5 GPU
hours for ft-all model.

A.3 Results
On the caption length impact on Alignment
score. LLaVA-based image captions can extend

13https://huggingface.co/docs/trl/en/index
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Figure 8: Comparison across data annotated by humans.
The trends are consistent with performance on all the
data. Our interaction-based model, MosAIC, surpasses
non-interaction models and Humans on Completeness
and Cultural Info while performing on par with the other
models in Alignment. For clarity, the Alignment and
Completeness scores are normalized to a [0,1] scale,
whereas the Cultural Info score ranges from 0 to the
total number of words in a caption.

up to three sentences, frequently surpassing Long-
CLIP’s input limit of 248 tokens, negatively im-
pacting Alignment performance. Moreover, this
metric penalizes aspects not directly visible in the
image, such as cultural context (e.g., traditions,
social norms, and values). To mitigate this, we in-
struct the LLaVA models to focus on describing the
image content in the initial sentence and to address
cultural elements in subsequent sentences. Con-
versely, BLIP-2-generated captions are constrained
to a single sentence and lack cultural information,
leading to higher performance in Alignment. Con-
sequently, Alignment scores should be evaluated
alongside the other metrics to provide a compre-
hensive assessment.

A.3.1 Quantitative Results
See results on data annotated by humans (Figure 8).
The trends are consistent with performance on all
the data (Figure 5).

See results across each dataset:

1. Table 1 for Alignment metric

2. Table 2 for Completeness metric

3. Table 3 for Cultural Information metric

A.3.2 Qualitative Analysis
Across Different Datasets. For relatively simple
datasets (Figure 9) with minimal cultural content or
complex scenes, both MosAIC and LLaVA-13b ex-
hibit performance comparable to that of human
annotators, displaying fewer hallucinations and

higher levels of agreement. However, when ap-
plied to more complex datasets like GD-VCR10,
which consist of movies from diverse cultural back-
grounds, MosAIC continues to effectively identify
country-specific information and cultural elements,
maintaining greater alignment with human annota-
tors. In contrast, LLaVA-13b tends to deviate from
human-like behavior, generating more hallucina-
tions (e.g., referencing individuals not present in
the image).

Across Different Conversation Rounds. With
only two conversation rounds, MosAIC tends to
merely compile the perspectives of three agents
from different countries without offering substan-
tial insights, often struggling to identify the correct
country information accurately. As the number
of conversation rounds increases to four, MosAIC
provides more comprehensive cultural information,
though this comes at the cost of increased hallucina-
tions. Notably, three conversation rounds achieve
the optimal balance between the richness of cultural
descriptions and the accuracy of the information
provided (Figure 11).

Across Different Prompt Strategies. Across
various prompt strategies12, the CoT approach
yields the best performance, delivering accurate
cultural information with minimal hallucinations
through step-by-step guidance. The anthropologi-
cal prompt achieves a comparable level of cultural
richness, though it is accompanied by more hallu-
cinations. When given a simple prompt, MosAIC
tends to merely compile conversations without pro-
viding substantial extensions on image-related cul-
tural insights. The multilingual prompt results
in the poorest performance, offering less cultural
information and producing more hallucinations,
highlighting LLaVA’s limitations in handling multi-
modal multilingual tasks effectively.

Across Different Fine-Tuning Strategies. Un-
der different fine-tuning strategies13, MosAIC
demonstrates improved performance, generating
more culturally relevant information while main-
taining comparable accuracy in describing image
contents.

A.4 Prompts
See:

1. Figure 16 for LLaVA-13b prompts.

2. Figure 17 for Simple prompts.
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CVQA GDVCR GeoDE

CN IN RO All East-Asia South-Asia West All CN IN RO All

human 0.31 0.30 0.30 0.30 0.29 0.29 0.29 0.29 0.31 - 0.31 0.31

ba
se

lin
es blip-2 - no inter. 0.19 0.19 0.20 0.19 0.30 0.30 0.30 0.30 0.31 - 0.31 0.31

LLaVA-7b - no inter. 0.22 0.22 0.23 0.22 0.31 0.30 0.30 0.30 0.28 - 0.30 0.29
LLaVA-13b - no inter. 0.22 0.23 0.23 0.23 0.31 0.30 0.31 0.31 0.31 - 0.30 0.31

pr
om

pt
ab

la
tio

ns Simple 0.23 0.24 0.24 0.24 0.27 0.28 0.27 0.27 0.28 - 0.29 0.29
Anthro. 0.23 0.24 0.24 0.23 0.27 0.27 0.27 0.27 0.28 - 0.27 0.27
Multi. 0.26 0.25 0.24 0.25 0.27 0.28 0.26 0.27 0.28 - 0.28 0.28
MosAIC 0.30 0.28 0.29 0.29 0.27 0.26 0.27 0.27 0.30 - 0.30 0.30

fin
e-

tu
ne

ab
la

tio
n ft-all - no inter. 0.28 0.29 0.29 0.29 0.27 0.28 0.27 0.27 0.30 - 0.30 0.30

MosAIC-ft-all 0.23 0.24 0.24 0.24 0.28 0.28 0.28 0.28 0.23 - 0.23 0.23
MosAIC-ft-specific 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.28 - 0.27 0.27

co
nv

ab
la

tio
n 2r 0.30 0.30 0.29 0.29 0.26 0.26 0.27 0.27 0.31 - 0.31 0.31

3r 0.30 0.28 0.29 0.29 0.27 0.26 0.27 0.27 0.30 - 0.30 0.30
4r 0.30 0.28 0.28 0.29 0.26 0.26 0.26 0.26 0.30 - 0.30 0.30

Table 1: Comparison of Alignment across datasets and models (No interaction frameworks include ‘no inter.’,
otherwise they include interaction)

CVQA GDVCR GeoDE

CN IN RO All East-Asia South-Asia West All CN IN RO All

human 0.18 0.25 0.21 0.23 0.24 0.24 0.23 0.24 0.24 - 0.26 0.25

ba
se

lin
es blip-2 - no inter. 0.03 0.04 0.04 0.04 0.19 0.20 0.19 0.19 0.19 - 0.20 0.20

LLaVA-7b no inter. 0.09 0.11 0.13 0.11 0.39 0.46 0.44 0.44 0.27 - 0.26 0.26
LLaVA-13b - no inter. 0.14 0.10 0.15 0.13 0.36 0.40 0.38 0.38 0.34 - 0.34 0.34

pr
om

pt
ab

la
tio

ns Simple 0.11 0.11 0.16 0.12 0.40 0.44 0.40 0.41 0.35 - 0.35 0.35
Anthro. 0.11 0.08 0.11 0.10 0.36 0.38 0.39 0.38 0.32 - 0.32 0.32
Multi. 0.41 0.32 0.29 0.35 0.31 0.35 0.32 0.33 0.30 - 0.28 0.29
MosAIC 0.40 0.38 0.35 0.38 0.49 0.48 0.48 0.48 0.37 - 0.39 0.38

fin
et

un
e

ab
la

tio
ns ft-all - no inter. 0.39 0.41 0.38 0.39 0.37 0.48 0.34 0.40 0.30 - 0.32 0.31

MosAIC-ft-all 0.40 0.37 0.36 0.38 0.31 0.42 0.31 0.35 0.36 - 0.35 0.36
MosAIC-ft-specific 0.39 0.38 0.40 0.39 0.46 0.41 0.39 0.42 0.40 - 0.40 0.41

co
nv

.
ab

la
tio

ns 2r 0.45 0.34 0.40 0.40 0.47 0.50 0.48 0.48 0.36 - 0.37 0.37
3r 0.40 0.38 0.35 0.38 0.49 0.48 0.48 0.48 0.37 - 0.39 0.38
4r 0.42 0.35 0.37 0.40 0.54 0.46 0.47 0.49 0.36 - 0.39 0.37

Table 2: Comparison of Completeness across datasets and models (No interaction frameworks include ‘no inter.’,
otherwise they include interaction)

CVQA GDVCR GeoDE

CN IN RO All EA SA West All CN IN RO All

human 13.31 13.56 18.11 14.99 13.20 11.06 12.44 13.10 0.31 - 0.31 0.31

ba
se

lin
es blip-2 - no inter. 3.86 3.87 3.62 3.79 5.02 4.89 4.71 4.84 3.21 - 3.29 3.26

LLaVA-7b no inter. 11.27 10.72 13.03 11.55 17.06 17.22 16.30 16.79 8.47 - 9.13 8.85
LLaVA-13b - no inter. 15.08 15.94 16.38 15.82 13.41 13.61 12.55 13.12 14.88 - 14.61 14.72

pr
om

pt
ab

la
tio

ns Simple 21.62 23.55 22.90 22.79 22.27 23.93 24.44 23.94 21.87 - 22.93 22.48
Anthro. 24.16 23.26 22.68 23.35 23.35 22.90 23.81 23.38 21.51 - 22.36 22.01
Multi. 23.65 21.85 19.35 21.52 17.51 18.84 17.90 18.16 16.91 - 18.01 17.42
MosAIC 25.41 24.85 24.30 24.88 28.73 27.91 30.07 28.95 24.20 - 24.18 24.19

fin
et

un
e

ab
la

tio
ns ft-all - no inter. 28.62 27.91 29.21 28.49 26.45 26.33 26.06 26.28 14.54 - 15.01 14.76

MosAIC-ft-all 21.01 22.32 23.45 22.25 23.32 24.24 25.40 24.55 25.88 - 25.42 25.62
MosAIC-ft-specific 27.62 29.55 27.41 28.86 28.85 28.97 28.43 28.68 29.82 - 29.42 29.71

co
nv

.
ab

la
tio

ns 2r 30.46 27.20 27.81 27.90 28.92 30.29 29.88 29.67 26.27 - 26.18 26.23
3r 25.41 24.85 24.30 24.88 28.73 27.91 30.07 28.95 24.20 - 24.18 24.19
4r 31.59 29.85 31.03 31.17 32.69 31.99 32.00 32.24 29.50 - 30.55 29.96

Table 3: Comparison of Cultural Info across datasets and models (No interaction frameworks include ‘no inter.’,
otherwise they include interaction)
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China Romania

A blue bus driving down a street…Public 
transportation plays a significant role in various 
cultures…local economy…culture's social and 
economic dynamics.

The picture shows a blue city bus stationed 
next to an apartment building.

The image features a blue city bus driving down 
a street…The presence of the bus and cars on 
the street indicates a bustling urban 
environment…

The picture shows an European flag next to the 
sign of the National Romanian Bank. Next to 
the bank there is an old apartment building with 
old walls.

European Union flag…represents the political 
and economic cooperation…symbolizing values 
such as peace, democracy, and solidarity of the 
member states…

A European Union flag…waving in the wind, 
indicating a sense of pride and unity. The 
presence of the flag suggests a connection to 
European culture and values.

Figure 9: Comparison of image descriptions from MosAIC, Human Baseline, and LLaVA-13b across three cultures
in the GeoDE dataset. The cultural words are bolded, blue shows agreement with human captions, orange shows
the identified country, and red shows incorrect and hallucinated content.

East-Asia South-Asia West

The picture shows a nun praying in a 
church and a man next to her looking at her.

A nun wearing a habit…The nun's habit 
represents the values and beliefs of her 
religious order, such as modesty, simplicity, 
and devotion to God…

The image features a nun, a man, and a woman 
…The nun is wearing a habit, which is a 
traditional garment worn by nuns…a sense of 
mystery and spirituality.

A bookstore…the bookstore's design …and the 
presence of Japanese books, which may indicate 
a cultural influence from Japan. The people 
…engaging with the bookstore's staff…

The picture shows a scene in a bookstore, 
with what seems to be a staff member and 
two customers …should be a bookstore in 
Japan…

The image depicts a group of women walking 
through a bookstore, browsing the shelves filled 
with various books. The bookstore appears to be 
located in an Asian country…

The image shows a man and a woman likely a 
couple putting their hands out to receive an 
Indian sweet, and praying. 

A woman wearing a red scarf and a man…The 
red scarf…considered auspicious in Indian 
culture…related to the festival of Holi, …colorful 
powders to celebrate…

A group of people, including a woman wearing a 
red scarf, gathered around a table with a bowl of 
fruit…related to a cultural or religious event, as 
the woman is wearing traditional attire…

Figure 10: Comparison of image descriptions from MosAIC, Human Baseline, and LLaVA-13b across three cultures
in the GD-VCR dataset. The cultural words are bolded, blue shows agreement with human captions, orange shows
the identified country, and red shows incorrect and hallucinated content.
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-2
R

China India Romania

A large loaf of bread with seeds on top, 
placed on a doily…The seeds on the bread 
are most likely poppy seeds, which are a 
common ingredient in Romanian bread.

A loaf of bread with seeds on top...could be 
related to the Indian spice mix…In Romania, this 
type of bread is commonly found…In China, 
similar breads with seeds…

The image features a loaf of bread…This bread is 
likely nian gao, a traditional Chinese bread with 
cultural significance in Chinese folklore … 
symbolize good luck and prosperity

The image features people dressed in traditional 
costumes from India, Romania, and China … 
From India…the Romania Agent…The China 
Agent… …the intricate designs and patterns

Three people dressed in traditional Chinese 
costumes, performing on stage…symbolize 
different characters or roles in Chinese folklore 
and mythology

A group of people dressed in traditional Chinese 
costumes and holding fans. These costumes 
and fans are made of silk and often feature 
intricate embroidery and patterns…

A white ox is pulling a cart down a street in 
India…In India, oxen are often used for 
transportation and agriculture. The ox holds a 
special place in Hindu culture…

A white ox pulling a cart down a street…prevalent 
in rural areas of India…the Romania Agent 
mentioned that ox-drawn …The China Agent 
mentioned that horse-drawn…

The image shows a white ox pulling a cart down 
a street in India, with the ox wearing a harness 
and being guided by a man…in China, the use of 
the ox for transportation…

-3
R

-4
R

Figure 11: Comparison of image captions from different numbers of conversation rounds (2r, 3r, 4r) across three
cultures in the CVQA dataset. The cultural words are bolded, blue shows agreement with human annotators,
orange shows the identified country, and red shows incorrect and hallucinated content.

C
oT

China India Romania

A bowl of soup placed on a dining table. The 
soup appears to be a creamy yellow color and 
has noodles in it. In Romania, a traditional 
dish called "ciorba"...

A bowl of soup with a spoon in it…The bowl is 
placed on a dining table. The soup is a traditional 
Romanian dish called "ciorba," which is made 
with a variety of vegetables…

A bowl of soup with a spoon in it…a creamy 
yellow color, and there are some noodles in it. 
The bowl is placed on a dining table. The soup is 
typically served in different cultures…

A group of people, including children, are playing 
with a ball…wearing traditional Chinese 
clothing…physical activity, social interaction, and 
community engagement. 

A group of people playing with a ball…In China, 
playing with a ball is also a common pastime, and 
the ball could be a traditional Chinese ball like a 
shuttlecock…

A group of people, including children, playing with 
a ball in a park…wearing traditional Chinese 
clothing, which suggests that the image is set in 
a Chinese cultural context…

From an emic perspective, the image depicts a 
bullfighting event, which is a traditional 
Romanian sport …the earthly and spiritually 
significant cultural or religious beliefs

A man is wrestling a bull while wearing a yellow 
and black harness…The bullfighting event in this 
image is related to…southern state of Tamil Nadu 
in India.

A man is holding onto a bull's horns while 
another man is holding onto the bull's tail…could 
be related to a cultural event or tradition in 
China…

A
nt

hr
o

M
ul

til
in

gu
al

Si
m

pl
e

A group of people playing with a ball, which is a 
common activity across various cultures. In India, 
the game of cricket… In Romania..game of 
soccer…In China…game of basketball…

A man wrestling a bull, which is a popular sport in 
some regions of Romania. The bull is a symbol of 
strength, power, and courage in Indian culture…

The image showcases a pastry filled with 
cheese, which is a popular food item in India, 
China, and Romania. This type of food is enjoyed 
during breakfast…

Figure 12: Comparison of image descriptions from different prompt strategies across three cultures in the CVQA
dataset. The cultural words are bolded, blue shows agreement with human annotators, orange shows the identified
country, and red shows incorrect and hallucinated content.

China India Romania

There are several objects and people, 
including a horse statue, a doll, a picture, 
and a person wearing a white dress 
…represent different cultures and traditions…

A wooden bench with two dolls sitting on it, 
which could be a representation of traditional 
Romanian dolls. The dining table and utensils, 
such as the knife, spoon, and cup…

A bench and a chair, which are common objects 
found in various cultures. The presence of a dining 
table, knife, spoon, and cup suggests that the 
image may represent a cultural gathering…

A bowl of soup with various ingredients, including 
broth, noodles, and vegetables…chopsticks 
nearby….Asian culture…represents the cultural 
values of balance, harmony

A bowl of soup with various ingredients…from an 
Asian culture…chopsticks, which are made of 
wood or bamboo…essential part of the dining 
experience in many Asian cultures

A bowl of soup with various ingredients…a dish 
from an Asian culture. The soup is typically 
served with chopsticks, which are a traditional 
eating utensil in many Asian countries…

A man wearing a hat and glasses…wearing a 
tie, which suggests a formal or professional 
setting…the man's attire…might be indicative of 
a specific cultural tradition or dress code…

A man wearing a colorful outfit, which includes a 
gold vest and a tie…appears to be of Indian 
descent…gold vest and tie may also be 
traditional elements of Indian clothing…

In the image, there is a man wearing a colorful 
jacket and a microphone, standing in front of a 
white background. The man appears to be 
singing or speaking into the microphone...
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Figure 13: Comparison of image descriptions from different fine-tuning strategies across three cultures in the
CVQA dataset. The cultural words are bolded, blue shows agreement with human annotators, orange shows the
identified country, and red shows incorrect and hallucinated content.
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3. Figures 18, 19, 20 for CoT prompts across
different rounds of conversation.

4. Figure 21 for Multilingual prompts.

5. Figure 22 for Anthropological prompts.

A.5 Error Examples
See:

1. Figure 23 for incorrect country identification.

2. Figure 24 for incorrect object recognition.

3. Figure 25 for incorrect people counting.

4. Figure 26 for vague description error.
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A multimodal CoT example when asking the agent to observe the image and 
give description and questions:
1. Remember you are a person from {agent.role}. First, observe the image 

and think what you first see in the image;
2. Then, think of how the object you saw is related to your culture in 

{agent.role}; 
3. Next, think of cultural related questions about this image
4. Finally, generate human-like conversational language to describe the 

object you first saw in the image and how is this related to your culture in 
{agent.role} and also the question you would like to ask.

5. Remember to be conversational and in human-like dialogue style. Limit 
answer to two sentences.

Figure 14: Chain-of-Thought Prompt from Wei et al. (2023); Zhang et al.

A framework adapted from the toolkit of anthropological methods:
1. Emic and Etic Perspectives: emic and etic perspectives means that there 

are in-group ways of answering or thinking about a question or a problem 
and there are out-group ways. 

2. Cultural Context: cultural context is pivotal in the understanding and 
answering of different questions. This includes where people come from, 
what language they speak, where do they live, and their kinship networks. 

3. Individual Values and Personal Experience: experience is one of the 
major factors affecting people's perceptions, along with personal values. 
Both play a big role in subjective understandings of day to day to life. 

4. Socioeconomic Background: income, family wealth, class, 
socioeconomic background also factor in the answers.  

5. Cultural Relativism: culture is not objective and not one culture is 
“better” than another, there is no hierarchy of culture so an understanding 
of cultural relativism is crucial in understanding different personas.  

6. Space and Time: age and place are also important factors.  
7. Nuance: each person will answer the understand and answer questions 

based on the nuanced phrasing of the question. 

Figure 15: Anthropological Prompt from AlKhamissi et al. (2024)
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PromptModel

LLaVA-13b Single

<image>
USER: Generate a comprehensive summary based on the image, to 
describe the contents of the image and the culture related knowledge 
about this picture. Limit response to 3 sentences. \nASSISTANT:

Figure 16: LLaVa-13b Prompts

PromptAgent RoleConv. Round

Moderator

"<image>
SYSTEM: You are a {moderator.role}, who is tasked to generate questions based on an image.
USER: Given {image_source}, what are the specific objects in {image_source}? Ask a unique 
culturally relevant question about each object present in {image_source}. Respond in this format: 
<question1>\n<question2>\n<question3>\n...<question9>\n<question10>\nASSISTANT:"

Social 
Agents

"<image>
SYSTEM: You are a person from {agent.role}, you know and follow the culture from {agent.role}. 
You do not know about other cultures well.
USER: Based on your culture {agent.role}, describe the image and how it might be of significance 
to your culture in {agent.role}. Limit answer to two sentences. Answer the following question from 
this perspective.Others will read what you choose; your goal is to convince them it was chosen rom 
the perspective of the persona from {agent.role}. Limit to 3 sentences. \nASSISTANT:"

Round 1

Social 
Agents

"SYSTEM:You are a person from {agent.role}, you know and follow the culture from {agent.role}. 
You do not know about other cultures well.
USER: Provide a comprehensive summary of what you have learned from your interaction with 
others based on {agent.memory_lst}. Limit response to 3 sentences. \nASSISTANT:"

Summarizer

"<image>
SYSTEM: You are a {moderator.role}, who is tasked to summarize answers.
USER: Generate a culturally relevant comprehensive summary based on {responses_summ}. 
Answer how the image is relevant to each culture. Answer in this format: <summary>. Limit 
answers to 4 sentences. \nASSISTANT:"

Round 4

Social 
Agents

"<image>
SYSTEM: You are a person from {agent.role}, you know and follow the culture from {agent.role}. 
You do not know about other cultures well. 
USER: Answer all questions asked in {round1} from your own culture's perspective and based on 
your culture from {agent.role} and based on {image_source}. Be more human-like in your 
responses. Respond in this format: <answer1> <answer2> .... \n. ASSISTANT:""

Round 2

Figure 17: Simple Prompts

PromptAgent RoleConv. 
Round

Moderator

<image>
SYSTEM: You are a {moderator.role}, who is tasked to generate questions based on an image.
USER: Given the image, first, try to find as much as different objects in the image as you can; next, think of how 
can these observed objects related to different cultures; then, generate 20 different unique questions related to 
culture about the image to cover each unique object you observed. Remember to focus on the different aspects 
on the image (objects and humans alike) and create a comprehensive list of culture related questions. Also 
remember to be conversational and in human-like dialogue style. Answer in this format: 
<question1>\n<question2>... \nASSISTANT:

Social 
Agents

<image>
SYSTEM: You are a person from {agent.role}, you know the culture from {agent.role} pretty well, but you don't 
have too much knowledge for other cultures. You as a human from {agent.role} always generate conversational 
language in human-like dialogue style
USER: Remember you are from {agent.role}, first observe the image and think what you see in the image; then 
think of how the object you saw is related to your culture in {agent.role}; finally, generate human-like 
conversational language to describe the object you saw in the image and how is this related to your culture in 
{agent.role}. Remember to be conversational and in human-like dialogue style. Limit answer to 3 sentences. 
\nASSISTANT:

Round 1

Social 
Agents

"SYSTEM: You are a person from {agent.role}, you know and follow the culture of {agent.role} very well, but you 
don't have too much knowledge of other cultures. Stick to your role as a person from {agent.role}. You as a 
human from {agent.role} always generate conversational language in human-like dialogue style
USER: First read the conversation history {responses__} among different people, understand this as a 
discussion about the image and the culture among people; then find the contents in the conversation that 
related to the image contents description, and the culture related discussion; finally provide a summary of what 
you have learned from the image contents description and the culture related discussion, do the summary from 
your perspective as a person from {agent.role}. Answer with 3 sentences to give a detailed summary. 
\nASSISTANT:"

Summarizer

"<image>
SYSTEM: You are a {moderator.role}, who is tasked to summarize answers.
USER: Given the conversation history: {summary__} and the image, first read the conversation history and 
understand this as a summary from each people in a discussion about the image description and the related 
cultures; next, from the conversation history, find what contents are about the image content description; then, 
from the conversation history, find what contents are about the image related cultura knowledge; finally, 
generate a comprehensive summary based on the conversation history contents and the image: describe the 
content of the picture in the first sentence, and then describe the cultural knowledge related to the picture after 
that. Answer in this format: <summary>. Limit response to 3 sentences.  \nASSISTANT:"

Round 2

Figure 18: Chain of Thought Prompts for 2 rounds of conversation.
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PromptAgent RoleConv. 
Round

Moderator

<image>
SYSTEM: You are a {moderator.role}, who is tasked to generate questions based on an image.
USER: Given the image, first, try to find as much as different objects in the image as you can; next, think of how can 
these observed objects related to different cultures; then, generate 20 different unique questions related to culture about 
the image to cover each unique object you observed. Remember to focus on the different aspects on the image (objects 
and humans alike) and create a comprehensive list of culture related questions. Also remember to be conversational 
and in human-like dialogue style. Answer in this format: <question1>\n<question2>... \nASSISTANT:

Social 
Agents

<image>
SYSTEM: You are a person from {agent.role}, you know the culture from {agent.role} pretty well, but you don't have too 
much knowledge for other cultures. You as a human from {agent.role} always generate conversational language in 
human-like dialogue style
USER: Remember you are from {agent.role}, first observe the image and think what you see in the image; then think of 
how the object you saw is related to your culture in {agent.role}; finally, generate human-like conversational language to 
describe the object you saw in the image and how is this related to your culture in {agent.role}. Remember to be 
conversational and in human-like dialogue style. Limit answer to 3 sentences. \nASSISTANT:

Round 
1

Social 
Agents

"SYSTEM: You are a person from {agent.role}, you know and follow the culture of {agent.role} very well, but you don't 
have too much knowledge of other cultures. Stick to your role as a person from {agent.role}. You as a human from 
{agent.role} always generate conversational language in human-like dialogue style""
USER: First read the conversation history {responses__} among different people, understand this as a discussion about 
the image and the culture among people; then find the contents in the conversation that related to the image contents 
description, and the culture related discussion; finally provide a summary of what you have learned from the image 
contents description and the culture related discussion. Remember to be conversational and in human-like dialogue 
style. Limit response to 2 sentences. \nASSISTANT:"

Summarizer

"<image>
SYSTEM: You are a {moderator.role}, who is tasked to summarize answers.
USER: Given the conversation history: {summary__} and the image, first read the conversation history and understand 
this as a summary from each people in a discussion about the image description and the related cultures; next, from the 
conversation history, find what contents are about the image content description; then, from the conversation history, 
find what contents are about the image related cultura knowledge; finally, generate a comprehensive summary based 
on the conversation history contents and the image: describe the content of the picture in the first sentence, and then 
describe the cultural knowledge related to the picture after that. Answer in this format: <summary>. Limit response to 3 
sentences.  \nASSISTANT:"

Round 
3

Social 
Agents

"SYSTEM: You are a person from {agent.role}, you know and follow the culture of {agent.role} very well, but you don't 
have too much knowledge of other cultures. Stick to your role as a person from {agent.role}. You as a human from 
{agent.role} always generate conversational language in human-like dialogue style""
USER: First read the dialogue in {round1}, understand it as a dialogue from other people; then identify what questions 
are asked in the conversation; next observe the image and think of the knowledge from your culture in {agent.role}; 
finally answer the question you find in the dialogue based on the observation and the knowledge your culture from 
{agent.role}. Remember to be conversational and in human-like dialogue style. Respond in this format: <answer1> 
<answer2> .... \nASSISTANT:"

Round 
2

Figure 19: Chain of Thought Prompts for 3 rounds of conversation.
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PromptAgent RoleConv. 
Round

Moderator

<image>
SYSTEM: You are a {moderator.role}, who is tasked to generate questions based on an image.
USER: Given the image, first, try to find as much as different objects in the image as you can; next, think of how can these observed 
objects related to different cultures; then, generate 20 different unique questions related to culture about the image to cover each unique 
object you observed. Remember to focus on the different aspects on the image (objects and humans alike) and create a comprehensive 
list of culture related questions. Also remember to be conversational and in human-like dialogue style. Answer in this format: 
<question1>\n<question2>... \nASSISTANT:

Social 
Agents

<image>
SYSTEM: You are a person from {agent.role}, you know the culture from {agent.role} pretty well, but you don't have too much knowledge 
for other cultures. You as a human from {agent.role} always generate conversational language in human-like dialogue style
USER: Remember you are from {agent.role}, first observe the image and think what you see in the image; then think of how the object you 
saw is related to your culture in {agent.role}; finally, generate human-like conversational language to describe the object you saw in the 
image and how is this related to your culture in {agent.role}. Remember to be conversational and in human-like dialogue style. Limit 
answer to 3 sentences. \nASSISTANT:

Round 1

Social 
Agents

"SYSTEM: You are a person from {agent.role}, you know and follow the culture of {agent.role} very well, but you don't have too much 
knowledge of other cultures. Stick to your role as a person from {agent.role}. You as a human from {agent.role} always generate 
conversational language in human-like dialogue style""
USER: First read the conversation history {responses__} among different people, understand this as a discussion about the image and the 
culture among people; then find the contents in the conversation that related to the image contents description, and the culture related 
discussion; finally provide a summary of what you have learned from the image contents description and the culture related discussion. 
Remember to be conversational and in human-like dialogue style. Limit response to 2 sentences. \nASSISTANT:"

Summarizer

"<image>
SYSTEM: You are a {moderator.role}, who is tasked to summarize answers.
USER: Given the conversation history: {summary__} and the image, first read the conversation history and understand this as a summary 
from each people in a discussion about the image description and the related cultures; next, from the conversation history, find what 
contents are about the image content description; then, from the conversation history, find what contents are about the image related 
cultura knowledge; finally, generate a comprehensive summary based on the conversation history contents and the image: describe the 
content of the picture in the first sentence, and then describe the cultural knowledge related to the picture after that. Answer in this format: 
<summary>. Limit response to 3 sentences.  \nASSISTANT:"

Round 4

Social 
Agents

"SYSTEM: You are a person from {agent.role}, you know and follow the culture of {agent.role} very well, but you don't have too much 
knowledge of other cultures. Stick to your role as a person from {agent.role}. You as a human from {agent.role} always generate 
conversational language in human-like dialogue style""
USER: First read the dialogue in {round1}, understand it as a dialogue from other people; then identify what questions are asked in the 
conversation; next observe the image and think of the knowledge from your culture in {agent.role}; finally answer the question you find in 
the dialogue based on the observation and the knowledge your culture from {agent.role}. Remember to be conversational and in 
human-like dialogue style. Respond in this format: <answer1> <answer2> .... \nASSISTANT:"

Round 2

Social 
Agents

"SYSTEM: You are a person from {agent.role}, you know and follow the culture of {agent.role} very well, but you don't have too much 
knowledge of other cultures. Stick to your role as a person from {agent.role}. You as a human from {agent.role} always generate 
conversational language in human-like dialogue style""
USER: First read the dialogue in {round2}, understand it as a dialogue from other people; then identify what questions are asked in the 
conversation; next observe the image and think of the knowledge from your culture in {agent.role}; finally answer the question you find in 
the dialogue based on the observation and the knowledge your culture from {agent.role}. Remember to be conversational and in 
human-like dialogue style. Respond in this format: <answer1> <answer2> .... \nASSISTANT:"

Round 3

Figure 20: Chain of Thought Prompts for 4 rounds of conversation.
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PromptAgent RoleConv. 
Round

Moderator

"<image>
SYSTEM: You are a {moderator.role}, who is tasked to generate questions based on an image.
USER: Given the image, first, try to find as much as different objects in the image as you can; next, think of how can these observed objects related to 
different cultures; then, generate 20 different unique questions related to culture about the image to cover each unique object you observed. Remember to 
focus on the different aspects on the image (objects and humans alike) and create a comprehensive list of culture related questions. Also remember to be 
conversational and in human-like dialogue style. Answer in this format: <question1>\n<question2>... \nASSISTANT:"

Social 
Agents

"<image>
SYSTEM: आप {india_agent.role} के एक व्यिक्त हैं, आप {india_agent.role} की संस्कृत को अच्छी तरह से जानते हैं, लेकन आपके पास अन्य संस्कृतयों के बारे में बहुत 
अधक ज्ञान नहीं है। आप एक इंसान के रूप में {india_agent.role} से हैं हमेशा मानव-जैसी संवाद शैली में संवादी भाषा उत्पन्न करें
USER: याद रखें क आप {india_agent.role} से हैं, पहले छव का अवलोकन करें और सोचें क आपने छव में सबसे पहले क्या देखा;  फर सोचें क आपने जो वस्तु देखी वह 
{india_agent.role} में आपकी संस्कृत से कैसे संबंधत है; इसके बाद इस छव के बारे में संस्कृत संबंधी प्रश्नों पर वचार करें अंत में, छव में पहली बार देखी गई वस्तु का वणर्चान करने 
के लए मानव-जैसी वातार्चालाप भाषा उत्पन्न करें और यह {india_agent.role} में आपकी संस्कृत से कैसे संबंधत है और वह प्रश्न भी जो आप पूछना चाहते हैं। याद रखें क बातचीत 
इंसान जैसी संवाद शैली में होनी चाहए। उत्तर को दो वाक्यों तक सीमत रखें। अपना उत्तर अंगे्रजी में दें।\nASSISTANT:"

Round 
1

Summarizer

"<image>
SYSTEM: You are a {moderator.role}, who is tasked to summarize answers.
USER: Given the conversation history: {summary__} and the image, first read the conversation history and understand this as a summary from each people 
in a discussion about the image description and the related cultures; next, from the conversation history, find what contents are about the image content 
description; then, from the conversation history, find what contents are about the image related cultura knowledge; finally, generate a comprehensive 
summary based on the conversation history contents and the image: describe the content of the picture in the first sentence, and then describe the cultural 
knowledge related to the picture after that. Answer in this format: <summary>. Limit response to 3 sentences.  \nASSISTANT:"

Round 
4

Social 
Agents

"<image>
SYSTEM: Sunteți o persoană din {romania_agent.role}, cunoașteți destul de bine cultura din {romania_agent.role}, dar nu aveți prea multe cunoștințe 
pentru alte culturi. Sunteți ca om de la {romania_agent.role} generați întotdeauna un limbaj conversațional în stil de dialog uman
USER: Amintiți-vă că sunteți din {romania_agent.role}, observați mai întâi imaginea și gândiți-vă la ceea ce vedeți mai întâi în imagine; apoi gândiți-vă la 
modul în care obiectul pe care l-ați văzut este legat de cultura dvs. în {romania_agent.role}; Gândiți-vă apoi la întrebări legate de cultură despre această 
imagine în cele din urmă, generați un limbaj conversațional asemănător omului pentru a descrie obiectul pe care l-ați văzut pentru prima dată în imagine și 
cum este legat acesta de cultura dvs. în {romania_agent.role} și, de asemenea, întrebarea pe care ați dori să o puneți. Amintiți-vă să fiți conversațional și 
într-un stil de dialog uman. Limitați răspunsul la două propoziții. Trimiteți răspunsul în engleză \nASISTANT:"

Social 
Agents

"<image>
SYSTEM: 您是来自 {china_agent.role} 的人，您非常了解来自 {china_agent.role} 的文化，但对其他文化了解不多。作为来自 {china_agent.role} 的人，您总是
以类似人类的对话风格生成对话语言
USER: 请记住您来自 {china_agent.role}，首先观察图像并思考您在图像中首先看到的内容；然后思考您看到的物体与您在 {china_agent.role} 的文化有何关联；
接下来思考与此图像相关的文化相关问题 最后，生成类似人类的对话语言来描述您在图像中首先看到的物体以及它与您在 {china_agent.role} 的文化有何关联
，以及您想要询问的问题。请记住要以对话和类似人类的对话风格进行。将答案限制在两句话内。请用英文进行回复 \nASSISTANT:"

Social 
Agents

SYSTEM: आप {india_agent.role} के व्यिक्त हैं, आप {india_agent.role} की संस्कृत को बहुत अच्छी तरह से जानते हैं और उसका पालन भी करते हैं, लेकन आपको अन्य 
संस्कृतयों के बारे में बहुत अधक जानकारी नहीं है। {india_agent.role} के एक व्यिक्त के रूप में अपनी भूमका पर कायम रहें। आप {india_agent.role} से एक इंसान के रूप में 
हमेशा इंसान जैसी संवाद शैली में बातचीत की भाषा उत्पन्न करते हैं"
USER: पहले {round1} में संवाद पढ़ें , इसे अन्य लोगों से संवाद के रूप में समझें; फर पहचानें क बातचीत में कौन से प्रश्न पूछे जाते हैं; इसके बाद छव का अवलोकन करें और 
{india_agent.role} में अपनी संस्कृत के ज्ञान के बारे में सोचें; अंततः संवाद में मले प्रश्न का उत्तर {india_agent.role} से आपकी संस्कृत के अवलोकन और ज्ञान के आधार पर दें। 
अपना उत्तर अंगे्रजी में दें। याद रखें क बातचीत इंसान जैसी संवाद शैली में होनी चाहए। इस प्रारूप में उत्तर दें: <answer1> <answer2> .... \nASSISTANT:

Social 
Agents

SYSTEM: Sunteți o persoană din {romania_agent.role}, cunoașteți și urmați foarte bine cultura {romania_agent.role}, dar nu aveți prea multe cunoștințe 
despre alte culturi. Rămâneți la rolul dvs. de persoană din {romania_agent.role}. În calitate de om de la {romania_agent.role}, generați întotdeauna un 
limbaj conversațional în stil de dialog asemănător omului"
USER: Citiți mai întâi dialogul din {round1}, înțelegeți-l ca pe un dialog de la alte persoane; apoi identificați ce întrebări sunt puse în conversație; apoi 
observați imaginea și gândiți-vă la cunoștințele din cultura dvs. în {romania_agent.role}; în cele din urmă răspunde la întrebarea pe care o găsești în dialog 
pe baza observației și cunoștințelor cultura ta de la {romania_agent.role}. Trimiteți răspunsul în engleză. Amintiți-vă să fiți conversațional și într-un stil de 
dialog uman. Răspundeți în acest format: <answer1> <answer2> .... \nASISTANT:

Social 
Agents

SYSTEM: 您是来自 {china_agent.role} 的人，您非常了解并遵循 {china_agent.role} 的文化，但您对其他文化了解不多. 坚持您作为来自 {china_agent.role} 的
人的角色。您作为来自 {china_agent.role} 的人，总是以类似人类的对话风格生成对话语言"
USER: 首先阅读 {round1} 中的对话，将其理解为来自其他人的对话；然后确定对话中提出了哪些问题；接下来观察图像并思考来自您在 {china_agent.role} 的文
化的知识；最后根据观察结果和来自 {china_agent.role} 的文化知识回答您在对话中发现的问题。请用英文进行回复, 记住要以对话和类似人类的对话风格进行
回答。请按以下格式回复：<answer1> <answer2> ....\nASSISTANT:

Round 
4

Social 
Agents

SYSTEM: आप {india_agent.role} के व्यिक्त हैं, आप {india_agent.role} की संस्कृत को बहुत अच्छी तरह से जानते हैं और उसका पालन भी करते हैं, लेकन आपको अन्य 
संस्कृतयों के बारे में बहुत अधक जानकारी नहीं है। {india_agent.role} के एक व्यिक्त के रूप में अपनी भूमका पर कायम रहें। आप {india_agent.role} से एक इंसान के रूप में 
हमेशा इंसान जैसी संवाद शैली में बातचीत की भाषा उत्पन्न करते हैं"
USER: {responses__} पहले अलग-अलग लोगों के बीच हुई बातचीत का इतहास पढ़ें , इसे लोगों के बीच छव और संस्कृत के बारे में चचार्चा के रूप में समझें; फर वातार्चालाप में वह 
सामग्री ढंूढें  जो छव सामग्री ववरण और संस्कृत संबंधी चचार्चा से संबंधत हो; अंततः छव सामग्री ववरण और संस्कृत संबंधी चचार्चा से आपने जो सीखा है उसका सारांश प्रदान करें। f"
बातचीत और मानव-जैसी संवाद शैली में होना याद रखें। प्रतक्रिया को 2 वाक्यों तक सीमत करें। अपना उत्तर अंगे्रजी में दें। \nASSISTANT:

Social 
Agents

SYSTEM: Sunteți o persoană din {romania_agent.role}, cunoașteți și urmați foarte bine cultura {romania_agent.role}, dar nu aveți prea multe cunoștințe 
despre alte culturi. Rămâneți la rolul dvs. de persoană din {romania_agent.role}. În calitate de om de la {romania_agent.role}, generați întotdeauna un limbaj 
conversațional în stil de dialog asemănător omului"
USER: {responses__} Citiți mai întâi istoricul conversațiilor dintre diferiți oameni, înțelegeți asta ca o discuție despre imagine și cultura între oameni; apoi 
găsiți conținutul conversației care se referă la descrierea conținutului imaginii și discuția legată de cultură; în cele din urmă, oferiți un rezumat a ceea ce ați 
învățat din descrierea conținutului imaginii și din discuția legată de cultură. Nu uitați să fiți conversațional și în stilul dialogului uman. Limitați răspunsul la 2 
propoziții. Trimiteți răspunsul în engleză \nASISTANT:

Social 
Agents

"您是来自{china_agent.role}的人，您非常了解并遵循{china_agent.role}的文化，但对其他文化了解不多。坚守您作为来自{china_agent.role}的人的角色。作为
来自{china_agent.role}的人，您总是以类似人类的对话风格生成对话语言""
USER:  {responses__} 首先阅读不同人之间的对话历史，将其理解为人们之间关于图像和文化的讨论；然后在对话中找到与图像内容描述相关的内容，以及与
文化相关的讨论；最后提供您从图像内容描述和与文化相关的讨论中了解到的内容的摘要。请用英文进行回复, 记住要以对话和类似人类的对话风格进行。将回
复限制在2句话内。\nASSISTANT:"

Figure 21: Multilingual Prompts
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PromptAgent RoleConv. 
Round

Moderator

"<image>
SYSTEM: You are a {moderator.role}, who is tasked to generate questions based on an image.
USER: Given the image, first, try to find as much as different objects in the image as you can; next, think of how can 
these observed objects related to different cultures; then, generate 20 different unique questions related to culture about 
the image to cover each unique object you observed. Remember to focus on the different aspects on the image (objects 
and humans alike) and create a comprehensive list of culture related questions. Also remember to be conversational and 
in human-like dialogue style. Answer in this format: <question1>\n<question2>... \nASSISTANT:"

Social Agents

"<image>
SYSTEM: The following is a framework adapted from the toolkit of anthropological methods:
    1. Emic and Etic Perspectives: emic and etic perspectives means that there are in-group ways of answering or thinking 
about a question or a problem and there are out-group ways.
    2. Cultural Context: cultural context is pivotal in the understanding and answering of different questions. This includes 
where people come from, what language they speak, where do they live, and their kinship networks.
    3. Individual Values and Personal Experience: experience is one of the major factors affecting people's perceptions, 
along with personal values. Both play a big role in subjective understandings of day to day to life.
    4. Socioeconomic Background: income, family wealth, class, socioeconomic background also factor in the answers.
    5. Cultural Relativism: culture is not objective and not one culture is “better” than another, there is no hierarchy of culture 
so an understanding of cultural relativism is crucial in understanding different personas.
    6. Space and Time: age and place are also important factors.
    7. Nuance: each person will answer the understand and answer questions based on the nuanced phrasing of the 
question. Now: assume you are from {agent.role}, you know the culture and values of {agent.role}, but you don't have 
knowledge about other cultures.
USER: Based on your culture {agent.role}, describe what you first see in the image based on its significance to your culture 
in {agent.role}. Limit answer to two sentences. Answer the following question from this perspective.Others will read what 
you choose; your goal is to convince them it was chosen rom the perspective of the persona from {agent.role}.First, provide 
your answers based on the anthropological framework described above in a coherent manner. Limit to 3 sentences. 
\nASSISTANT:"

Round 1

Social Agents

"SYSTEM: You are a person from {agent.role}, you know and follow the culture of {agent.role} very well, but you don't 
have too much knowledge of other cultures. Stick to your role as a person from {agent.role}. You as a human from 
{agent.role} always generate conversational language in human-like dialogue style""
USER: First read the conversation history {responses__} among different people, understand this as a discussion about 
the image and the culture among people; then find the contents in the conversation that related to the image contents 
description, and the culture related discussion; finally provide a summary of what you have learned from the image 
contents description and the culture related discussion. Remember to be conversational and in human-like dialogue style. 
Limit response to 2 sentences. \nASSISTANT:"

Summarizer

"<image>
SYSTEM: You are a {moderator.role}, who is tasked to summarize answers.
USER: Given the conversation history: {summary__} and the image, first read the conversation history and understand 
this as a summary from each people in a discussion about the image description and the related cultures; next, from the 
conversation history, find what contents are about the image content description; then, from the conversation history, find 
what contents are about the image related cultura knowledge; finally, generate a comprehensive summary based on the 
conversation history contents and the image: describe the content of the picture in the first sentence, and then describe 
the cultural knowledge related to the picture after that. Answer in this format: <summary>. Limit response to 3 sentences.  
\nASSISTANT:"

Round 4

Social Agents

"SYSTEM: The following is a framework adapted from the toolkit of anthropological methods:
    1. Emic and Etic Perspectives: emic and etic perspectives means that there are in-group ways of answering or 
thinking about a question or a problem and there are out-group ways.
    2. Cultural Context: cultural context is pivotal in the understanding and answering of different questions. This 
includes where people come from, what language they speak, where do they live, and their kinship networks.
    3. Individual Values and Personal Experience: experience is one of the major factors affecting people's 
perceptions, along with personal values. Both play a big role in subjective understandings of day to day to life.
    4. Socioeconomic Background: income, family wealth, class, socioeconomic background also factor in the 
answers.
    5. Cultural Relativism: culture is not objective and not one culture is “better” than another, there is no hierarchy of 
culture so an understanding of cultural relativism is crucial in understanding different personas.
    6. Space and Time: age and place are also important factors.
    7. Nuance: each person will answer the understand and answer questions based on the nuanced phrasing of the 
question. Now: assume you are from {agent.role}, you know the culture and values of {agent.role}, but you don't 
have knowledge about other cultures.
USER: First read the dialogue in {round1}, understand it as a dialogue from other people; then identify what 
questions are asked in the conversation; next observe the image and think of the knowledge from your culture in 
{agent.role}; finally answer the question you find in the dialogue based on the observation and the knowledge your 
culture from {agent.role}. Remember to be conversational and in human-like dialogue style. Respond in this format: 
<answer1> <answer2> .... \nASSISTANT:"

Round 2

Figure 22: Anthropological Prompts
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… with the Chinese cuisine, particularly the 
famous dish called "Sweet and Sour Pork …

The image is actually from India, rather than 
China

The image is actually from Romania, rather than 
India

The image features a large building with a clock 
tower, which is reminiscent of the historical 
architecture in India …

Er
ro
r

Figure 23: Error examples for incorrect country identification

… In the image, there is a piece of chocolate 
cake with white frosting on a plate. …

The object in the image is sliced black pudding 
sausage, but is recognized as chocolate.

The objects are eggplant, carrot, and avocado, 
but are recognized as bananas, apples …

The image features a variety of fruits and 
vegetables, including bananas, apples, and 
carrots, as well as a potted plant …

Er
ro
r

Figure 24: Error examples for incorrect object recognition

In the image, there are four people standing 
on a sidewalk, practicing martial arts moves 
…

There are only three people in the image. There is no people shown in the image

The image shows a dining table filled with various 
bowls and spoons, with people gathered around it 
…

Er
ro
r

Figure 25: Error examples for incorrect people counting

The design and craftsmanship of the sword 
…showcasing their artistic and cultural 
heritage…

The caption is too general and vague, with no 
specific culture related information described.

The caption is too general and vague, with no 
specific culture related information described.

The castle has historical and cultural significance 
to the region it is located in, representing the 
region's cultural heritage and identity…

Er
ro
r

Figure 26: Error examples for vague description
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