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Abstract

While accurately detecting and correcting fac-
tual contradictions in language model outputs
has become increasingly important as their ca-
pabilities improve, doing so is highly challeng-
ing. We propose a novel method, FACTTRACK,
for tracking atomic facts and addressing fac-
tual contradictions. Crucially, FACTTRACK
also maintains time-aware validity intervals for
each fact, allowing for change over time. At a
high level, FACTTRACK consists of a four-step
pipeline to update a world state data structure
for each new event: (1) decompose the event
into directional atomic facts; (2) determine the
validity interval of each atomic fact using the
world state; (3) detect contradictions with ex-
isting facts in the world state; and finally (4)
add new facts to the world state and update
existing atomic facts. When we apply FACT-
TRACK to contradiction detection on structured
story outlines, we find that FACTTRACK using
LLaMA2-7B-Chat substantially outperforms
a fair baseline using LLaMA2-7B-Chat, and
achieves performance comparable to a GPT4
baseline. Moreover, when using GPT4, FACT-
TRACK significantly outperforms the GPT4
baseline. 1

1 Introduction

Large language models (LLMs) have recently sur-
passed human performance across a wide range of
tasks (Ouyang et al., 2022; OpenAI, 2023), yet
generating long-form text remains fraught with
challenges compared to tasks with shorter outputs.
Even when models are trained to support context
windows of hundreds of thousands of tokens, they
may still struggle to retrieve and reason over such
long context (Liu et al., 2023). The most advanced
existing language models still take long context
generation as a direction for further improvement
in the future.

1Our code and data are at https://github.com/
cogito233/fact-track.

Event 1: After a hard fight, 
Eva finally killed the monster

Event n: Eva defeated the 
monster, returned to the city

……

Event 2: John opens his 
laptop for work.

Event 1.5: John goes to 
home to retrieve his laptop.

Event 1: John realizes he 
forgot his laptop at home.

Premise: A story about a girl 
defeating a monster

Plot Redundancy

Factual  Inconsistency 

They do not contradict each 
other, rather, they can be seen 
as complementary parts of a 
larger narrative.

After Event 1, the monster is 
already killed by Eva, it can not 
be defeated again in Event  n. So 
they are contradictory.

Event 1 indicates that John 
cannot use the laptop, but in 
Event 2, John uses his laptop for 
work. So, they are contradictory.

The relationship between John 
and his laptop is updated by 
Event 1.5, so Event 2 is not 
contradicted.

Figure 1: FACTTRACK tackles the problems of factual incon-
sistency and plot redundancy. Note that those problems are
based on our observations, to provide a clearer understanding
of the problem, with both issues considered together in our
pipeline and evaluation. For factual inconsistency detection,
FACTTRACK tracks a validity interval for each fact to distin-
guish legitimate contradictions from facts simply changing
over time. For plot redundancy detection, our method can rep-
resent the timeline in more structured form, making detection
easier.

Existing works using LLMs in hierarchical gen-
eration have explored structured approaches to
maintain strong internal coherence within extensive
texts of thousands of words (Yang et al., 2022a,b).
However, challenges remain in maintaining factual
consistency and avoiding hallucinations during the
generation. Especially when these problems occur
in a high-level planning stage, they can greatly dam-
age performance on downstream tasks. Therefore,
a system capable of detecting factual contradictions
and correcting them is essential. In Figure 1, we
take story planning as an example, depicting two
common issues encountered: factual inconsistency
and plot redundancy.

Such issues are expected across various domains,
as training corpus documents often suffer from
length limitations and originate from fragmented
sources, impairing the model’s ability to establish
long-distance, multi-state connections. Moreover,
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generalizing current sentence-level fact verification
models (de Marneffe et al., 2008; Cai et al., 2021)
to accommodate longer texts remains a challenge.
We highlight two main distinctions that arise when
comparing sentence-level fact statements to length-
ier texts: the complexity of multi-fact contexts, and
the dynamic, stateful nature of content over time.

To tackle these challenges, Section 3 introduces the
concept of directional atomic facts, establishing a
universal framework for time-aware contradiction
detection and state tracking. Section 3.1 details the
analysis of structures to identify atomic facts and
detect contradictions around key events, employ-
ing LLMs for event decomposition into pre-facts
and post-facts. The concept of pre-facts and post-
facts is akin to preconditions and postconditions
but formulated in natural text, and implying truth-
fulness for the entire validity time interval. This
approach facilitates tracking the state changes over
time prompted by events. Maintaining a compre-
hensive non-contradictory set of facts (world state)
also allows for detection of contradictions by ver-
ifying and updating the atomic facts within the
world state. Section 3.2 explores the broader impli-
cations of atomic facts through a more flexible and
time-aware framework, introducing a timeline for
events and atomic facts to identify contradictions
or updates through their temporal overlaps.

In Section 4, we describe the main implementa-
tion of our method, FACTTRACK. As shown
in Figure 5, we first maintain a list of pre-facts
and a list of post-facts as our data structure. To
update our data structure for a new event, we
use a four-step pipeline: Decompose-Determine-
Contradiction-Update. With this data structure, we
can detect whether two events contradict each other
and identify the specific pair of atomic facts in con-
flict, guiding the subsequent correction procedure.
Furthermore, the validity interval of facts may be
useful structural information in and of itself for
downstream tasks.

To measure the effectiveness of our approach, we
introduce a task for detecting contradictions in the
planning procedure, with story outlines serving
as our test domain. For event pairs flagged by a
method as contradictory, we use GPT-4 to anno-
tate whether they are actually contradictory, on a 1
to 5 scale. Experimental results show that contra-
dictions flagged by FACTTRACK (using LLaMA2-
7B-Chat as a base LLM) are judged to be real

contradictions by a score margin of 0.384 more
than a fair baseline using LLaMA2-7B-Chat. Ad-
ditionally, when FACTTRACK is run on GPT4, the
performance significantly surpasses all baselines,
including the one using GPT-4 as a base model.

In summary, our contributions are as follows:

1. We introduce a framework for decomposing
events into atomic facts and tracking their va-
lidity intervals on a timeline.

2. Based on that framework, we develop a
method, FACTTRACK, for detecting time-
aware factual contradictions in outlines.

3. We apply FACTTRACK to story outline gener-
ation, defining a task and LLM-based evalua-
tion metrics for detecting contradictions. The
results confirm our approach’s empirical ef-
fectiveness.

2 Related Work

Fact Verification. Fact verification is a task
widely studied in natural language processing, rang-
ing from verifying scientific claims (Thorne et al.,
2018; Wadden et al., 2020) to validating fake news
(Wang, 2017; Augenstein et al., 2019). Unlike
verifying claims against a database of facts, exist-
ing work has also demonstrated the feasibility of
performing verification within context (Mihaylova
et al., 2019; Shaar et al., 2022; Li et al., 2023). We
also draw inspiration from efforts to decompose
complex sentences into multiple atomic facts using
LLMs (Fan et al., 2020; Kamoi et al., 2023; Min
et al., 2023). Compared with prior works, our ap-
proach specifically operates on temporal structures,
maintaining time-dependent fact validity intervals
to handle the dynamic nature of the world state as
facts change over time.

State Tracking. Prior work on state tracking
ranges from dialogue tracking (Thomson and
Young, 2010; Chao and Lane, 2019) and mem-
ory and entities networks (Sukhbaatar et al., 2015;
Henaff et al., 2017) to using neural checklists (Kid-
don et al., 2016) and story planning (Rashkin et al.,
2020). With the advent of LLMs, state tracking
in long-form story planning and generation has
shifted towards explicit tracking using natural lan-
guage, ranging from unstructured text (Zhou et al.,
2023) to structured dictionaries (Yang et al., 2022b).
Additionally, there also exists some work on gener-
ating better temporal fact validity by predicting the
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validity interval (Zhang and Choi, 2023), jointly
modeling text with its timestamp (Dhingra et al.,
2022), or utilizing Wikipedia timestamps (Jang
et al., 2023). Our approach is related to the lat-
ter, but the main difference is our method operates
on the generated output from a language model,
and focuses on post-hoc detection rather than the
calibration of a language model.

Hierarchical Generation. Hierarchical genera-
tion is widely applicable across various domains
of long-form content creation, such as story gener-
ation. It can be implemented through the internal
hidden states of the model (Li et al., 2015; Shen
et al., 2019; Guo et al., 2021), or explicitly via
natural language text or structured schema (Yao
et al., 2019; Rashkin et al., 2020; Tian and Peng,
2022; Mirowski et al., 2022; Yang et al., 2022b,a).
The paradigm of hierarchical generation brings
both benefits and challenges to our work. On one
hand, it facilitates the resolution of contradictions
at higher levels compared to those detected at the
bottom level or during sequential generation. On
the other hand, it may require a more complex data
structure to maintain the validity intervals of facts.

3 Time-Aware Atomic Facts

Existing work focuses on leveraging the seman-
tic decomposition capabilities of LLMs for fine-
grained fact-checking (Min et al., 2023). In this
session, we propose an event-centric, time-aware
atomic fact decomposition method. We track facts
on a timeline, building toward the design of our
FACTTRACK system. By analyzing the structure
of an event and the representation of the world,
we develop a method to better decompose events
into atomic facts (Section 3.1) with forward and
backward directions. We then discuss how to use
knowledge of contradictions between atomic facts
to determine the validity intervals of these atomic
facts on the timeline (Section 3.2). Through this
decomposition of facts and by maintaining validity
intervals, our method is particularly effective for
time-varying facts as is common in domains such
as story writing. Examples illustrating the concepts
in this section are provided in Appendix A.

3.1 Fact Decomposition

Events and Directional Atomic Facts. In nar-
rative theory, events represent transitions in the
world state, reflecting shifts that impact charac-

ters, settings, or the overarching scenario (Hühn
et al., 2009). We model these transitions using
directional atomic facts, capturing the essence of
events as transformations from one state to another.
Atomic fact means a basic and concise statement
that conveys a single piece of information (Min
et al., 2023), see examples in Figure 2. Then we
employ a novel strategy using LLMs to decom-
pose these events into distinct atomic facts with
directions and a time validity interval as shown in
Figure 2. These facts are then compared pairwise
to assess their interrelations and impacts on the
narrative structure. Recognizing that events rep-
resent transformations in the world state, we clas-
sify these atomic facts into three categories: pre-
facts, post-facts, and static facts. pre-facts are those
truths that exist before an event takes place, post-
facts are truths that emerge following an event, and
static facts are those truths that remain unchanged
throughout.2 To simplify the problem, we interpret
static facts as a straightforward amalgamation of
a pre-fact and a post-fact, and henceforth concern
ourselves with only the latter two categories. Fig-
ure 2 shows an example of how we decompose
event B into pre-facts and post-facts.

World State. The term world state corresponds
to a set of facts that hold at a particular point in
time. Compared with object-based tracking, fact-
based tracking provides a more flexible state space.
The world state at any given moment represents
the maximum set of non-contradicting facts. For
example, in a process that moves forward in time,
at each new event, the world state is used to cross-
check with pre-facts and is updated with post-facts.
If a fact in the world state contradicts with a new
post-fact, then we drop the former (Figure 2).

3.2 State Tracking on Timeline
Event Time Interval. Any given event can be
decomposed into multiple sub-events according to
the author’s desired level of detail. For instance,
previous works use this strategy to generate a story
outline by doing this decomposition recursively
(Yang et al., 2022a; Wang et al., 2023). To effec-
tively model this hierarchical temporal structure,

2Traditional AI methods like STRIPS (Fikes and Nilsson,
1971) discuss preconditions and postconditions. Similar to our
pre-facts and post-facts, they model the requirements of the
world state before an action and the changes to the world state
after an action. We prefer the terms pre-fact and post-fact to
better express our meaning of tracking time-varying natural
language facts with validity intervals on a timeline.
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Original World Status: 
{f1, f2, f3 ... }  

New World Status: 
{f1’, f2, f3 ... }  

Event B:  After 
buying the book, 
Eva leaves the 
store.

pre-facts

Before Event B:

f1: Eva is in the store.

f2: Eva finds the strange book in the 
store.

f3: Eva is interested in the book.

f4: Eva was born in a village.

……

1. Eva is aware of the book.

2. Eva is in the store.

1. Eva leaves the store.

2. Eva owns the book.

(update) f1’: Eva is in leaves the store.

f2: Eva finds the strange book in the 
store.

f3: Eva is interested in the book.

f4: Eva was born in a village.

(new) f5’: Eva owns the book.

……

Decompose

post-facts

After Event B:

Figure 2: Decomposition of an event, to verify and update the world state for the event. Moving forward on the arrow of time in
this example, we first retrieve all facts corresponding to pre-facts from the world state to check for any conflicting fact pairs
(Verification). We then replace any fact in the world state that contradicts a post-fact with the corresponding new post-fact
(Update).

Event 2

post-fact of Event 2.1

Event 2.1 Event 2.2 Event 2.3

pre-fact of Event 3

Event 3Event 1

post-fact of Event 2.2

Timeline of Narration
1/3 4/9 5/9 2/3

Figure 3: The timeline of narration. The start time and end time of any given event can be split recursively into sub-events.
pre-facts begin at the left boundary and point to the left; post-facts begin at the right boundary and point to the right.

we define the time interval of an event as a con-
tinuous segment along the narration timeline (See
Figure 3). For simplicity, we set the time interval
of the entire narrative (e.g., story outline) to be
[0, 1]. When one event (B) is a subevent of another
event (A), B’s time interval is contained withinA’s
time interval, with adjacent events possessing non-
intersecting intervals. That is, for each level of a
partial hierarchical outline, if we want to generate
k subevents, we have:

∀i ∈ 1..k :

li = l + (i− 1) · r − l

k
(1)

ri = l + i · r − l

k
(2)

Fact Validity Interval. We now consider an
event with a validity interval [l, r]. We assume
a pre-fact f is from some time point x in the event,
i.e., x ∈ [l, r]. Then we define the validity interval
of f as (− inf, x]. This implies f is valid before
the time point x, but not afterwards. Similar logic
applies to post-facts, where the default validity in-
terval is [x, inf). However, as it is unclear how to
pinpoint the exact value of x, we simplify the prob-
lem by assigning the default validity interval to be
(− inf, l] for pre-facts and [r, inf) for post-facts.

Update Condition. To handle alterations in the
world state, we introduce a mechanism that up-
dates the interval when two facts with the same
direction (either both pre-facts or both post-facts)
contradict each other. The premise here is that the
more “up-to-date” fact is deemed more reliable and
reflective of the updated world state on the interval
where they overlap. For example, consider two
post-facts: “Eva is in the store” and “Eva left the
store.” Assuming they have the validity intervals
[49 , inf) and [59 , inf) respectively, and are contra-
dictory, we would need to adjust the first validity
interval to be [49 ,

5
9). As exemplified in the post-fact

of Event 2.1 and the post-fact of Event 2.2 in Fig-
ure 3, we will update the former fact to make the
two validity intervals not overlap with each other.

Contradiction Condition. We flag a contradic-
tion between a post-fact from an earlier event and
a pre-fact from a later event if they overlap in time
and contradict each other. Suppose the validity
interval of the pre-fact is (l1, r1] and the interval
of post-fact is [l2, r2), where l2 < r1 since the
pre-fact is from the later event. Figure 4 shows
five possible relationships between these two facts
with respect to the overlap in their validity intervals.
As shown in Figure 4, a checkpoint indicates the
boundary of an event where one of the two facts
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Beginning of Event B

Non-overlap

Overlap without 
checkpoint

Overlap on forward 
checkpoint

End of Event A

forward 
checkpoint

backward 
checkpoint

Overlap on both 
checkpoints

Overlap on backward 
checkpoint

Figure 4: Five possible situations for a pre-fact and post-
fact contradicting each other on different points or intervals,
depending on their respective validity intervals. In our imple-
mentation, we only flag a contradiction when a contradiction
is detected on both checkpoints (the last situation) to maxi-
mize confidence in our predictions.

begins. Although different choices are possible,
in our approach, we only flag contradictions for
the case “Overlap on both checkpoints.”Thus the
constraint we use for flagging contradictions is:

l1 ≤ l2 ≤ r1 ≤ r2 (3)

Similar ideas also can be found in Allen’s Interval
Algebra (Allen, 1983), Our constraint corresponds
to Allen’s Interval Algebra is: Fact1 o Fact2, but
there is slightly different since because different
operations dictate the directionality of facts as we
shown in Figure 5.

4 FACTTRACK

We are now ready to introduce our method, FACT-
TRACK (Figure 5). FACTTRACK can be understood
as a data structure for representing a world state
(Section 4.1) coupled with a pipeline of operations
for updating this data structure given a new event
that we want to insert (Section 4.2). Notably, events
do not need to be inserted in chronological order,
which is useful for hierarchical inputs such as story
outlines. In our pipeline, we start by breaking down
the event into several pre-facts and post-facts. Then
for each fact, we conduct a series of interval op-
erations to determine its validity interval, identify
any contradictions, and finally update the validity
interval of facts in world state. We also discuss how
our method recognizes contradictions between two
atomic facts (Section 4.3).

4.1 World State Maintaining

As shown in the light blue block in Figure 5, we
maintain two lists to keep track of all pre-facts
and post-facts. For each atomic fact, we store its
content si, start time ti,begin, and end time ti,end.

4.2 Operation Pipeline

As shown in Figure 5, our operation pipeline con-
sists of four steps which we execute in order:

1. Decompose Events. decompose a new event
into pre-facts and post-facts.

2. Determine Validity Interval. Use the world
state to find the validity interval for each
atomic pre-fact or post-fact.

3. Detect Contradictions. Check if the current
fact’s validity interval contradict with existing
facts.

4. Update World State. If needed, update exist-
ing facts as necessary and add the current fact
to the world state.

Pseudocode is shown in Appendix B.3.

4.2.1 Decompose Events
In the orange block in Figure 5, we decompose the
event into pre-facts, post-facts, and static facts. We
use zero-shot prompting with an LLM and parse
the output for structure afterward; see details in
Appendix B.1. After this step, we execute the fol-
lowing three steps in sequence for each atomic fact.

4.2.2 Determine Validity Interval
Given a new atomic fact, we use all the facts in the
world state to determine its validity interval (purple
block in Figure 5). Taking a post-fact as an exam-
ple, our initial default validity interval is [l, inf),
where l is the right boundary of the event it came
from. We then check the facts in the world state
whose left boundary is greater than l, in order from
left to right, until we find the first contradiction.
Then, we set the right boundary of the current fact
as the left boundary of the detected fact and return.

4.2.3 Detect Contradictions
As shown in the pink block in Figure 5, we re-
trieve all facts that overlap with the current fact,
and check for contradictions. Note that this process
can operate forward in time, as shown in Figure
2, as well as backward along the arrow of time.
There are multiple ways to define the “overlap” of
two directional segments. In our approach, we
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Update 
World State

Detect 
Contradictions

Non Contradiction

New Fact
Contradicted Fact
Non-contradicted Fact

World 
State ……

1. Eva owns the book. Event
1.1.2

FACTTRACK

Contradiction

Outline Generator

…

1. Eva learns magic.
  1. …
    1. …
    2. Eva buys the book.
  2. …

2. …

Contradiction Details

Rewrite

Contradiction happens 
between Event 1.1.2 and 2.2:

Post-fact: …
Pre-fact: …
NLI Score: 0.82

pre-facts post-facts
1. Eva is in the store.

2. Eva knows the book.

…… n. Eva already left the store.
……

For each new fact, operations are shown below:

Determine 
Validity Interval

Decompose 
Events

Figure 5: The general pipeline for how we maintain our data structure. We begin with a new event (e.g., plot point in a story
outline), which we decompose into several pre-facts and post-facts (Decompose Events). For each fact, we determine its validity
interval based on the world state (Determine Validity Interval), and then detect any contradictions with existing facts in the world
state (Detect Contradictions). If the fact does not contradict any existing fact in the world state, then we update the world state
with the new fact (Update World State). Otherwise, we write down details about the contradiction, and rewrite the new event
conditioned on the preexisting event and details about the contradiction. Note that Determine Validity Interval and Update World
State are only between facts in the same direction, while Detect Contradictions are only between facts in different directions.

use the strictest constraint in Figure 4, since we
only care about whether there are contradictions
on the checkpoints, where the two directional facts
begin. By requiring contradiction on both check-
points, as depicted in Figure 4, our method gains
better robustness against errors in fact decompo-
sition or the retrieval process, eliminating many
false positives. After this step, if there is a con-
tradiction detected, we can print the contradiction
information as shown in the examples in Appendix
F, otherwise we directly update the world state.

4.2.4 Update World State
As shown in the green block in Figure 5, if we
decide to accept the event when no contradiction is
detected, we will use this step to update the world
state. We first use the current fact to update the
validity intervals of existing facts in the world state.
Taking a post-fact with interval [l, r) as an example,
to update the validity intervals, we retrieve all facts
[L,R) satisfying L ≤ l ≤ R ≤ r. If those two
facts contradict, then we update the validity interval
[L,R) to be [L, l). Finally, we add the new fact
[l, r) to the world state.

4.3 Contradiction Recognition

We use an NLI model finetuned on outputs an-
notated by GPT4 (Appendix B.4). By using that

model, we can give every pair of facts a contradic-
tion score from 0 to 1 corresponding to how likely
they are to contradict each other. If this score is
over a set threshold, we say that the two facts con-
tradict in our method. For the update condition and
contradiction condition, we use different thresholds
since false negatives for the update condition are
less harmful than for the contradiction condition—
it may not cause any major problems if we miss
an update to a fact’s validity interval, but we do
not want to ignore an actual contradiction. Addi-
tionally, we also use a retrieval model as a filter to
reduce the computational cost, see filtering details
in Appendix B.3.

5 Evaluation

Experiment Setup. To examine our method’s
empirical effectiveness, we apply FACTTRACK to
the task of detecting the contradictions in a story
outline. While our method can also work online,
detecting problems during the outline generation
process and providing feedback, we evaluate only
offline in this work. We employ an outline genera-
tor similar to the detailed outliner from Yang et al.
(2022a), modifying the prompt to include more fac-
tual information (Appendix C.2). In particular, we
follow their paradigm of breadth-first outline ex-
pansion. To balance length and knowledge density,
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Method PAIRWISE SCORE CONTEXT SCORE

FULL OUTLINE DETECTION (GPT-4) 2.355 ± 0.163 2.859 ± 0.149
FACTTRACK (LLaMA2-7B-Chat, top 300) 2.393 ± 0.164 2.777 ± 0.146
FACTTRACK (GPT-4, top 300) 2.599 ± 0.148 3.133 ± 0.123
Random 1.419 ± 0.075 1.62 ± 0.087
PAIRWISE DETECTION (LLaMA2-7B-Chat) 1.452 ± 0.080 1.64 ± 0.088
FULL OUTLINE DETECTION (GPT-3.5-Turbo) 1.556 ± 0.068 1.902 ± 0.078
FACTTRACK (LLaMA2-7B-Chat, random 500) 1.836 ± 0.092 2.046 ± 0.092

Table 1: Comparison results of FACTTRACK (based on LLaMA2-7B-Chat) against corresponding baselines on 90 depth-3 story
outlines. The contradiction scores range from 1 to 5, as annotated by GPT-4; higher is better. PAIRWISE SCORE indicates that
the GPT-4 evaluator only sees the events corresponding to the two facts being checked, while in CONTEXT SCORE, GPT-4 sees
the whole story outline as context. We downsample FACTTRACK’s detections either randomly (e.g., random 500) or based
on top contradiction scores to match the number of detections with baselines for fairer comparison; see Appendices C.3 and
D for experiment details. FACTTRACK based on LLaMA2-7B-Chat achieves performance comparable to GPT4-Turbo while
significantly outperforming other baselines. Additionally, when FACTTRACK is run on GPT4, the performance surpasses all
baselines.

Method PAIRWISE SCORE CONTEXT SCORE

CoT (without decompose events) 2.355 2.859
FACTTRACK 2.599 3.133
FACTTRACK (without track facts) 2.380 2.364
FACTTRACK 2.412 2.386
FACTTRACK (few-shot GPT4) 2.212 2.216
FACTTRACK (few-shot LLaMA-7B-Chat) 2.186 2.196
FACTTRACK (NLI Model, default) 1.836 2.046

Table 2: Ablations on individual components of FACTTRACK, including removing Decompose Events, Track Facts (combining
Determine Validity Interval and Update World State), and replacing Detect Contradictions with other methods. Both Decompose
Events and Track Facts are critical to performance, while Detect Contradictions can be improved by changing its internal modules
and thresholds.

we use story outlines with three layers, with each
event having three sub-events, for 39 events in total.
We estimate there are 3-5 true contradictions per
outline on average (Appendix B.5). In the eval-
uation process, we randomly select 90 premises
from the WritingPrompts dataset (Fan et al., 2018)
and use LLaMA2-7B-Chat (Touvron et al., 2023)
to generate the outlines; note that we run FACT-
TRACK on LLaMA2-7B-Chat as well. The task
can be understood as a detection task: given the
outline, we want to retrieve some candidate event
pairs, indicating that the model considers them to
be contradictory. Outline statistics are shown in
Appendix D.

Input : [premise, event1, event1.1, · · · event3.3.3]
Output : [(id1,1.id1,2), · · · , (idn,1, idn,2)]

Baselines. With no directly applicable prior
methods, we designed two baselines:

1. PAIRWISE DETECTION on LLaMA2-7B-
Chat: The model compares two retrieved
events to make predictions of contradictions.
This approach scales well but struggles with
maintaining temporal validity.

2. FULL OUTLINE DETECTION on GPT se-
ries: The model reviews the entire text using
Chain of Thought (CoT) to identify contradic-
tory event nodes. Limited by context window
size, this method processes an outline of 39
events under our setting, averaging about 4800
tokens, using GPT-3.5-Turbo and GPT-4.

Due to varying numbers of positive detections, re-
sults were downsampled (see Appendix D).

Metrics. Due to the complexity and context-
dependent nature of annotating event contradic-
tions, we haven’t found a clear method to label
ground truth data, even with human input (see Ap-
pendix C.1). Upon review, GPT-4 (OpenAI, 2023)
annotations proved to be higher quality and less
noisy. Since contradictions aren’t binary and can
be nuanced and depend on context, we score them
from 1 to 5 (Appendix C.3). We evaluate meth-
ods by the average contradiction score in detected
pairs—a higher score indicates better detection. We
developed two metric variations using GPT-4 con-
text:

1. PAIRWISE SCORE directly labels contradic-
tions by examining pairs of events directly.

2. CONTEXT SCORE labels event pairs within
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the full outline context.

Classical metrics aren’t applicable without gold
labels, but we estimate precision and recall using
our metrics in Appendix D.

Evaluation Results. Table 1 shows the results
of our experiment. FACTTRACK on LLaMA2-7B-
Chat is significantly better on the two metrics than
both FULL OUTLINE DETECTION using GPT-3.5-
Turbo and PAIRWISE DETECTION on LLaMA2-
7B-Chat. We also achieve comparable performance
with GPT4-Turbo, despite only using LLaMA2-7B-
Chat in our method. When we run FACTTRACK

on GPT4, the performance significantly surpasses
all baselines3 These results confirm that FACT-
TRACK effectively enhances contradiction detec-
tion in story planning by decomposing events and
maintaining validity intervals of atomic facts. Ex-
amples are in Appendix F.

Qualitative inspection shows that event decomposi-
tion remains a bottleneck, as language ambiguity
can lead to misunderstandings before decomposi-
tion. Appendix G illustrates a failure case due to
ambiguity. Additionally, our method only detects
binary contradictions and doesn’t address more
complex scenarios. Detailed error analysis is in
Appendix G.

5.1 Ablation Study
We examine the roles and alternatives of the mod-
ules in FACTTRACK: Decompose Events, Track
Facts (Determine Validity Interval + Update World
State), and Detect Contradictions.

1. Without Decompose Events: To assess perfor-
mance without the Decompose Events module,
we substitute it with the Chain of Thought, as
detailed in Table 8.

2. Without Track Facts: This variant excludes
the Determine Validity Interval and Update
World State steps, treating all facts as valid by
default.

3. Replacing the NLI Model in Detecting Con-
tradictions: We use the NLI model to lower
the pipeline’s computational cost. We explore
replacing it with few-shot LLMs and estimate
the potential improvements quantitatively.

3Note that while we used GPT-4 to generate the fact con-
tradiction data to finetune our NLI model to work on more
complex text, GPT-4 is not directly used in the pipeline of
FACTTRACK on on LLaMA2-7B-Chat. See details in Ap-
pendix B.4.

Experiment Precision Recall F1
GPT4o-mini 89.29% 5.57% 10.48%
FACTTRACK 52.71% 62.81% 57.32%

Table 3: Performance of the baseline and FACTTRACK in the
Binary Judgement experiment in ContraDoc. FACTTRACK
was implemented using GPT4o-mini, with splitting events by
sentences conducted via the nltk package.

Results Table 2 shows that both the Decompose
Events and Track Facts modules are critical to per-
formance. However, the Detect Contradictions
module can be improved by using few-shot ver-
sions of GPT-4 and LLaMA-7B-Chat, suggest-
ing that more fine-grained annotation and knowl-
edge distillation could enhance performance fur-
ther. This indicates that while FACTTRACK has
already substantially outperformed the baselines,
there is potential for even better performance.

5.2 Document-level contradict detection
We extended the application of FACTTRACK to
the ContraDoc dataset (Li et al., 2023), a dataset
for evaluating document-level contradictions. In
alignment with the original study, we employed
a binary judgment framework, which involves di-
rectly prompting large language models (LLMs) as
a baseline. Our approach, FACTTRACK, demon-
strated a better F1-score compared to the baseline
models. The observed reduction in precision rela-
tive to the baseline can be attributed to the presence
of borderline contradictions within the documents
and the ambiguity in the decomposition process.
The results are detailed in Table 3.

6 Conclusion and Future Work

As the complexity of texts generated by LLMs in-
creases, understanding their structures and tracking
time-varying factual information becomes an in-
creasingly important bottleneck in long-form gen-
eration. In this work, we have introduced FACT-
TRACK, a fact-tracking framework that decom-
poses events into pre-facts and post-facts and maps
them onto a timeline, facilitating the tracking of
narrative progress and detecting contradictions be-
tween events. Experimental results show that when
we apply FACTTRACK to contradiction detection
on structured story outlines using LLaMA2-7B-
Chat as the base model, our method achieves per-
formance comparable to GPT4 and significantly
outperforms baselines using the same base LLM.
Furthermore, when we run our method on GPT4,
we find that its performance significantly outper-
forms all baselines.
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By effectively maintaining factual consistency over
extended contexts, we envision FACTTRACK serv-
ing not only as a fact-tracking module for com-
plex content planning but also as an efficient au-
tomatic evaluation metric for contradictions in ex-
tensive texts. We additionally envision several fur-
ther possibilities for improving our system, such
as enhancing decomposition accuracy, structuring
atomic facts more effectively (for instance, based
on entities), and/or maintaining timelines in narra-
tives that do not follow a strict chronological order.
Moreover, although we only experiment on story
outlines in this work, FACTTRACK is in principle
generally applicable to other domains, and we hope
that our framework’s capacity for managing time-
specific knowledge could be of use in other areas as
well, such as detecting fake news and dynamically
updating knowledge bases.

Limitations

The difficulty of identifying all contradictions and
partial contradictions significantly constrained our
evaluations (see Appendix C.1), limiting us to ob-
taining gold labels of contradictions. Therefore, we
used GPT-4 to annotate the contradicting score as
a proxy for the evaluation task.

The context window size of baseline and evaluation
metrics also restricted us from running experiments
on outlines much longer than the current 2000-3000
words. While FACTTRACK is capable of detecting
contradictions in such outlines with near-linear cost
growth, we did not evaluate them in this work due
to the potential performance degradation of GPT-4
in longer contexts.

Additionally, the challenge of conducting thorough
evaluations impacted the system’s development.
Many decisions, such as prompt design, the choice
of models for each module (e.g., the few-shot lan-
guage model outperforms the NLI model as shown
in Table 2), and the selection of hyperparameters
(e.g., thresholds for the contriver and NLI models),
were made manually rather than through rigorous
validation. As a result, there may be considerable
room for improvement in the detailed design of
individual modules.

Finally, FACTTRACK’s performance may de-
crease on LLMs that lack strong generation and
instruction-following capabilities.

Ethics Statement

Since FACTTRACK is built upon existing LLMs,
we may inherit any potential biases and harms from
those systems. However, in FACTTRACK, we focus
on tracking facts and detecting factual inconsisten-
cies during the process of creative story genera-
tion, with an emphasis on the interpretability of the
world state within narrative structures. Our focus
on factuality limits the potential abuse of language
models and may be a useful tool for mitigating such
abuses in the first place.

FACTTRACK is also currently designed only for
English, although translating our prompts to other
languages shouldn’t be difficult in principle. How-
ever, performance might suffer in lower-resource
languages, depending on the base LLM.

Reproducibility Statement

We saved all intermediate computation results, in-
cluding our NLI dataset as well as results from the
decomposition and inference steps. The finetuning
process of the NLI model is also described in the
appendix; otherwise, we use existing open-source
or API-based LLMs for inference with temperature
0. Thus we believe our work is highly reproducible,
and all of our code and data will be open-sourced
upon publication. However, as we use the OpenAI
API in some of our experimental comparisons, we
cannot rule out the possibility of minor differences
in inference results due to future API updates.
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A Concept Clarification

A.1 Time-aware Contradiction

A time-aware contradiction occurs when two fac-
tual statements remain contradictory even when
temporal context is considered. For instance, the
statements:

•“Donald Trump is the president of the United
States.”

•“Joe Biden is the president of the United
States.”

may appear contradictory. However, when in-
terpreted with temporal context—Trump serving
before 2021 and Biden serving from 2021 on-
ward—the contradiction is resolved. Thus, this
is not a time-aware contradiction. Instead, a time-
aware contradiction persists even after considering
temporal information.

A.2 Time-dependent Fact

A time-dependent fact is a fact that holds true
within a specific time interval but may become
invalid afterward. For example:

“Joe Biden is the president of the United
States from 2021 to 2024.”

is a time-dependent fact since its validity is con-
strained to a specific period. In our FactTrack set-
ting, we maintain a relative timeline based on event
order rather than absolute timestamps, allowing
for contextual fact verification without requiring
explicit temporal annotations.

A.3 Dynamic Nature of the World State

The dynamic nature of the world state refers to
the updates in the state of entities following an
event. Consider the following scenario:

“After buying the book, Eva leaves the
store.”

This event results in state changes:

• Eva’s location: “Eva is in the store”→ “Eva
is not in the store.”

• Book ownership: “Eva does not own the
book”→ “Eva owns the book.”

Capturing such transitions is essential for factuality
assessment, as ignoring these updates can lead to
incorrect conclusions about entity states.

B Methodology Details

B.1 Prompt of event Decomposition

See Table 4 for more detail.

B.2 Epsilon Padding on Timeline

Note that to easily distinguish the boundary be-
tween different events, we set a tiny number ϵ =
10−6 as the padding between the events. Therefore,
the real format of the event time interval is:

ϵ = 10−6

∀i ∈ 1..k :

li = l + (i− 1) · r − l − (k + 1) · ϵ
k

+ ϵ · i

ri = l + i · r − l

k
+ ϵ · i

Figure 3 shows there is a slight gap between differ-
ent events, and fact begins from the corresponding
boundary of the event.

B.3 Pseudocode of Interval Operation

In our data structure 4, We use a list to store the
intervals of all fact content, their validity intervals,
and their embeddings, using Contriever (Izacard
et al., 2021) as a retrieval model to filter out irrel-
evant fact pairs. Here are some definitions of the
notation in the pseudocode:

1. For isOverlap(l, r, L,R) in the pseudocode,
we use the condition l ≤ L ≤ r ≤ R, as
discussed in Section 3.2.

2. Filter(p, P ), used to sample rele-
vant event pairs, is implemented as
simcontriver(p, P ) > 0.5.

3. For Same(p, P ), as considered in the up-
date condition, we drop identical atomic
facts to reduce computation, as judged by
simcontriver(p, P ) > 0.95.

4. For Contradict(p, P ), we use different
thresholds to make detection more effective
and to make the update more robust. In the de-
termine and update validity interval step, this
means NLIScore > 0.8, while in the check
contradiction step, this means NLIScore >
0.2359, as discussed in Appendix B.4.

4Refer to this file for the core part of our data structure:
https://github.com/cogito233/fact-track/
blob/main/fact-track/core/contradict_
detector.py.
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Deconstruct the given event point into atomic facts, considering facts valid until before the event
event (pre-facts), facts valid starting after the event event (post-facts), and facts that remain valid
throughout the event (static facts). For pre-facts, identify the conditions that are present before the
event, but change as a result of it. For post-facts, identify the conditions that are valid after the
event, which are essentially the transformed versions of the corresponding pre-facts. Static facts
are the conditions that remain true throughout the event. Please be sure to present facts as assertive
statements, rather than speculative or suggestive ones.

event point: {event_point_text}

Pre-Facts:
[pre-facts]

Post-Facts:
[post-facts]

Static Facts:
[static facts]

Table 4: The prompt we use to decompose the event into different directional atomic facts.

Algorithm 1 Determine validity interval for a pre-
fact
Input: world state: W = [∀i, (pi, li, ri)]
Input: pre-fact: P, init time: T
Output: validity interval: (L,R]
L,R← − inf, T
W ← Sort(W, ri > rj)
for (prefact:p, l, r) ∈W, r < R do

if Same(p, P) then
L← r
break

end if
if Filter(p, P) & Contradict(p, P) then

L← r
break

end if
end for

Algorithm 2 Verify whether current fact contra-
dicts world state
Input: world state: W = [∀i, (pi, li, ri)]
Input: pre-fact: P, validity interval: (L,R]
Output: whether there is a contradiction: flag
L,R← − inf, T
W ′ ← [ ]
flag ← False
for (post-fact:p, l, r) ∈W do

if isOverlap(l, r, L, R) & Filter(p, P) then
if Contradict(p, P) then

flag = True
end if

end if
end for

2837



Algorithm 3 Update world state for a pre-fact

Input: world state: W = [∀i, (pi, li, ri)]
Input: pre-fact: P, validity interval: (L,R]
Output: new world state: W ′ = [∀i, (pi, li, ri)]
L,R← − inf, T
W ′ ← Sort(W, li < lj)
for (pre-fact:p, l, r) ∈W ′, l < R & R < r do

if Same(p, P) then
L← r

end if
if Filter(p, P) & Contradict(p, P) then

l← R
end if

end for
W ′ ←W ′.add(P,L,R)

B.4 Finetuning NLI Models

Since the task of recognizing whether two
atomic facts contradict is similar to NLI,
we use an NLI model from Hugging Face
(MoritzLaurer/DeBERTa-v3-large-mn
li-fever-anli-ling-wanli) and fine-
tune it using GPT-4 annotations to adapt to the
narrative domain. See the prompt in Table 5. To
construct the dataset, we generate 60 outlines
from the WritingPrompts dataset (Fan et al., 2018)
and use 50 for training and 10 for testing. In
the training set, we have a total of 856,748 fact
pairs. To create a subsample, we first use an NLI
model without any finetuning to retrieve data.
Then, we employ a second NLI model, which has
been finetuned based on the data retrieved by the
first, non-finetuned model. From the output of
both models, we subsample 10,000 fact pairs for
each model. As the vast majority of fact pairs
are not contradictory, to improve class balance,
we randomly select 5k from the top 1% most
confidently predicted contradictions for each
model; 2k from the top 1-10%; and 3k from the
remaining. After removing duplicate data, we get
18,702 fact pairs, which are then annotated by
GPT-4 using the prompt shown in Table 5.

Based on this annotation result, we estimate the
overall positive rate of all 856,748 fact pairs as
2.98%. To evaluate, we re-rank the fact pairs
in the test set, and divide the top 10% of data
into 10 intervals, with 100 data points randomly
sampled in each interval to observe the positive
rate. Therefore, we set the percentile threshold
for flagging a contradiction in FACTTRACK at 3%

(NLI_Score ≥ 0.2359), with precision = 60%
and recall = 60% on our GPT-4-annotated test set.

Do the following statements contradict each
other? Answer “Yes” or “No”.

{fact1}
{fact2}

Table 5: The prompt given to GPT-4 to classify two fact
statements as contradicting each other. We use the result to
fine-tune our NLI model to better fit the narrative domain.

B.5 Outline Generation

In our experiments, we use depth=3 and branching
factor=3 to generate outlines, where depth refers to
the maximum number of hierarchical outline lay-
ers, and branching factor refers to the number of
sub-events into which one node decomposes. We
chose these settings because the length of such an
outline (around 4800 tokens for GPT-4) makes it
sufficiently complex while still somewhat tractable
for annotation. FACTTRACK can easily scale to a
more complex outline. Compared with the Detailed
Outliner in the DOC paper, we have two changes.
(1) We add the sections “begin event” and “end
event” to each event, because we want the Outline
to be richer in facts and more precise in context;
(2) We set the "partial outline" (prompt context for
generating each new sub-event) to always be the
content’s direct parent, whereas in Detailed Outlin-
ers, the default setting is to include all ancestors
and their siblings. This is mainly because we con-
sider our method as using constant text window
size for outline generation. Additionally, in our
code (to be open-sourced upon publication), we
have implemented all the options to conveniently
change the above settings, which we believe will
facilitate further evaluation of new methods in the
future. Our prompts are shown in Table 6.

Based on rough estimation, we expect that out-
lines generated in this manner will contain approx-
imately 3 to 5 gold contradictions per outline on
average, as well as around several dozen partial
contradictions.

C Baselines and Evaluation Settings

C.1 Human Annotation Attempt

We initially attempted human annotation but found
the task to be highly challenging. Even experienced
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{partial_outline}

Can you break down point {idx} into up to
{bandwidth} independent, chronological and
similarly-scoped sub-points? Also list the
names of characters that appear. Please follow
the template below. Include detailed informa-
tion about each character in the "Main event".
Do not answer anything else.

point {idx}.1
Main event: [event event]
Characters: [character names]
Begin event: [begin event]
End event: [end event]

point {idx}.2
Main event: [event event]
Characters: [character names]
Begin event: [begin event]
End event: [end event]

...
Table 6: The prompt was given to GPT-4 to generate the
outline. Compared to DOC, we added boundary events to
make the generation more stable and increase fact density.

human annotators and advanced LLMs struggled
to accurately obtain ground truth labels. This situ-
ation has become increasingly common in the era
of LLMs. We used prolific.co as our human
annotation platform and implemented a foldable
outline with the Potato Annotation Framework (Pei
et al., 2022), along with some structured input for-
mats (see Figures 6 and 7). The budget for each
annotator was 30 minutes per Outline, at 15 USD
per hour. The prompts given to human annotators
were also used to establish a Full Context Detection
Baseline for GPT-4, which is referred to in Table 8.
In this context, we encountered problems such as:
(1) annotators struggling to understand the format
of the question; (2) 30 minutes being insufficient
for annotators to retrieve all ground truth labels;
and (3) some annotators attempting to cheat by us-
ing GPT-4 for annotation. It is worth noting that
it is theoretically feasible for human annotators to
complete all the annotation tasks mentioned in this
text. However, after our initial exploration, we con-
cluded that sufficiently reducing annotation noise
and achieving statistically significant conclusions
would result in astonishing economic costs and

probability infeasible. Therefore, in this project,
we use the most advanced version of GPT-4 to com-
plete all annotation tasks.

We found that using GPT-4, with the same instruc-
tions as a human annotator, achieved better re-
sults compared to humans upon manual inspection.
However, we also found on inspection that even
when our method FACTTRACK was deployed on
LLaMA2-7B-Chat, it maintained similar or even
higher quality than GPT-4. Using a worse baseline
to evaluate our method was unreasonable, so we ul-
timately decided to use a scoring-based metric that
considers individual pairs of facts rather than full
outlines. (We also tried using GPT-4 for preference
annotation but found it to be noisy. This was due to
different events potentially contradicting each other
in various aspects, making it difficult to determine
which was “better” or “worse.”)

Figure 6: Outline Shown in Human Annotation

C.2 Prompts Used in Baseline

See Table 7 and Table 8 for more detail.

C.3 Prompts Used in Metrics

See Table 9 and Table 10 for more detail.

C.4 Prompts Used in Ablation

See Table 11 for more detail.
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Figure 7: question bank in human annotation

Question: Does those two time-ordered event
point contradict each other? Answer “Yes” or
“No”.

{event1_text}
{event2_text}

Table 7: Prompt of PAIRWISE DETECTION, we run it on
LLaMA2-7B-Chat

D Experiment Statistics

We used 100 prompts to generate 90 Outlines from
the writing prompt, with statistics in Table 12. For
FACTTRACK deployed on LLaMA2-7B-Chat, we
get 4589 positive pairs in total; for FACTTRACK

deployed on GPT-4, we get 8883 positive pairs in
total; details are shown in Table 13. For FULL

OUTLINE DETECTION on GPT-4, we get 408 pos-
itive pairs in total; for PAIRWISE DETECTION on
LLaMA2-7B-Chat, we subsample 10% of the pairs
and get 400 positive pairs, meaning if we run the
whole population, we expect to get around 4,000
positive pairs for this baseline. Since we cannot eas-
ily change the threshold for our baseline, to make
the comparison fairer, we subsample our method’s
predictions so that both methods flag a similar to-
tal number of contradictions. To compare with
FULL OUTLINE DETECTION on GPT-4, which de-
tected 298 positive pairs, we subsample by the Max
fact pair NLI score between event pairs for 300
samples. While comparing with FULL OUTLINE

DETECTION on GPT-3.5-Turbo (829 positive pairs)
and PAIRWISE DETECTION on LLaMA2-7B-Chat
(estimated 4000 positive pairs), we perform pure
random sampling for 500 samples as a representa-
tive of the whole population (4589 positive pairs)
of our method.

Tables 14 and 15 show the sample size and distri-
bution of our evaluation set. Several data points
failed during generation, and we simply dropped
them. By observing the distribution, we find that

FACTTRACK’s detection capability is slightly in-
ferior to GPT-4 on clear contradictions (score 5),
which may also be because we subsampled the top
300 instead of the top 298. However, on more nu-
anced or partial contradictions (scores 2, 3, and 4),
FACTTRACK is significantly better than the two
baselines. This observation intuitively confirms the
strength of our approach.

Given the label-wise result, it is also possible to
estimate a precision and recall value of the binary
metrics. According to Tables 14, if we consider
scores 4 and 5 as true positives and scores 1 to 3
as false positives, and assume there are 450 gold
contradictions in all 90 outlines, our baseline of
GPT-4 has TP = 46, FP = 252, FN = 404,
with P = 0.154 and R = 0.102. FACTTRACK

on GPT-4 has TP = 123, FP = 177, FN =
327, with P = 0.410 and R = 0.273, using the
results in Table 13. However, this is only a rough
estimate because the annotation of GPT-4 is not
necessarily equivalent to the gold label, and the
estimation of the total contradictions also requires
precise annotation.

E Using FACTTRACK to Enhance Outline
Generation

We also implement algorithms to enhance outline
generation by direct rewriting, rewriting condi-
tional on facts (see Table 16), and rewriting condi-
tional on events (see Table 17). Qualitative inspec-
tion shows that this approach can improve factual
consistency since it allows us to detect and solve
problems at a high level of planning. Sometimes
our method can make false positive predictions, and
continuing rewrite, we apply one of the following
two strategies: (1) rewrite the event until rewrite
sampling time (by default 5 times) and then ignore
it; (2) resample the event until maximum sampling
time (by default 10 times) and then rewrite the
whole outline. Both strategies can help generate a
high-quality outline.

F More Examples

We show five correct examples of contradictions
we detected in a story outline in Table 18, Table
19, Table 20, Table 21 and 22. We can see that
our approach performs detailed comparisons at a
fine-grained fact level rather than simply checking
for contextual continuity.
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We’re a group of AI researchers aiming to improve models’ abilities to detect contradictions in story outline. We will
show you a story outline below and ask you to annotate contradictions(including redundancy/repetition of the same events
multiple times, or contradictory facts between two events). Please take into account that the outline is structured as a
tree. In this tree-like structure, individual points such as 1.1, 1.2, and 1.3 are child nodes of event point 1, so there is no
contradiction between a node with its ancestors such as 1.3 and 1. If the text you enter doesn’t match our guidelines, we’ll
highlight the text box in bold red to alert you.

Please be as comprehensive as possible; many pairs may contradict in only one aspect but are otherwise fine. Here are
some examples

Example 1
event 1: John is taken aback by Linda’s words and prepares to respond.
event 2: John hears Linda and decides to answer.
Label: redundancy contradiction (redundancy)

Example 2
event 1: John’s news shocks Linda, and she’s unsure how to react.
event 2: Linda reacts with confusion and frustration.
Label: factual contradiction (factual: "unsure how to react" vs "reacts")

Example 3
event 1: John starts responding to Sarah.
event 2: John tells Sarah he won’t comply with her demand.
Label: redundancy contradiction (redundancy)

Example 4
event 1: Ghosts lead to discovery of Max’s evidence. Initially, they leave clues at crime sites. Ultimately, authorities find
the same items in Max’s home and arrest him.
event 2: Ghosts disrupt Max’s routine. Initially, they alter his routine. Ultimately, his deviations expose him to the
authorities.
Label: factual contradiction (factual: "immediate arrest" vs "exposure")

{outline}

Write down the indices of all pairs of events which clearly contradict each other in at least one fact. Use a new line for
each pair, and separate using a comma. For example:

factual contradiction | 1.2 | 1.3 | [Analyze: 1.2 mention that communication with Earth already established, but 1.3 indicate
it is need be establish] | [Reason: the fact whether communication is established is contradictory] | [is contradiction? (Yes)]
factual contradiction | 2 | 3.3 | [Analyze: 2 mention that linda is angry when she grip an item, 3.3 mention that linda get
into angry when shu trun around] | [Reason: based on the temperal order, it seems two diffrent events, independent and not
contradict] | [is contradiction? (No)]
factual contradiction | 3.2 | 3.3 | [Analyze: 3.2 ends with the group locating the artifact hidden deep within the school,
while 3.3 begins with the group already knowing how to deactivate the artifact, suggesting they have already located it] |
[Reason: Since 3.2 happened before 3.3, so it is possible to find before deactivate it.] | [is contradiction? (No)]
etc.

You can just annotate the "highest-level" contradictions– if e.g., 1.2 contradicts with both 1.3 and its sub-event 1.3.1, you
can just write that 1.2 and 1.3 contradict, and omit the contradiction between 1.2 and 1.3.1.

Note:

We anticipate that each annotator will, on average, identify at least 20 pairs of contradictory or might contradictory event
elements in each outline.

Table 8: Prompt of FULL OUTLINE DETECTION. We run it on GPT Series models because LLaMA2-7B-Chat can not follow
the instructions reliably.
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{event1_text}
{event2_text}

Do these two given event in a story contain event redundant or factual inconsistency (they are
assumed to be happenn on different stage in story since the index is not overlap)? Simply score the
event’s redundant and factual inconsistency level using one score from 1 (lowest) to 5 (highest).

Please simpliy answer:

Score of Redundancy and Factual Inconsistency: [TODO, a number from 1 to 5]
Table 9: Prompt of PAIRWISE SCORE

Consider the following story outline written by a ai assistant, the outline follows a tree structure, for
example, the son of node 1 is 1.1, 1.2, 1.3 respectively. The outline is as follows:

{outline_text}

Consider the following two events:

{event1_text}
{event2_text}

Do these two given event in a story contain event redundant or factual inconsistency (they are
assumed to be happenn on different stage in story since the index is not overlap)? Simply score the
event’s redundant and factual inconsistency level using one score from 1 (lowest) to 5 (highest).

Please simpliy answer:

Score of Redundancy and Factual Inconsistency: [TODO, a number from 1 to 5]
Table 10: Prompt of CONTEXT SCORE

G Error Analysis

Although our method significantly outperforms the
baseline, it still fails in certain cases. These failures
include:

1. Decomposition is not sufficiently atomic;
2. Mistakes in contradiction detection;
3. Facts are not updated in the timeline.

Table 23, 24 and 23 illustrate three examples of
such failures.

H Usage of AI Assistants

During the development process, we drafted the
code framework and data structures by ourselves
initially, using Copilot to assist in enhancing de-
velopment efficiency. Additionally, in the writing
phase, we only employed ChatGPT for proofread-
ing purposes, such as correcting grammatical errors
and properly formatting tables.

I Model Size and Computation Budget

We utilized the LLaMA2-7B-Chat model, a 7 bil-
lion parameter generative language model. Addi-
tionally, the NLI and retrieval models used were
both under 1 billion parameters. The total compu-
tational cost for all experiments did not exceed 100
GPU hours on an A6000, and the cost of API of
GPT-series was kept under $500 USD.
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Do the following statements contradict each other? Answer “Yes” or “No”.

Fact 1: John’s lifestyle is strictly aligned with the teachings of his faith.
Fact 2: John holds certain religious beliefs before his encounter with the entities.
Answer: No

Fact 1: The society in Europe was functioning normally without any widespread fear or despair.
Fact 2: The populace of Europe is living in fear and despair due to the Black Death.
Answer: Yes

Fact 1: Emily was living a normal life without any chaos or fear related to supernatural experiences.
Fact 2: The demon inside Emily had a certain level of control over her.
Answer: Yes

Fact 1: The selection process has started.
Fact 2: The selection process continues to progress.
Answer: No

Fact 1: The footage contains information that can be analyzed.
Fact 2: John has access to the footage from the camera.
Answer: No

Fact 1: The townsfolk are healthy and not infected with the mysterious virus.
Fact 2: The infection is causing the townsfolk to behave strangely.
Answer: Yes

Fact 1: {fact1}
Fact 2: {fact2}
Answer:

Table 11: Prompt of fewshot learning in our ablation study.

Statistics Name Value
# Outlines: 90
Events / Outline: 39
Words / Outline: 2490.5±594.6

Sentences / Outline: 85.68±21.49

Words / Sentence: 29.07
Unique Words / Outline: 382.51±89.58

# Unique Words: 8766

Table 12: Statistics of outlines. Each outline contains three levels (3+9+27=39). Word and sentence counts were determined
using NLTK for tokenization. The variance in word count across different outlines has been calculated. Unique words were
identified by simple deduplication after tokenization. On average, each unique word appears 6.5 times within an outline and 25.6
times across all 90 outlines.
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FACTTRACK LLaMA2-7B FACTTRACK GPT-4
# Total Contradictions: 4559 8883
Positive Rate: 7% 14%
Avg. Contradictions per Outline: 50.66±21.79 98.7±34.93

Layer 1: 52 19% 44 16%

Layer 2: 313 10% 623 20%

Layer 3: 2229 7% 4462 15%

Layer 1 ↔ Layer 2: 184 8% 303 13%

Layer 1 ↔ Layer 3: 333 5% 702 10%

Layer 2 ↔ Layer 3: 1448 7% 2749 13%

Table 13: Contradictions detected for FACTTRACK LLaMA2-7B and FACTTRACK GPT-4 by FACTTRACK with the settings
in Appendix B.1. At the same NLI threshold, GPT-4 performs better at contradiction detection than LLaMA2-7B, capturing
more potential contradictions due to fine-grained and accurate decomposition. We also visualize the frequency of contradictions
occurring between different layers of the outline. Additionally, this provides insight into the higher-density contradictions that
may occur in a higher-level outline.

Method N (Magnitude) N (Sample Size) (1) (2) (3) (4) (5)

FULL OUTLINE DETECTION (GPT-4) 298 296 35.14% 34.12% 15.20% 9.46% 6.08%
FACTTRACK (GPT-4, top 300) 300 300 4.33% 29.67% 25.00% 30.33% 10.67%
FACTTRACK (LLaMA2-7B-Chat, top 300) 300 300 36.00% 30.00% 15.00% 11.33% 7.67%
FACTTRACK (LLaMA2-7B-Chat, random 500) 4589 500 44.60% 42.20% 3.00% 5.40% 4.80%
FULL OUTLINE DETECTION (GPT-3.5-Turbo) 829 500 56.40% 36.40% 3.20% 3.20% 0.80%
PAIRWISE DETECTION(LLaMA2-7B-Chat) 4000 400 67.25% 26.25% 2.25% 2.50% 1.75%
Random 66690 408 68.87% 25.49% 1.96% 2.21% 1.47%

Table 14: Distribution of PAIRWISE SCORE for different methods. Magnitude refers to how many positive samples are detected
by a given method across 90 outlines. Sample size is the number of randomly selected samples we allowed GPT-4 to annotate.

Method N (Magnitude) N (Sample Size) (1) (2) (3) (4) (5)

FULL OUTLINE DETECTION (GPT-4) 298 298 34.90% 23.49% 14.77% 13.42% 13.42%
FACTTRACK (GPT-4, top 300) 300 299 21.07% 37.13% 14.72% 15.05% 12.04%
FACTTRACK (LLaMA2-7B-Chat, top 300) 300 300 31.00% 22.00% 18.00% 17.67% 11.33%
FACTTRACK (LLaMA2-7B-Chat, random 500) 4589 500 33.40% 44.40% 10.20% 8.20% 3.80%
FULL OUTLINE DETECTION (GPT-3.5-Turbo) 829 500 48.40% 35.00% 9.20% 6.20% 1.20%
PAIRWISE DETECTION (LLaMA2-7B-Chat) 4000 400 55.25% 33.25% 5.25% 4.75% 1.50%
Random 66690 408 57.35% 30.39% 7.11% 3.19% 1.96%

Table 15: Distribution of CONTEXT SCORE. Magnitude refers to how many positive samples were detected by a given method
out of 90 outlines. Sample size is the number of randomly selected samples we allowed GPT-4 to annotate.

Below is a event point which contradicts one or more Existing Facts. Please rewrite the event point
to align with all Existing Facts, while keeping as much of the original information as possible and
maintaining a clear and concise description.

event point: {curr_event}

Existing Facts:

1. {status(fact_1)}, {fact_1}
2. {status(fact_2)}, {fact_2}
3. ...

Table 16: The prompt given to GPT-4 to inject facts to a given event
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Below is a Current event point. Please rewrite it to make it more consistent with the given Existing
event points, taking into account that the outline is structured as a tree. In this tree-like structure,
individual points such as 1.1, 1.2, and 1.3 are child nodes of event point 1. Retain as much of the
original content as possible, and maintain clarity and coherence.

Current event point {curr_event_idx}: {curr_event}

Existing event points:

1. event point {event_1_idx}: {event_1}
2. event point {event_2_idx}: {event_2}
3. ...

Table 17: The prompt given to GPT-4 to retrieve events to make a given event more consistent

Event Pair
event 1.2.1 "Discovery of Unusual Side Effects": Dr. Maria Rodriguez discovers
that the building’s energy field is causing unusual side effects in the
townspeople, including vivid dreams and altered states of consciousness. At
the beginning, Dr. Rodriguez notices that some of the townspeople are reporting
strange experiences after being near the building. At end, Dr. Rodriguez
conducts experiments to determine the cause of the side effects and discovers
that they are related to the building’s energy field.
event 2: Main event - Unexpected Consequences of the Building’s Energy Field.
At the beginning, Dr. Rodriguez discovers that the building’s energy field is
causing unusual side effects in the townspeople, including vivid dreams and
altered states of consciousness. At end, James confides in Sarah about his
strange dreams, and she realizes that the building’s energy field may be linked
to the increasingly bizarre occurrences in the town.
Atomic Fact Pairs Detected
Fact 1: The energy field is altering the townspeople’s brain activity, leading
to vivid dreams and altered states of consciousness., Fact 2: The townspeople
have been living near the building for several years without any issues.,
P (contradict): 0.8462
Fact 1: The energy field is altering the townspeople’s brain activity, leading
to vivid dreams and altered states of consciousness., Fact 2: The energy field
is not harmful to humans., P (contradict): 0.7984
Fact 1: Dr. Rodriguez identifies the specific frequency of the energy field
that is causing the side effects., Fact 2: The energy field is emitting a
unique frequency that is not harmful to humans., P (contradict): 0.7816
Fact 1: Dr. Rodriguez identifies the specific frequency of the energy field
that is causing the side effects., Fact 2: The energy field is not harmful to
humans., P (contradict): 0.2543
Fact 1: The townspeople are experiencing unusual side effects after being near
the building., Fact 2: The townspeople have been living near the building for
several years without any issues., P (contradict): 0.8462

Table 18: Example 1. The contradiction occurs because in Event 1.2.1, unusual side effects have already been discovered
and attributed to the building’s energy field, but in Event 2, it is implied that the causal relationship between the building
and the side effects has not yet been discovered.
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Event Pair
event 2.3.1 The Final Challenge: The contestant faces a final, climactic
challenge that tests their skills and determination in a dramatic and intense
way. At the beginning, The contestant receives word of the final challenge
and must prepare themselves mentally and physically. At end, The contestant
completes the final challenge and is declared the winner of the contest.
event 2.3.2 The Mentor’s Support: The contestant receives guidance and support
from a helpful character who provides valuable advice and encouragement
throughout the final challenge. At the beginning, The contestant encounters
a particularly difficult part of the final challenge and seeks the mentor’s
help. At end, The contestant successfully completes the final challenge with
the mentor’s support.
Atomic Fact Pairs Detected
Fact 1: The contestant has completed the final challenge and received the
outcome of their performance., Fact 2: The contestant is facing a difficult
part of the final challenge., P (contradict): 0.7638
Fact 1: The contestant has completed the final challenge and received the
outcome of their performance., Fact 2: The contestant has not yet completed
the final challenge., P (contradict): 0.9736
Fact 1: The contestant has achieved a significant milestone in their career or
personal growth as a result of their performance in the challenge., Fact 2: The
contestant has not yet completed the final challenge., P (contradict): 0.7533

Table 19: Example 2. Although these two events were generated under one query of LLM, and there is still a factual
contradiction. Event 2.3.1 indicates that the protagonist has completed the final challenge, but Event 2.3.2 suggests his
mentor is helping him with the final challenge, creating a contradiction."

Event Pair
event 2.3: Echo investigates the hidden message and uncovers a conspiracy
involving Dr. Kim and the government. At the beginning, Echo decodes the
hidden message and begins to investigate its contents. At end, Echo discovers a
sinister event involving Dr. Kim and the government.
event 3.2.2: Echo investigates the purpose of the secret government project.
At the beginning, Echo finds a series of encrypted messages in the hidden
folder. At end, Echo decrypts the messages and learns about the government’s
involvement in Dr. Kim’s work.
Atomic Fact Pairs Detected
Fact 1: Echo has uncovered a conspiracy involving Dr. Kim and the government.,
Fact 2: Echo has no knowledge of the government’s involvement in Dr. Kim’s
work., P (contradict): 0.9347

Table 20: Example 3. The contradiction arises because while Echo has already uncovered a conspiracy involving Dr. Kim
and the government after event 2.3, but in event 3.2.2 there’s an implication that Echo is unaware of the government’s
involvement in Dr. Kim’s work.

Event Pair
event 2.3: As they reminisce about their past, Marcus and Leon begin to see
each other in a new light, and their animosity towards each other starts
to fade. At the beginning, Marcus is surprised by Leon’s kindness and
vulnerability, and begins to see him as a person, not just an enemy. At end,
Leon reciprocates, and they both feel a sense of camaraderie and understanding.
event 3: As Marcus and Leon approach death, they begin to question the reasons
behind their conflict and the true cost of war. At the beginning, Marcus
wonders if there was another way to resolve the conflict without resorting to
violence. At end, Leon reflects on the sacrifices they have made and the lives
they have lost, and hopes that their deaths will not be in vain.
Atomic Fact Pairs Detected
post-fact 1: Leon reciprocates Marcus’s new perspective on him., pre-fact 1:
Marcus and Leon are in conflict with each other., P (contradict): 0.7834

post-fact 2: Marcus no longer views Leon as an enemy., pre-fact 2: Marcus and
Leon are mortal enemies., P (contradict): 0.9566

Table 21: Example 4. The contradiction arises in event 2.3, where Marcus and Leon have already reconciled, compared to
event 3, where they just “begin to question the reasons behind their conflict,” indicating they are still in conflict.
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Event Pair
event 1.3.3: As the group learns more about their shared destiny, they begin
to uncover secrets about their pasts that have been hidden from them. At the
beginning, The group discovers that their shared destiny is connected to a
larger conspiracy involving a powerful organization. At end, The group learns
the truth about their pasts and the reason they have been brought together, and
must decide how to use their newfound knowledge to change their lives and the
world around them.
event 3.2: As the group of strangers continues on their journey, they begin to
uncover hidden secrets about their pasts and the mysterious force that brought
them together. They must work together to unravel the truth before it’s too
late. At the beginning, The group discovers a cryptic message that seems to
point to a sinister event involving their shared destiny. At end, The group
uncovers a shocking truth about their pasts and the true nature of the force
that brought them together..
Atomic Fact Pairs Detected as Contradict
post-fact 1: The group learns secrets about their pasts that have been hidden
from them., pre-fact 1: They have no memory of their past or how they were
brought together., P (contradict): 0.8495
post-fact 2: The group learns secrets about their pasts that have been hidden
from them., pre-fact 2: They are unaware of any hidden secrets about their
pasts, P (contradict): 0.9822
post-fact 3: The group begins to understand the reason they have been brought
together pre-fact 3: They have no memory of their past or how they were brought
together. P (contradict): 0.4507
post-fact 4: The group must work together to uncover the truth about their
pasts and their destiny., pre-fact 4: They are unaware of any hidden secrets
about their pasts, P (contradict): 0.6361

Table 22: Example 5. The contradiction arises because in event 1.3.3, the group already gains knowledge of hidden
secrets that are the reason they have been brought together, which contradicts the indication that before event 3.2, they are
unaware about those secrets.

Event Pair
event 1.3: Main event - Investigating the Building’s Origins. At the
beginning, Agent Thompson uncovers evidence that the building in Sarah’s town
is not an isolated incident, and that there are similar structures appearing all
over the world. At end, Agent Thompson realizes that the buildings are not of
this world, and that they are connected to an ancient civilization with advanced
technology.
event 3.1.1 "Uncovering the Hidden Message": Agent Thompson investigates the
mysterious buildings globally and discovers a hidden message in one of them
that leads him to believe they are not of this world. At the beginning, Agent
Thompson finds a hidden compartment in one of the buildings that contains a
cryptic message. At end, Agent Thompson deciphers the message and realizes it
points to an ancient civilization with advanced technology.
Atomic Fact Pairs Detected
Fact 1: The buildings are connected to each other, forming a vast network of
interconnected structures., Fact 2: The buildings are globally distributed,
with no discernible pattern or connection between them., P (contradict): 0.9450

Table 23: Failure case 1 for FACTTRACK. The problem here is “Decompose is not atomic enough”. It is ambiguous to say
“connected to each other” in reality or on a metaphysical level.
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Event Pair
event: 1.3.1 - The Owner and Whiskers Share Memories of Their Past Adventures:
The owner and Whiskers spend time reminiscing about their past adventures and
experiences together. At the beginning, The owner and Whiskers sit together,
looking through old photos and mementos from their time together. At end, The
owner and Whiskers laugh and smile as they remember their favorite memories with
each other..
event 2.2.3 Goodbye Moment: The owner says goodbye to Whiskers. At the
beginning, The owner approaches Whiskers, looking sad and tearful. At end, The
owner pets Whiskers one last time, whispering words of love and appreciation..
Atomic Fact Pairs Detected
Fact 1: The owner and Whiskers are smiling and laughing as they remember their
favorite memories with each other., Fact 2: The owner is sad and tearful.,
P (contradict): 0.8451

Table 24: Failure case 2 for FACTTRACK. The problem here is “Facts are not updated in the timeline.”. The owner’s mood
changes can be found in the outline, but they don’t seem to be well tracked and updated in FACTTRACK.

Event Pair
event: 2.1.3: Jack’s Search for Shelter and Supplies. At the beginning, Jack
and Sarah search for a safe haven, but they soon realize it’s not as secure
as they thought. At end, Jack and Sarah must find a new place to hide and
regroup, while also trying to uncover the truth about the explosion and those
responsible.
event: 2.3: Finding Shelter. At the beginning, Jack and Sarah continue their
journey, searching for a safe haven, but they soon realize it’s not as secure
as they thought. At end, Jack and Sarah must find a new place to hide and
regroup, while also trying to uncover the truth about the explosion and those
responsible.
Atomic Fact Pairs Detected
Fact 1: Jack and Sarah have found a new place to hide and regroup, but it is
not as secure as they thought., Fact 2: They have been searching for a while,
but have not found a suitable place yet., P (contradict): 0.5394

Table 25: Failure case 3 for FACTTRACK. The problem here is “Contradiction detection makes a mistake.”.
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