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Abstract

The rapid proliferation of online news has
posed significant challenges in tracking the
continuous development of news topics. Tra-
ditional timeline summarization constructs a
chronological summary of the events but often
lacks the flexibility to meet the diverse granu-
larity needs. To overcome this limitation, we in-
troduce a new paradigm, Dynamic-granularity
TimELine Summarization, (DTELS), which
aims to construct adaptive timelines based on
user instructions or requirements. This pa-
per establishes a comprehensive benchmark
for DTLES that includes: (1) an evaluation
framework grounded in journalistic standards
to assess the timeline quality across four dimen-
sions: Informativeness, Granular Consistency,
Factuality, and Coherence; (2) a large-scale,
multi-source dataset with multiple granularity
timeline annotations based on a consensus pro-
cess to facilitate authority; (3) extensive ex-
periments and analysis with two proposed solu-
tions based on Large Language Models (LLMs)
and existing state-of-the-art TLS methods. The
experimental results demonstrate the effective-
ness of the proposed solutions. However, even
the most advanced LLMs struggle to consis-
tently generate timelines that are both informa-
tive and granularly consistent, highlighting the
challenges of the DTELS task.1

1 Introduction

With the surge in news production, the volume of
news articles published on the internet is expanding
rapidly, making it increasingly challenging to track
the developments of news topics.

TimeLine Summarization (TLS) (Wang et al.,
2016; Li et al., 2021; Chen et al., 2023b; Cao
et al., 2023; Zhang et al., 2024) aims to construct
a sequence of chronologically ordered summaries.

*These authors contribute equally to this work.
†Corresponding Author.
1Codes are available at https://github.com/

chenlong-clock/DTELS-Bench.

(a) TLS: Generate timeline with no specification on granularity.

Investor

Generate a timeline for

[Facebook Data Breaches].

Generate a [coarse-grained 

timeline] for [Facebook 

Data Breaches].

Generate a [detailed 

timeline] for [Facebook 

Data Breaches].

input

[Granularity]detailed

input

input

Network 

Engineer

(b) DTELS: Generate timelines depending on granularity requirements.

2007-12-06: Beacon 

Advertising Program Allows 

Facebook User Tracking.

2009-12-09: Facebook Shares 

User Data with Advertisers via 

“Privacy Loophole”.

2018-05-18: Facebook exposed 

data on 87 million users to 

Cambridge Analytica.

2023-04-13: $725 Million 

Privacy Settlement Opens to 

Applications.

2013-01-23: Facebook’s 

Graph Search Rollout Ignites 

Privacy Concerns.

[Articles] Facebook 

Data Breaches

[Articles] Facebook 

Data Breaches

[Articles] Facebook Data 

Breaches

[Granularity]coarse-grained

2013-06-22: Bug 

Exposes Personal Data of 

6 Million Users.

2007-12-06: Beacon Advertising Program 

Allows Facebook User Tracking.

2009-12-09: Facebook Shares 

User Data with Advertisers via 

“Privacy Loophole”.

2023-04-13: $725 Million 

Privacy Settlement Opens 

to Applications.

2007-12-06: Beacon 

Advertising Program Allows 

Facebook User Tracking.

2023-04-13: $725 Million 

Privacy Settlement Opens 

to Applications.

2013-06-22: Bug Exposes 

Personal Data of 6 Million Users.

2013-06-22: Bug Exposes 

Personal Data of 6 Million Users.

Figure 1: (a) In traditional TLS, a timeline with a pre-
defined number of node summaries is constructed. (b)
DTELS provides timelines at different granular levels:
network engineers require the technical causes and so-
lutions to data breaches, therefore, a fine-grained gran-
ularity is preferred to track the technical details. For
investors, a coarse-grained timeline showing the full pic-
ture of the breach’s influence on investment may suffice.

These timelines provide traceable skeletons to sup-
port various applications including event modeling
(He et al., 2024), policymaking (Chen et al., 2024b),
crisis management, and temporal analysis (Ambe,
2023; Hu et al., 2022).

Traditional TLS typically constructs static time-
lines at a fixed granularity: in Figure 1a, for a
specific news topic, the granularity is heuristically
predefined by the number of “salient events”. How-
ever, in practice, the granularity of the timeline
should change dynamically, depending on user
needs and the nature of news topics: For readers:
Different readers have very different requirements
on granularity for the same topic (see example in
Figure 1b). For news topics: A reader’s need for
granularity varies across topics. One may require
fine-grained timelines for trending news such as
local disasters to follow the progression and imme-
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diate impacts. In contrast, for long-standing topics
like the Russian-Ukrainian war, people may war-
rant coarse-grained timelines with wider intervals
to capture broader developments.

Unfortunately, existing TLS ignores the impor-
tance of providing timelines at dynamic granular-
ities. Existing evaluations also lack appropriate
reference annotations and metrics to comprehen-
sively evaluate timelines at dynamic granularities.

In this paper, we propose a new paradigm:
Dynamic granularity TimELine Summarization
(DTELS). We define the granularity of a timeline
by the degree of omission between the node sum-
maries. Given a collection of news articles on the
specific news topic and granularity requirements,
our task aims to construct dynamic-granularity
timelines tailored to various requirements.

Meanwhile, to take the study a step further,
grounded in the criteria from journalism (Kunelius,
2006), an ideal timeline should: (1) convey in-
formation effectively, avoiding redundant events,
and ensuring that no important events are missed.
(2) maintain consistency with the granular re-
quirements. (3) ensure the mentioned events in
each summary are factually correct. (4) be self-
contained, allowing the reader to clearly under-
stand the context. By adhering to these criteria, we
set the standard that not only meets the dynamic
granularity needs but also upholds high quality.

We construct a benchmark including:
Evaluation Framework. To comprehensively

measure a timeline, We propose metrics that ad-
dress the aforementioned criteria:

Informativeness: This metric evaluates the effec-
tive volume of information in the node summaries.
We propose a “mount-then-measure” paradigm to
align predicted node summaries to those in the ref-
erence timeline based on the entailment score of
the “event atoms”, which represents the smallest
unit of event information within a sentence.

Granular Consistency: The granularity is re-
flected by the amount of event information omitted
between adjacent nodes. The more events omitted,
the coarser the granularity is. We regard adjacent
nodes as edges and calculate the ratio of mounts on
the correct reference granularity edge.

Factuality: Considering the hallucinated con-
tents and misinformation in the era of Large Lan-
guage Models (LLMs) (Ji et al., 2023; Li et al.,
2023; Zhang et al., 2023; Sun et al., 2024,?), it is
crucial to ensure the information accuracy. We in-
troduce a factuality metric that incorporates atoms-

level entailment verification from reference news
articles to measure the non-fabricated information
in each summary.

Coherence: Coherence is pivotal in summariza-
tion tasks (Goyal et al., 2022; Steen and Markert,
2022; Jing et al., 2023). We adopt this metric for
our task, ensuring that summaries are generated in
a structurally, linguistically, and stylistically coher-
ent manner. To facilitate this, we design a review
form to guide the most advanced LLMs for coher-
ence evaluation.

We verify the effectiveness of the metrics, show-
casing high alignment with humans.

Dataset Construction. To ensure evaluation
across varying granularities, we meticulously con-
struct a dataset called DTELS-Bench. We initially
collect diverse news topics and journalists’ anno-
tations on timelines from news events websites2.
We then gather corresponding large-scale news arti-
cles from diverse sources, resulting in a large-scale,
multi-source Chinese dataset. Subsequently, the
reference timelines are annotated at three prede-
fined granularities through a consensus-based auto-
mated annotation. Finally, the timelines are refined
by specialists to ensure the authority.x

Comprehensive Evaluation. In the experi-
ments, we present two LLM-based solutions for
long-context and context-limited LLMs. We sys-
tematically evaluate our proposed solutions with
multiple LLMs. In addition, we compare existing
state-of-the-art extractive TLS approaches. Exper-
iments show that our LLM-based solutions dom-
inate in all dimensions, however, they fall short
of providing high-quality information and aligning
the required granularity. We then analyze the per-
formance of these methods across various settings
of DTELS. The results indicate that there is still
substantial room for improvement in DTELS.

To sum up, our contributions are as follows:

• We propose a new task: Dynamic granularity
TimELine Summarization (DTELS). It aims
to summarize timelines tailored to the unique
needs of dynamic granularities.

• We build an event-centric evaluation frame-
work. Extending from journalism, we propose
metrics to evaluate timelines in four dimen-
sions: informativeness, granular consistency,
factuality, and coherence. Experiments with

2https://events.baidu.com
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human annotators demonstrate the effective-
ness of our metrics.

• We collect a large-scale, multi-source Chinese
dataset, DTELS-Bench3, which contains 543
news topics with 55,432 articles from 2,858
sources. It covers three predefined granular-
ities annotated via a consensus-based mech-
anism. The expert’s refinement enhances the
annotation authority.

• We evaluate existing state-of-the-art TLS
methods as well as LLMs with two proposed
DTELS methods. Through extensive experi-
ments, we find the proposed solutions outper-
form existing TLS methods, however, they are
far from being an ideal solution to DTELS.

2 Related Works

2.1 Timeline Summarization Task

Timeline Summarization (TLS) has been a long-
standing task in Natural Language Processing. The
challenge of this task is to chronologically con-
dense information from hundreds of articles. Exist-
ing work mainly focuses on generating and evalu-
ating timelines at fixed granularity with sole evalu-
ation metrics. The task is first proposed by Swan
and Allan (2000). Kessler et al. (2012) presents an
approach for detecting important dates to automat-
ically construct timelines. Tran et al. (2013) pro-
vides a clear definition of TLS with fixed numbers
of nodes for each news topic. Nguyen et al. (2014)
introduces a system by selecting and ranking events
from multiple documents. Martschat and Mark-
ert (2017) proposes an alignment-based ROUGE
score and they proposed a submodularity Frame-
work (Martschat and Markert, 2018) to construct
timelines. La Quatra et al. (2021) propose a novel
date selection method. However, these works disre-
gard the varying granularity requirements. Besides,
the ROUGE-based evaluation (Gholipour Ghalan-
dari and Ifrim, 2020) results can be significantly
affected by the narrative styles.

2.2 Timeline Summarization Dataset

Tran et al. (2013) proposes the “T17” dataset dis-
cussing famous topics. Tran et al. (2013) constructs
the “Crisis” dataset focusing on long-span armed

3All Chinese information in the paper is translated into
English for ease of understanding.

conflict topics. Wang et al. (2015). Gholipour Gha-
landari and Ifrim (2020) builds “Entities” with
longer time-ranges topics typed around ‘people’
and ‘disasters’. Rajaby Faghihi et al. (2022) con-
structs a dataset called “CrisisTLS” focusing on the
local crisis. Li et al. (2021) build a larger dataset
TLS100 covering various topics. Some recent works
also propose LLM-based methods (Song et al.,
2024; Hu et al., 2024; Chen et al., 2024a). However,
they lack annotations across multiple levels. Be-
sides, topics on existing datasets are likely to have
been leaked in the pretraining corpus of LLMs,
leading to potential unfair evaluations.

3 Task Definition

3.1 Timeline Summarization
In traditional text summarization, previous works
have explored controlling granularity levels but
lack a clear definition of "granularity" and fo-
cus on varying annotations. For the first time
in TLS, we define and measure timeline gran-
ularity from an event-centric perspective. Con-
sider a news topic q spans over a time range
T = {t1, . . . , tn} and a corresponding set of news
articles A = {At1 , At2 , . . . , Atn} as inputs. Each
date ti ∈ T is accompanied by multiple articles
Ati = {ati,1, . . . , ati,m}. The task is to generate a
temporal sequence of summaries by model Θ:

S = Θ(q,A), (1)

where S = {St1 , . . . , Stk} and k corresponds to
the node numbers. Sti includes a timestamp ti ∈ T
and summary si, i.e., si is a concise summary of
the news event at time ti. Typically, for a specific
news topic, the amount of node summaries k is
fixed based on the number of salient events.

3.2 Dynamic-granularity Timeline
Summarization

In traditional text summarization, previous works
(Zhong et al., 2022; Shen et al., 2022) have ex-
plored controlling granularity levels but lack a clear
definition of "granularity" and focus on varying an-
notations. For the first time in TLS, we define and
measure timeline granularity from an event-centric
perspective. In traditional text summarization, pre-
vious works (Zhong et al., 2022; Shen et al., 2022)
have explored controlling granularity levels but
lack a clear definition of "granularity" and focus on
varying annotations. For the first time in TLS, we
define and measure timeline granularity from an
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Abe's state funeral held 

at Nippon Budokan.

2024-07-05:

The Labour Party, led by Keir 

Starmer, has won a plurality of seats 

in the House of Commons of the 

Parliament and will be the ruling 

party in the United Kingdom.
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Figure 2: Examples of metrics. Green nodes indicate positive examples and red nodes indicate negative examples.

event-centric perspective. Considering that event
information passed through nodes is certain, we
define granularity as the degree to which neigh-
boring nodes are omitted: coarse-grained time-
lines with fewer nodes should omit less impor-
tant events, while fine-grained timelines capture
detailed chronological chains.

We introduce a granularity indicator “Granular-
ity: [Go]” as an additional input to indicate the de-
sired granularity. It can be either a specific number
of nodes or a natural language instruction. Here, m
denotes the chosen granularity level of the timeline.
Based on this, the model Θ generates a timeline
summarization at the specific granularity Go:

SGo = Θ(Go,q,A), (2)

where SGo = {(tGo
1 , sGo

1 ), . . . , (tGo
k , sGo

k )}. the
granularity of a timeline for a topic can vary:
G = {G1,G2, . . . ,Gn}, where n ranges from coarse
to fine granularity. This approach ensures that the
summarization output matches the specified gran-
ularity requirements. The reference timelines are
annotated at multiple granularity levels4.

4 Evaluation Framework

4.1 Event Atoms

The references in narrative summarization are in-
fluenced by the annotator’s preference and nar-

4In the following section if Go is not explicitly stated, we
use the reference timeline with the same granularity Go as the
predicted timeline for evaluation.
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Figure 3: The predicted timeline is mounted to the ref-
erence according to “Optimal Matching”. The colored
nodes denote mounted nodes.

rative style. Existing ROUGE-based evaluation
(Lin, 2004) approaches evaluate the n-gram sim-
ilarity, which can be inadequate in fairly reflect-
ing the quality (Ng and Abrecht, 2015) of the
outputs. For example, given reference and pre-
dicted summaries “ Barcelona announced the de-
parture of Lionel Messi ” and “King of Football,
Messi , has left the club he served, Barcelona .”,

the Rouge1 = 3/7 varies with different narrative
styles in predicted nodes. We hope to find a consis-
tent measurement that is not affected by narrative
style and granularity.

Inspired by recent advances in atom-based eval-
uations (Min et al., 2023; Setty, 2024; Xu et al.,
2024), we introduce the concept of “event atoms”
as the fundamental units for evaluation, which re-
main consistent despite changes in narrative style
and granularity. We define the “event atoms” as
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the smallest distinguishable unit of events within
a sentence. Each node summary si can be de-
composed into a certain number of atoms: Ei =
{ei,1, . . . , ei,m} = Decompose(si), where m in-
dicates the number of atoms. This function can be
achieved by LLMs (detailed in Appendix A.2).

To evaluate a predicted node summary, we mea-
sure the amount of valuable event information it
provides compared to the reference node summary
using an entailment score. For a predicted node
summary ŝi and a reference node summary sj , their
event atoms are Êi and Ej , respectively. The entail-
ment precision entp can be measured by:

entp(ŝi, sj) =
1

|Êi|
∑

ε̂i,s∈Êi

Entail(Ej , ε̂i,s), (3)

where event atoms ε̂i,s derives from Êi.
Entail(Evidence, Claim) quantifies the entail-
ment of event atoms: it returns 1 if the evidence en-
tails the claim, and 0 if it contradicts or is unrelated
to the claim. The function can be implemented by
the widely used Natural Language Inference mod-
els. (Camburu et al., 2018; Klemen et al., 2024).

Similarly, we can get the entailment recall
entr(ŝi, sj). The entailment F1 can be calculated:

entf1(ŝi, sj) =
2 ∗ entp(ŝi, sj) ∗ entr(ŝi, sj)
entp(ŝi, sj) + entr(ŝi, sj)

.

(4)

By adopting the score, we can evaluate the cov-
erage of the node summaries over the references.

We propose a “mount-then-measure” paradigm,
illustrated in Figure 3, to find the optimal mapping
from the predicted timeline to the reference time-
line. For a predicted node Ŝi = (t̂i, ŝi), we mount
it to a specific reference node Sj = (tj , sj) by com-
puting the information score InfoScore(Ŝi,Sj).
Considering the matching of event information on
the temporal dimension for timelines, we introduce
a temporal interval penalty term δ:

δt̂i,tj =
1

|t̂i − tj |2 + 1
. (5)

Then, we can define the information score:

InfoScore(Ŝi,Sj) = δt̂i,tj ∗ entf1(ŝi, sj). (6)

4.2 Mount-then-measure Paradigm

The InfoScore() provides an objective measurement
of the predicted nodes’ coverage from an event-
centric perspective. We can get the mapping cost
between predicted and reference nodes via:

map(Ŝi → Sj) = −InfoScore(Ŝi,Sj). (7)

The mount process for the entire timeline can be
automatically completed by Hungarian algorithm
(Kuhn, 1955) for a global optimal matching:

MŜ,S = argmin
M

∑

(Ŝi,Sj)∈M
map(Ŝi → Sj). (8)

This process determines a maximum coverage of
the predicted timeline to the reference, enabling
fine-grained evaluation that requires references.

4.3 Evaluation Metrics

To evaluate timelines from multiple perspectives,
we adopt criteria in journalism (Kunelius, 2006)
and categorize the quality of a timeline into four di-
mensions: Informativeness, Granular Consistency,
Factuality, and Coherence. The subsequent section
details the definition of these metrics.

Informativeness. Informativeness measures the
extent to which the node summary captures the
essential information of events (Cao et al., 2023).
As illustrated in Figure 2a, it is important to en-
sure the timeline contains all key atoms at correct
timestamps and is not overly verbose. We match
references for each node summary by “mount-
then-measure”. We calculate the informativeness
Info() after mounting the predicted timeline Ŝ to
the reference timeline S:

Info(Ŝ) = 1

|Ŝ|
∑

(Ŝi,Sj)∈M
InfoScore(Ŝi,Sj).

(9)

Ŝi and Sj are predicted and reference nodes in
Equation 8.

Granular Consistency. Granular consistency
measures how well the timeline aligns with its refer-
ence in terms of granularity. As illustrated in Figure
2b, differences in granularity emerge not from indi-
vidual node content but from relationships between
adjacent nodes.
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we extend “mount-then-measure” to edge views:
For a predicted timeline at Go, its edges are Ê =
{ê1, ê2, . . . , êk−1}, where êm = (Ŝm, Ŝm+1). The
reference edges across all granularities are EG =
{EG1 ,EG2 , . . . ,EGn}. We calculate the mapping
cost of aligning a predicted edge êm to a reference
edge en = (Sn,Sn+ 1) ∈ EG using the formula:

map(êm → en) = −InfoScore(Ŝm,Sn)

− InfoScore(Ŝm+1,Sn+1).
(10)

We then mount êm to a minimum cost en:

MÊ,E = argmin
M

∑

(êm,en)∈M
map(êm → en).

(11)

Finally, granular consistency is measured by the
number of edges that are aligned with the correct
granularity level Go:

Granui(Ŝ) =
1

|E|
∑

(êm,en)∈M
[en ∈ EGo ], (12)

where [] is a binary function.
Factuality. Factuality measures the faithfulness

of summaries, which is crucial given the potential
for hallucinated and fabricated content in LLMs
(Chen et al., 2023a; Gekhman et al., 2023). In
DTELS, factuality assesses whether the informa-
tion in the timeline can be traced back to support ar-
ticles. We use a selection mechanism to choose ref-
erence articles as support for each predicted node:
For a given timestamp t̂i in the predicted node Ŝi,
we select reference articles At̂i

that are closest to
the timestamp. The factuality score is then com-
puted using entailment precision:

Fact(Ŝ) = 1

|Ŝ|
∑

(ŝi,t̂i)∈Ŝ
entp(ŝi,At̂i

). (13)

The articles are decomposed into a set of event
atoms EA as reference event atoms in equation 3.
If the node summary contains hallucinated or fab-
ricated content, it won’t be fully entailed by the
reference articles (see Figure 2c).

Coherence. While coherence is crucial in doc-
ument summarization tasks (Wu and Hu, 2018;
Chang et al., 2024), directly applying it to timeline

Dataset #Topics #Topic
types #Articles #Sources #Granu

T17 9 1 4,650 2 1
Crisis 4 1 9,240 3 1
Entities 47 2 45,075 1 1
CrisisTL 1,000 1 10,610 1 1
TLS100 100 4 10,379 2 1

Ours 543 7 55,432 2,858 3

Table 1: Comparison with existing datasets.

summarization is insufficient. Unlike standard sum-
maries that emphasize narrative coherence, time-
line summaries demand structural coherence, in-
cluding linguistic and stylistic consistency.

Figure 2d shows common coherence issues. We
introduce an evaluation process similar to the ACL
Review Form5, assessing Structural, Linguistic,
and Style Coherence, with details in Appendix B.

The process involves: (1) Paraphrasing content
to improve understanding and reduce bias; (2) Rat-
ing each aspect from 1 to 3 and explaining the
rationale for fine-grained evaluation; (3) Giving an
overall score from 1 to 5 for a holistic assessment.

To reduce reviewers’ workload, we use GPT-4o
API6 for automatic coherence assessment. Domain
experts provide annotated examples to guide the
model in understanding the criteria.

5 Dataset Construction

To ensure comprehensive evaluation across time-
lines at different granularity levels, dataset con-
struction must meet two key premises: (1) The
dataset should include news topics of varying com-
plexity, types, and scales, with articles from diverse
sources to simulate different granularity needs, en-
abling robust evaluation. (2) During annotations,
annotators should minimize personal biases and
annotate nodes at multiple granularity levels to
facilitate the evaluation of both fine-grained and
coarse-grained timelines. Our solutions to these
challenges will be discussed in the following sec-
tions.

5.1 Data Collection

For data collection, we aim to assemble a diverse
and representative set of news topics. We begin
by leveraging Baidu’s event news websites, known
for expert fine-grained timeline annotation, to ob-
tain news topics and their corresponding reference

5https://aclrollingreview.org/reviewform
6https://platform.openai.com/docs/models/

GPT-4o
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Figure 4: Dataset statistics.

timelines. We then manually filter these to ensure
quality and diversity based on a standard.

The final dataset includes 543 news topics after
October 2023, categorized into seven major types
(Politics, Economy, Society, Science, Technology,
Sports, and Entertainment), with reference time-
lines ranging from 9 to 200 nodes.

To gather reference articles, we use Baidu,
Google, and Bing, employing multiple keywords
to ensure each node is supported by at least 5 arti-
cles on average. The final dataset includes 55,432
articles, averaging 102 articles per topic. Table 1
compares our dataset with existing datasets.7

5.2 Consesus-based Annotation
DTELS requires multiple granularity levels, but
annotating all is impractical. To aid evaluation, we
define three levels: fine-grained (GN ), medium-
grained (G10), and coarse-grained (G5), where N,
10, and 5 denote the number of nodes in the refer-
ence timelinee8. GN reflects the original timeline
with an unspecified node count, while medium and
coarse timelines are annotated through consensus.

Even experienced journalists may differ in se-
lecting events for coarse-grained timelines from
fine-grained ones. To ensure uniformity, maximiz-
ing consensus among annotators on salient events
and granularity is essential. However, this pro-
cess can be costly and time-consuming in DTELS,
especially with numerous articles per topic. We
utilize GPT-4o to facilitate consensus through role-
playing (He et al., 2023; Tao et al., 2024). The
consensus-based annotation process involves three

7All documents in our dataset are sourced under fair use for
research purposes, and we adhere strictly to China’s laws on
copyright protection and the guidelines of data use in academic
research. We will explicitly state this in the paper to avoid
confusion.

8For simplicity, granularity is defined by node quantity. In
application, the node numbers do not affect evaluation.

stages: (1) Salient Events Decomposition: For
medium-grained timelines SG10 , we decompose
the fine-grained timeline SGN into event atoms and
group them by timestamp. (2) Consensus-based Se-
lection: For each news topic, we prompt GPT-4o in
different roles to select the 10 most important event
groups from the atom groups, based on consensus
among three roles. (3) Expert Refinement: Domain
experts refine the selected groups to ensure quality,
summarizing them into a 10-node timeline. The
fine-grained timelines are annotated similarly. We
show details and agreement in Appendix C.2. The
results with high inter-annotator agreement show
the effectiveness of our annotation.

We list the statistics of the dataset in Figure 4. A
more detailed description of dataset construction
and annotation can be found in Appendix C.

6 Experiments

6.1 Experimental Settings

For extractive methods, We implement two state-
of-the-art methods (Gholipour Ghalandari and
Ifrim, 2020) as baselines:

Datewise: This method selects key dates in a
regression-based manner and then applies centroid-
opt (Gholipour Ghalandari, 2017) to extract sum-
maries for each date.

Clustering: This method clusters articles us-
ing TF-IDF vectors and then converts the clusters
into a temporal graph. Dates are assigned to each
cluster through a regression model. For DTELS,
we constrain the number of nodes in the timeline
according to the specified granularity level.

For generative methods, we select LLMs with
Chinese ability. We propose two solutions:

Long-context Prompting (LP): For the long-
context model, we directly prompt the model by
providing the news topic, the entire articles with
timestamps, and the granularity instruction.

Hierarchical Merging (HM): For models with
limited context length, they generate summaries
for each date according to the input articles’s times-
tamps. Subsequently, these summaries are hierar-
chically merged following the merging prompts.

We also establish two distinct experimental set-
tings to evaluate the task’s characteristics:

Gold Timestamps (GT): We instruct models
with correct timestamps to guide content genera-
tion, ensuring the focus is on content quality rather
than timestamp accuracy. This setting can be used
for both LP (LPGT) and HM (HMGT).
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Methods Models Granularity GN Granularity G10 Granularity G5

Info GranuN Fact Coherence Info Granu10 Fact Coherence Info Granu5 Fact Coherence

Datewise - 17.35 79.15 76.7 56.27 5.2 16.13 74.37 55.21 4.46 8.06 72.24 57.99
Cluster - 4.14 72.01 69.6 55.33 2.65 16.90 66.27 52.56 2.32 10.73 64.79 54.10

TO GPT-3.5-Turbo 1.45 60.21 41.19 91.20 0.83 20.54 41.22 94.76 0.65 11.58 38.99 97.46

LP
GPT-4o 6.55 61.94 65.78 69.21 0.92 8.80 86.82 77.15 0.74 3.99 88.11 87.55

GLM-3-Turbo 1.51 56.16 45.04 60.20 4.45 20.64 71.84 62.99 4.69 11.51 70.58 70.95
Yi-medium 9.87 66.45 65.39 63.10 4.91 17.91 77.48 65.49 8.69 23.36 51.32 71.88

LPGT GPT-4o 1.91 59.69 48.24 55.89 2.17 26.74 46.56 56.28 1.76 14.78 47.94 56.30

HM

GPT-3.5-Turbo 24.24 81.72 91.95 65.87 0.82 7.96 91.96 68.38 0.72 4.74 91.96 76.92
GLM-3-Turbo 21.07 72.43 87.39 67.40 1.37 15.65 87.61 68.01 0.91 8.74 88.33 71.34

Yi-medium 17.46 75.32 82.26 64.28 2.36 14.34 86.02 65.56 1.75 6.91 85.60 73.41
Qwen1.5-110b 28.00 76.51 83.99 78.36 2.24 10.75 83.27 79.77 1.78 6.81 81.09 86.69
Qwen1.5-72b 24.69 80.25 85.14 74.82 0.92 10.31 85.4 80.86 0.74 5.48 84.56 85.57
Qwen1.5-32b 23.37 73.97 86.29 68.64 0.61 10.14 86.32 75.47 0.55 5.54 88.04 82.08
Qwen1.5-14b 25.26 67.78 85.76 69.69 0.71 13.06 86.31 69.98 0.56 6.98 85.58 78.64

HMGT GPT-3.5-Turbo 36.82 78.59 94.63 64.20 1.21 9.41 93.59 70.00 1.02 6.07 93.48 68.60

Table 2: Main results of different methods on DTELS task. The best results for different methods are in bold. The
best results across all methods are underlined.

Topic Only (TO): Only providing the news top-
ics and granularity requirements to generate a fab-
ricated timeline.

The full implementations of the methods and
model are detailed in Appendix D.

6.2 Main Results

We conduct experiments with the proposed metrics.
The main results are shown in Table 2. From the
results, we can observe the following conclusions:

LLMs dominate in DTELS. LLM-based meth-
ods outperform state-of-the-art models across all
metrics. The HM excels at GN in Info and Granu.
while LP performs robustly at coarse and medium
granularities, indicating the hierarchical method’s
strength in capturing details and LP’s capability in
managing timelines with long-context windows.

Context window matters for long-context prompt-
ing. With 200k context windows, Yi-medium-200k
outperforms models with 128k windows, partic-
ularly at coarse granularities, demonstrating the
effectiveness in broad event overviews.

Model capacity influences fine-grained metrics.
Results from Qwen at different scales show that as
model size decreases, performance in informative-
ness and granular consistency declines, suggesting
that larger models are better at capturing and con-
veying detailed information.

Observation from the variants. With gold times-
tamps in “HM”, the factuality is enhanced with
temporal guidance. However, timestamps provide
minimal benefits to LP and may reduce factual-
ity and coherence. The “Topic Only” approach
achieves the highest coherence scores but signifi-
cantly lags in factuality, indicating that it maintains
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Figure 5: Extended evaluation on granularity levels.

narrative continuity at the cost of factual accuracy.

7 Analysis

To further assess performance across different gran-
ularities, we conduct an extended evaluation using
hierarchical merging with GPT-3.5-Turbo.

7.1 Extended Evaluation on Granularities

More Detailed Granularities. We define five dis-
tinct granularity levels: G40, G20, G10, G5, and G3.
We collect a subset of the dataset with each topic
containing over 50 nodes at GN . Reference time-
lines are annotated at these levels, and performance
is assessed using Hierarchical Merging with GPT-
3.5-Turbo. Results, shown in Figure 5, reveal that
while coarser summaries generally offer better in-
formativeness, factuality, and coherence, they may
struggle with granular consistency, highlighting a
trade-off between detail and summary quality.

Natural Language Granularity Instructions
We evaluate natural language granularity instruc-
tions, defining fine- and coarse-grained instructions
(see Table 3). Reference timelines include the both
fine- (SGN ) and coarse-grained (SG5). Results in
Table 3 show that the one-shot method performs
competitively with the #Node method, indicating
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Granularity Granular
Instruction Info Granui Fact Coherence

GN

Prompt 10.10 75.61 91.67 68.42
One-shot 22.65 81.10 93.88 70.86

#Node 24.24 81.72 91.95 65.87

G5

Prompt 0.74 7.26 91.44 69.2
One-shot 0.75 7.41 92.37 71.79

#Node 0.72 4.74 91.96 76.92

Table 3: Results of natural language granularity instruc-
tions, where #Node represents the HM method with the
number of nodes as the granularity instruction.

that models learn to generate accurate timelines
with natural language granularity instructions.

7.2 Influential Factors on Metrics
We analyze the influence of topics and the article
numbers. We conclude that the two aspects greatly
influence the performance. Results in Appendix E
suggest improvement in stability is necessary.

7.3 Metrics Alignment with Human
Agreement Score. Annotators are asked to rate
timelines on a scale from 1 to 5 based on the met-
rics. Pearson correlations are: informativeness
(78.74%), granular consistency (76.66%), factu-
ality (95.87%), and coherence (99.14%).

Consistency Score. Given pairs of timelines for
a topic generated by two models, annotators rate
the better one for each metric. We calculate the
consistent score between annotators and metrics.
Each metric’s consistency exceeds 90%, showing
high consistency between humans and the metrics.

We also conduct empirical comparisons on corre-
lation alignment with existing metrics (e.g., Align-
ment ROUGE-L (Martschat and Markert, 2017),
BERTScore (Zhang et al., 2020), and QAEval
(Deutsch et al., 2021)). Details can be found in
the Appendix F. (the annotation process is to let
evaluators independently rate the timelines on a
scale from 1 to 5 for the four aspects. Then after a
group discussion, they revise their scores. Details
are described in Appendix F):

7.4 Robustness of the Automatic Coherence
Scoring

Since coherence can be subjective due to model
biases. We conduct a robustness test by com-
paring the automatic coherence scores produced
by different models: we use three evaluators:
Qwen1.5 110B (Team, 2023), GPT-3.5-turbo, and
GPT-4o-mini to score the timelines generated
by the datewise method. We then assess the

m1 m2 mae(m1,m2)

Qwen1.5 gpt-3.5-turbo 0.2596
Qwen1.5 gpt-4o-mini 0.2615

gpt-3.5-turbo gpt-4o-mini 0.1114

Table 4: Robustness of automatic coherence scoring
across different models.

mean absolute error (MAE): MAE(m1,m2) =
1
N

∑N
i=1 |scorem1 − scorem2 | in Table 4. The re-

sults show that the automatic coherence scores are
robust across different models, indicating the relia-
bility of the automatic scoring.

8 Conclusions

In this paper, we introduce a Dynamic-granularity
TimELine Summarization (DTELS) task, which
aims to construct timeline summaries at dynamic
granularity levels following the granularity require-
ments. We build a comprehensive benchmark in-
cluding: (1) Evaluation Framework: We propose
an event-centric evaluation along with metrics: in-
formativeness, granular consistency, factuality, and
coherence. Evaluation of alignment with the hu-
man annotator proves the rationality of the pro-
posed metrics. (2) Dataset Construction: We con-
struct a large-scale Chinese dataset for DTELS with
consensus-based annotation for multi-granularity
references. We apply expert refinement to ensure
the authority of the annotation. (3) Comprehen-
sive Evaluation: We present two solutions for
large language models. Through experiments on ex-
isting state-of-the-art timeline summarization meth-
ods as well as LLM-based solutions on multiple
models, we find that the DTELS task remains chal-
lenging. Further research is required to improve
the informativeness granularity consistency. In the
future, we plan to diversify the language sources
and improve LLM-based methods to better capture
information and enhance granular consistency.

Limitations

Though our DTELS approach has shown promis-
ing results, there are several limitations that need to
be addressed in future work: Our approach relies
heavily on the availability of a large-scale, anno-
tated dataset. The creation of such datasets is time-
consuming, which may limit the scalability and
applicability of our approach to other domains or
languages where such resources are not available.
To evaluate the generated timelines, we rely on
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large language models’ APIs, which are costly and
may not be accessible to all researchers. Besides,
The language of our dataset is Chinese, which may
limit the generalizability of our approach to other
languages. Further research is needed to develop
more efficient data collection and evaluation meth-
ods that can be applied to a wider range of lan-
guages and domains.
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A Event Atoms Decomposition

Evaluation metrics based on event atoms require
decomposition on both the reference and generated
timelines. The event atoms in reference timelines
are annotated in advance by human annotators. For
the generated timelines, the decomposition process
should be completed in real-time. Similar to the
decomposition for atomic facts (Min et al., 2023),
we adopt GPT-3.5 to complete the automatic anno-
tation.

A.1 Manual Decomposition Protocol
To maintain consistency and accuracy in event atom
decomposition, human annotators should follow
this protocol:

(1) Understanding the Context: Read the entire
node summary carefully to understand the overar-
ching event or narrative described and then identify
the primary subject(s) and action(s) within the sen-
tence.

(2) Segmentation of Events: Down each sen-
tence into smaller units by identifying distinct ac-
tions or states that involve a subject and an ob-
ject. Then, consider each clause within a com-
plex sentence as a potential event atom if it repre-
sents a unique action or state. For instance, for the
sentence “John arrived at the station and met his
friend.”, two event atoms can be identified:

• Event Atom 1: “John arrived at the station.”

• Event Atom 2: “John met his friend.”

A.2 Automatic Decomposition
The automatic decomposition process using GPT-
3.5 is implemented by prompts in Table 5.

B Coherence Review Form

In this section, we introduce the details of the Co-
herence Review Form and the sub-metrics.

Coherence is assessed through a review process
similar to the ACL Review Form. As illustrated in
Figure 6, we decompose the review form into three
steps. We ask experts to provide a comprehensive
categorization of the main coherence errors that

occur in timeline summarization. Based on these
errors, we propose three sub-metrics along with
their evaluation criteria for the scores (detailed in
Figure 7). We provide annotators with the task defi-
nition, detailed descriptions of the sub-metrics, and
examples, both positive and negative, annotated
by domain experts. For automatic evaluation, we
apply GPT-4o API and apply the Task Descriptions
as system prompts.

C Details of Dataset Construction

In this section, we provide a detailed description of
the dataset construction.

C.1 Data Collection.

The data collection encompasses news topics of
varying complexity, types, and scales. The original
dataset contains 1,012 news topics. We apply a
filtering standard for the news topics detailed as
follows:

Diversity of Sources. To ensure a broad repre-
sentation of perspectives and avoid bias in data col-
lection, we include timelines and articles sourced
from a diverse set of reputable news sources. For
the news topics: the dataset encompasses diverse
news topics from various geographical regions
across domestic and international events (a total
of 32 countries/regions are included). For the time-
line, the timeline nodes should come from multiple
sources. Only timelines with events sourced from
at least three news sources are included. For the
news articles, we select articles from 2,858 sources
including global press, forums, and social media,

Timeliness of News Topics.The pretraining data
for the models used in our evaluation are all prior
to October 2023. To minimize the risk of using
contaminated data from LLMs pretraining corpus,
we exclude older or stale news topics that no longer
reflect current events or have lost relevance over
time. We select news topics after Oct. 2023 for
dataset creation.

Event-centric and Complete News Topics. To
ensure that each news topic revolves around a spe-
cific, well-defined event or series of related events.
We retain topics that provide comprehensive cover-
age of the development and conclusion of events,
capturing key milestones and outcomes. We let
annotators evaluate each selected topic to confirm
it narrates a coherent storyline from beginning to
end, avoiding fragmented or ambiguous narratives,
and verify that the reference timelines associated
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Atoms Decomposition Prompts
System Prompt
You are a Fact Decomposer.
## Your task is:
As a specialized journalist, you will be provided with a sentence that may describe multiple events.
Your task is to decompose the sentence into atomic propositions. An atomic proposition consists of,
and only of, a subject, a predicate, and an object.
## Output format:
Please use the following format for your output:
[“Atom_1”, “Atom_2”, . . . ]
## Example:
Here is an example for you to better understand the task:
Input: “Myanmar military: one-year state of emergency imposed”
Output: [“Myanmar military imposes state of emergency”, “State of emergency lasts for one year”]
Input
{Node Summary of a timeline}

Table 5: Prompts used for Atoms Decomposition Process. We show examples for the model to better comprehend
the task.

with each topic adequately depict the chronology
and significance of events.

By applying the standards, our dataset filter
to 543 high-quality, multiple-sources news topics.
Then, news articles for each topic are collected with
the following steps: (1) Retrieve on search engines
(Baidu, Google, and Bing) for articles with news
topics as keywords and time limits to the beginning
and end of the corresponding timeline to get the
most relevant 5 articles. (2) For each reference
node summaries annotated in Baidu event websites,
we directly get one source article from the website.
Then we apply the summary as keywords on pre-
viously mentioned search engines to get 4 articles.
(3) Filter low-quality articles. By thresholding the
article titles against the news topics, we filter out
low-quality articles. Articles with a BERT embed-
ding similarity score of less than 0.3 between the
title and the news topic are filtered out.

We list the statistics of the dataset in Figure 4.

C.2 Consensus-based Annotation

To facilitate consensus, we prompt GPT-4o to play
different roles as annotators, including news editor,
journalist, and NLP researcher. These annotators
focus on different aspects. The prompts are listed
in Table 6.

GPT-4o annotators are instructed with the de-
composed “event atoms” from the fine-grained
timeline. These event atoms are grouped based
on their timestamps, which could later be used to

construct medium-grained and coarse-grained time-
lines. To determine the consensus among GPT-4o
agents, we employed the following approach: (1)
Each of the three GPT-4o agents independently se-
lected their top 10 groups. (2) Groups selected
by all three agents are automatically included in
the final selection. (3) Groups selected by two
agents are reviewed for inclusion based on their
relevance and importance. After the independent
selections are made, the selected event atom groups
from all three annotators are compared. The pri-
mary focus here is to identify the level of consensus
among the annotators. We list the agreement de-
gree of the annotated nodes as shown in Table 7.
Once GPT-4 has selected the initial set of events,
domain experts review and refine these selections
to ensure accuracy and completeness. The refine-
ment process includes: (1) Fact-Checking: Ensur-
ing that each selected event was factually accurate
and well-supported by credible sources. (2) Com-
posing Atoms: Composing Atomic Facts into node
summaries. (3) Coherence Refinement: Refine the
summary in total to ensure that the timeline as a
whole presents a coherent narrative. (4) Detail Ad-
justment: Adding or removing details as necessary
to meet the target granularity.

D Methods Implementation

The extractive baselines are implemented based
on the original code provided by the authors. For
LLMs, we use the official API. For Qwen (Team,
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Role: News editor
System Prompt
You are a specialized news editor. Your response should be in JSON format, start with “{” and end with “}”.
Input
Given the event atom groups derived from the original timeline, your task is to select the most critical event groups that
should be included in a condensed timeline. As a News Editor, focus on the following metrics:
- Inclusive: The selected event groups should maximize the coverage of key events, ensuring that the most newsworthy and
impactful events are included.
- Accurate: The selected event groups must accurately reflect the essential developments without adding any ambiguity or
misinformation.
- Traceable: Ensure each selected event group can be directly traced back to the original timeline, maintaining the integrity
and source of information.
Please select the top {N} event atom groups according to the [Input]. Your response must follow the [Template].
[Example]
{Example Annotation Results}
[Template]
[“Group1”, “Group2”, . . . , “Group{N}”] # Selected Event Atom Groups.
[Input]
Topic: {Input Topic}
Event Atom Groups: {Event Atom Groups of the timeline}

Role: Journalist
System Prompt
You are a specialized journalist. Your response should be in JSON format, start with “{” and end with “}”.
Input
Given the event atom groups derived from the original timeline, your task is to select the most newsworthy event groups that
should be included in a condensed timeline. As a News Editor, focus on the following metrics:
- Insightfulness: Focus on selecting event atom groups that offer deep insights into the topic, providing the audience with a
comprehensive understanding of the events’ context and implications.
- Objectivity: Ensure the selected groups are presented in an unbiased manner, maintaining journalistic integrity by avoiding
sensationalism or subjective interpretation.
- Relevance: Select event atom groups that are most relevant to the central theme or story, ensuring that the timeline remains
focused and cohesive.
Please select the top {N} event atom groups according to the [Input]. Your response must follow the [Template].
[Example]
{Example Annotation Results}
[Template]
[“Group1”, “Group2”, . . . , “Group{N}”] # Selected Event Atom Groups.

Role: NLP Researcher
System Prompt
You are a specialized NLP researcher. Your response should be in JSON format, start with “{” and end with “}”.
Input
Given the event atom groups derived from the original timeline, your task is to select the most comprehensive event groups
that should be included in a condensed timeline. As an NLP researcher, focus on the following metrics:
- Comprehensiveness: Ensure that the selected event atom groups provide broad and detailed coverage of the original
timeline, capturing all significant events and nuances.
- Accuracy: Focus on selecting event atom groups that are factually correct, with a high level of precision in how the events
are described, avoiding any distortion of the original data.
- Reproducibility: Prioritize event atom groups that can be easily traced back to the original data, ensuring that the selections
are well-documented and can be verified by others.
Please select the top {N} event atom groups according to the [Input]. Your response must follow the [Template].
[Example]
{Example Annotation Results}
[Template]
[“Group1”, “Group2”, . . . , “Group{N}”] # Selected Event Atom Groups.

Table 6: Prompts for event consensus-based annotation, where N denotes the number of reference timeline nodes, in
our case 10 and 5 for medium- and coarse-grained annotations.
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Agreement Type Count Percentage

Full Agreement 3118 45.09%

Partial (1, 2) 2316 33.49%
Partial (1, 3) 573 8.28%
Partial (2, 3) 380 5.50%

No Agreement 525 7.59%

Table 7: Agreement among annotators, where 1, 2, and
3 correspond to the news editor, journalist, and NLP
researcher, respectively. The agreement can be catego-
rized as: (1) Full Agreement: The annotators selected
the same event atom group. (2) Partial Agreement: Two
out of three annotators selected the same event atom
group. (3) No Agreement: No common event atom
groups were selected by the annotators.

2023), we build upon their open-sourced weights9.
The NLI model is implemented by BERT-based
models (Devlin et al., 2018) fine-tuned on Chinese
NLI datasets (Wang et al., 2022). The evaluation
metrics include informativeness (Info), granular
consistency (Granu), factuality (Fact), and coher-
ence.

D.1 Details of LLM-based Methods

We choose LLMs with advanced Chinese capabil-
ity, including both open-source and closed-source
models for our analysis. For closed-source LLMs,
we select the most representative GPT series and
widely known Chinese model Yi-medium. For
open-source LLMs, we select GLM-3 and Qwen
series with multiple model sizes. Particularly, for
LP, we evaluate models including GPT-4o (128k)
(Achiam et al., 2023), Yi-medium (200k) (Young
et al., 2024) and GLM-3-Turbo (128k) (Zeng et al.,
2022). For hierarchical merging, we evaluate GPT-
3.5-Turbo10, GLM-3-Turbo (Zeng et al., 2022), Yi-
medium (Young et al., 2024), and Qwen1.5 (Team,
2023). The temperature is set to 0 for greedy sam-
pling.

D.2 Long-congtext Prompting

The prompts used for long-context prompting are
illustrated in Table 8. To handle topics with hun-
dreds of articles that may exceed the maximum to-
ken length, we truncate the last paragraph of each
article recursively until the total content falls within

9https://huggingface.co/Qwen
10https://platform.openai.com/docs/models/

GPT-3-5

the token limit. Figure 8 shows the distribution of
token consumption for long-context prompting.

D.3 Hierarchical Merging

The hierarchical merging method first generates a
day summary for the news topic based on prompts
in Table 9. Then, all nodes are hierarchically
merged to form a complete timeline. Similarly,
if the input exceeds the token length, we do the
same operation as in long-context prompting.

D.4 Natural Language Granular Instruction

We list the natural language granularity instruction
in Table 10.

E Influential Factors on Metrics

We analyze the influence of topic types on the per-
formance of hierarchical merging with GPT-3.5-
Turbo. The results are shown in Figure 9. We ob-
serve that the performance on different topic types
varies significantly. “Military” topics consistently
achieve the highest scores in all metrics, suggesting
that the model handles structured and well-defined
content more effectively. Conversely, “Politics”
and “Technology” topics present the greatest chal-
lenges, particularly in informativeness and coher-
ence, likely due to the complexity and variability
of information required in these domains. This sug-
gests that the model’s performance is closely tied
to the nature of the topic.

We also assess the influence of the number of
news articles. The results are shown in Figure 10.
We find that the model performs better with fewer
news articles, as the model can better capture the
key information and generate more coherent sum-
maries. However, the factuality of the summaries
decreases with fewer news articles, as the model
may lack sufficient information to generate faithful
summaries.

F Details of Alignment Evaluation

To measure how well human evaluators’ assess-
ments of timelines align with the proposed metrics.

F.1 Evaluation Process

We choose three evaluators with a background in
journalism and experience in summarization or
timeline construction. Then, we prepare a set of
50 timelines generated by our DTELS system. In-
clude a mix of high and low scores across different
dimensions. We have each evaluator independently
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Long-context Prompts
System Prompt
You are a News Event Timeline Generator.
## Your task is:
As a specialized journalist, you will be provided with a news [topic] and related news [articles].
Based on this information, construct a chronologically ordered timeline summarizing the key events of the [topic].
Each event summary should be accompanied by an accurate timestamp.
## Output format:
Please use the following format for your output:
1. yyyy-mm-dd: Event summary 1
2. yyyy-mm-dd: Event summary 2
. . .
{N}. yyyy-mm-dd: Event summary {N}
## Note:
- The timeline should contain at least {N} event summaries.
- The summary content must match the timestamp.
- It’s important to select key events to build the timeline, as not all [articles] are worth summarizing.
Input
[Topic]
{Topic of the Timeline}
[Article 0]
Title: {Title of Article 0}
Release-time: {Release-time of Article 0}
Content: {Content of Article 0}
. . .

Table 8: Prompts used in Long-context Prompting (LP) for long-context large language models. Here, N denotes
the required node amounts for the timeline.

assess the timelines using the scoring sheets in
Figure 11. After the initial round, we facilitate a
group discussion where evaluators can compare
their scores and discuss discrepancies. This can
help in understanding different perspectives and
potentially refining the evaluation criteria. Then,
we allow evaluators to revise their scores based on
insights gained from the discussion.

F.2 Correlation Evaluation

we calculate the correlation coefficient between
existing metrics and the human assessment re-
sults. The results in Table 11 indicate that exist-
ing candidates-references alignment-based metrics
(Alignment ROUGE-L (Martschat and Markert,
2017) and BERTScore (Zhang et al., 2020)) fo-
cus more on the amount of effective information
transferred from the reference. QAEval (Deutsch
et al., 2021), which is similar to recalling factual
information from references, achieves a competi-
tive correlation with factuality. However, when it
comes to other aspects like granularity, factuality,
and coherence, existing metrics failed to align with
all aspects. In contrast, we can observe that our pro-
posed metrics align closely with the specific need
of the DTELS task, demonstrating the effectiveness
of our metrics.

F.3 Metrics Definitions
F.3.1 Informativeness
Informativeness measures how much useful infor-
mation is provided by each node in the timeline. A
high score indicates that the node adds significant
and relevant detail to the overall understanding of
the event.

F.3.2 Granular Consistency
Granular Consistency assesses how well the time-
line maintains a coherent level of detail across dif-
ferent nodes. A high score reflects that the granular-
ity of events is consistent and appropriate through-
out the timeline.

F.3.3 Factuality
Factuality evaluates the accuracy and truthfulness
of the information presented in each node. A high
score indicates that the node contains verified and
accurate facts.

F.3.4 Coherence
Coherence measures how logically and smoothly
the nodes are connected to form a comprehensible
narrative. A high score suggests that the timeline
is well-organized and the events are presented in a
logical order.
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Day Summary Prompts
System Prompt
You are a News Event Timeline Generator.
## Your task is:
As a specialized journalist, you will be provided with a news [topic] and related news [articles]. Based on this information,
construct a chronologically ordered timeline summarizing the key events of the [topic]. Each event summary should be
accompanied by an accurate timestamp.
## Output format:
Please use the following format for your output:
1. yyyy-mm-dd: Event summary 1
2. yyyy-mm-dd: Event summary 2
. . .
{N}. yyyy-mm-dd: Event summary {N}
## Note:
- There can only be ONE event summary per day.
- It’s important to select key events to build the timeline, as not all [articles] are worth summarizing.
Input
[Topic]
{Topic of the Timeline}
[Article 0]
Title: {Title of Article 0}
Release-time: {Release-time of Article 0}
Content: {Content of Article 0}
. . .

Timeline Merging Prompts
System Prompt
You are a News Event Timeline Generator.
## Your task is:
As a specialized journalist, you will be provided with a news [topic], multiple partially completed timelines. Based on
this information, merge the timelines to create a chronologically ordered timeline summarizing the key events of the [topic].
## Output format:
Please use the following format for your output:
1. yyyy-mm-dd: Event summary 1
2. yyyy-mm-dd: Event summary 2
. . .
N. yyyy-mm-dd: Event summary N
## Note:
- There can only be ONE event summary per day.
- It’s important to select key events to build the timeline, as not all events are worth summarizing.

Input
[Timeline 0]
Timeline 0
. . .

Table 9: Prompts used in Hierarchical Merging (HM) for context length-limited large language models, where N
denotes the required node amounts for the timeline.

Type #Node Go

Prompt
5 Please generate a coarse-grained timeline.[Task Prompt*]

N Please generate a fine-grained timeline. [Task Prompt*]

One-shot

5
Please generate a timeline like:
{Timeline with 5 nodes}

N
Please generate a timeline like:
{Timeline with {N} nodes}

Table 10: Natural language granularity instructions used in the experiments. [Task Prompt*] denotes the prompts
used for timeline summarization (LP and HM prompts in our paper). The “*” indicates that the node amounts {N}
in the [Task Prompt] is replaced with “N” to represent an arbitrary number.
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Task Description: 
# Your task is:

You will be presented with a [timeline] with its [topic]. You should provide a review of the timeline to check the coherence of the timeline 

according to the steps.

## 1. Review Summary

Describe what this timeline is about. This should help readers to understand the topic of the timeline and the key events that are covered.

## 2. Provide your rating on the timeline and the reasons for the following aspects:

1) Structural Coherence: 

{Definition of Structural Coherence}

2) Linguistic Coherence: 

{Definition of Linguistic Coherence}

3) Stylistic Coherence: 

{Definition of Stylistic Coherence}

## 3. Overall Assessment

{Definition of Overall Assessment}

## 4. Final json output: 

{"Structural_Coherence": rating score, "Linguistic_Coherence": rating score, "Consistency": rating score, "Overall_Assessment": rating score}

# Review Output Format:

## 1. Review Summary: A brief paragraph (2-3 sentences)

## 2. Rating:

1) Structural Coherence:

- Rating: [Select one: 3 = Excellent, 2 = Moderate, 1 = Poor]

- Reason: Provide justification for the rating in 2-3 sentences.

2) Linguistic Coherence:

- Rating: [Select one: 3 = Excellent, 2 = Moderate, 1 = Poor]

- Reason: Provide justification for the rating in 2-3 sentences.

3) Consistency:

- Rating: [Select one: 3 = Excellent, 2 = Moderate, 1 = Poor]

- Reason: Provide justification for the rating in 2-3 sentences.

## 3. Overall Assessment:

- Rating: [Select one: 5 = Exceptional, 4 = Strong, 3 = Good, 2 = Needs Improvement, 1 = Major Revisions Necessary]

- Reason: Provide justification for the rating in 2-3 sentences. ## Example 1:{Positive Example}

## Example 2: {Negative Example}

Input:
[Topic]
Messi's departure from the team

[Timeline]
2004-10-16: Barcelona announces Messi's departure, sparking concern among fans as Messi's next stop is a mystery.

2021-08-06: Barcelona officially announces Messi's departure, unable to renew his contract due to economic and structural obstacles.

2021-08-07: Messi held a press conference at Barcelona, bidding a tearful farewell and expressing his hope to return to Barcelona in the future, 

but the matter of joining Paris is still unresolved.

2023-06-08: Messi announces he is joining Major League Soccer's Miami International as Beckham's newest player.

2023-08-03: Lionel Messi puts in a superb performance, scoring twice to help Miami International beat Orlando City 3-1.

Output：
# 1. Review Summary

The timeline covers significant events in Lionel Messi’s career, …,The timeline culminates with a highlight of Messi's exceptional performance 

in a match for his new team.

# 2. Rating:

1) Structural Coherence:

- Rating: 3 = Excellent

- Reason: The timeline is structured in a coherent and chronological order, … without redundancy and with each entry offering new information.

2) Linguistic Coherence:

- Rating: 3 = Excellent

- Reason: The summaries are well-written and grammatically correct, …, ensuring a complete and coherent storyline without missing entities or 

ambiguous references.

3) Stylistic Coherence:

- Rating: 3 = Excellent

- Reason: The style and tone remain consistent throughout the timeline, maintaining a formal yet engaging narrative approach …

# 3. Overall Assessment:

- Rating: 5 = Exceptional

- Reason: This timeline provides valuable insights into Lionel Messi's significant career moments, effectively capturing the key events that 

shaped his professional trajectory. The organization and clarity of the timeline offer a comprehensive understanding of Messi's journey, making 

it highly recommendable for publication or presentation to news editors without the need for major revisions.

Figure 6: Example of the Coherence Review Form.
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# Sub-metrics:

1) Structural Coherence: 

Is the timeline structured in a coherent way? Are the events in the timeline narrated in a causally coherent order? Do the 

summaries describe events that are non-redundant with each other? Does each summary provide new information? Please adjust 

your baseline to account for the length of the timeline.

3 = Excellent: The timeline is structured in a highly coherent way. The events are narrated in a clear, causally coherent order. 

The summaries are non-redundant and provide new information.

2.5

2 = Moderate: The timeline is structurally somewhat coherent. The events are narrated in a somewhat causally coherent order. 

Some summaries are redundant, and some fail to provide new information.

1.5

1 = Poor: The timeline lacks structural coherence. The events are not narrated in a causally coherent order. Most summaries are 

redundant and do not provide new information.

2) Linguistic Coherence: 

Are the summaries written in a coherent way? Are the summaries grammatically correct? When the summaries are read together, 

do they form a complete narrative without ambiguous references or missing entities?

3 = Excellent: The summaries are written coherently and grammatically correct. They form a complete narrative without 

ambiguous references or missing entities.

2.5

2 = Moderate: The summaries exhibit some coherence and are somewhat grammatically correct, but there are ambiguous 

references or missing entities affecting the narrative.

1.5

1 = Poor: The summaries lack coherence and grammatical correctness. The narrative is incomplete due to ambiguous references 

or missing entities.

3) Linguistic Coherence: 

Are the summaries consistent in terms of style and tone throughout the timeline? Is the overall narrative presented uniformly?

3 = Excellent: The summaries are consistent in style and tone throughout the timeline. The overall narrative is presented 

uniformly.

2.5

2 = Moderate: There are minor inconsistencies in style and tone, but they do not severely affect the overall narrative.

1.5

1 = Poor: The style and tone are inconsistent throughout the timeline, disrupting the overall narrative.

# 3. Overall Assessment

Would you personally recommend this timeline for publication or presentation to news editors? For example, you may feel that a 

timeline should be presented if its organization and clarity provide a valuable chronological understanding of the discussed 

events, or it effectively informs and engages the audience. Note: Even high-scoring timelines can benefit from minor changes 

(e.g., minor edits for clarity, corrections, etc.).

5 = Exceptional: This is one of the best timelines I have reviewed recently, offering great insights and high coherence throughout 

the events described.

4.5

4 = Strong: This timeline is well-structured and informative, presenting significant interest for the target audience.

3.5

3 = Good: This timeline makes a reasonable contribution and might be of interest to the target audience with minor revisions.

2.5

2 = Needs Improvement: This timeline has some merit but also significant flaws that need addressing before it would be of value 

to the target audience.

1.5

1 = Major Revisions Necessary: This timeline has substantial flaws and needs considerable work before it could be of interest.

Figure 7: Sub-metrics and overall assessment definition with their corresponding score criteria.

Metrics Info Granu Fact Coherence

Informativeness 0.7874 0.6128 0.6823 0.7004
Granular Consistency 0.6128 0.7666 0.6389 0.6795
Factuality 0.6823 0.6389 0.9587 0.7512
Coherence 0.7004 0.6795 0.7512 0.9914
AR-1 0.6213 0.5432 0.6589 0.7031
BERTScore 0.7032 0.5214 0.6317 0.6894
QAEval 0.7125 0.4987 0.9274 0.6342

Table 11: Correlation coefficients between existing metrics and human assessment results.
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Figure 8: Token consumption histograms distribution
for Long-context Prompting.
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Figure 9: Topic types’ influence on hierarchical merging
GPT-3.5-Turbo.
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Figure 10: The influence of the number of news articles
on evaluation metrics.
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Figure 11: Human annotation scoring sheets of the proposed metrics.
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