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Abstract

Large Vision Language Models (LVLMs)
achieve great performance on visual-language
reasoning tasks, however, the black-box
nature of LVLMs hinders in-depth research
on the reasoning mechanism. As all images
need to be converted into image tokens to fit
the input format of large language models
(LLMs) along with natural language prompts,
sequential visual representation is essential
to the performance of LVLMs, and the
information flow analysis approach can be
an effective tool for determining interactions
between these representations. In this paper,
we propose integrating attention analysis with
LLaVA-CAM, concretely, attention scores
highlight relevant regions during forward
propagation, while LLaVA-CAM captures gra-
dient changes through backward propagation,
revealing key image features. By exploring
the information flow from the perspective of
visual representation contribution, we observe
that it tends to converge in shallow layers
but diversify in deeper layers. To validate
our analysis, we conduct comprehensive
experiments with truncation strategies across
various LVLMs for visual question answering
and image captioning tasks, and experimental
results not only verify our hypothesis but also
reveal a consistent pattern of information
flow convergence in the corresponding
layers, and the information flow cliff layer
will be different due to different contexts.
The paper’s source code can be accessed
from https://github.com/zhangbaijin/
From-Redundancy-to-Relevance

1 Introduction

Multimodal models are more prevalent due to the
capability of understanding vision-language rather
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than merely textual information. Most large vision-
language models (LVLMs) consist of various vi-
sual encoders and large language models (LLMs).
When images are fed to LLMs together with lan-
guage prompts, they are transformed into hundreds
or thousands of tokens (Liu et al., 2024b; Bai et al.,
2023; Chen et al., 2023b; Zhu et al., 2024; Li et al.,
2024; Dai et al., 2024; Zhu et al., 2023; Chen et al.,
2024b; Ye et al., 2023; Chu et al., 2023; Zhang
et al., 2023; Han et al., 2023; Wu et al., 2023;
Wang et al., 2023b; Chen et al., 2023a). Such a
transformation leads LVLMs to rely on sequential
visual representation. Albeit popular LVLMs ex-
hibit impressive generation capabilities, the black-
box design of Transformers decoder-stacked LLMs
hinders the interpretability of visual-language mod-
els. In this paper, we intend to explore the inner
mechanisms during LVLMs reasoning.

Prior works have commenced preliminary explo-
ration into the caption mechanisms of LLMs (Wang
et al., 2023a; Zhang et al., 2024; Todd et al., 2023;
Dai et al., 2021; Jin et al., 2024). OPERA (Huang
et al., 2024) traces the potential causes of halluci-
nations in LVLMs via attention maps, suggesting
that during the inference phase, the model may pro-
duce hallucinations by sequentially summarizing
previous tokens when processing special tokens
such as ‘-, ‘?’, and other special symbols. OPERA
mitigates hallucinations by imposing penalty con-
straints on attention scores, marking the first work
to visualize multimodal hallucinations. In addi-
tion, FastV (Chen et al., 2024a) identifies that the
computation of attention for visual tokens in the
deep layers (near the output) of the LVLMs is ex-
tremely inefficient. Although previous studies have
made significant strides in enhancing LVLMs per-
ception by leveraging attention-based approaches,
they focus less on the dynamic interactions between
images and texts. To this end, we aim to deepen
the understanding of how images and texts influ-
ence each other within reasoning tasks. We define
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Figure 1: It shows the information flow of tokens, from left to right are system tokens, image tokens, user tokens,
and output tokens. There is a convergence of the information flow of the system token, image token, and user token
towards the output token at the shallow layers. The convergence of the information flow of the system token and
user token is much more obvious than the image token at the deep layers, which we can call the deep layers as

information flow cliff layers.

‘information flow’ as the degree of influence of
image, user, and system tokens on answer tokens.
Understanding the information flow between image
and text tokens is crucial for dissecting multimodal
reasoning.

In this paper, as shown in Figure 1, we discover
an important phenomenon in a view of information
flow: LVLMs tend to depend on the prompt, image
tokens do not impact the answers in the middle or
deep layers. We refer to this first sparse layer as the
information flow cliff layer. As shown in Figure 2,
we first visualize the attention scores and maps for
system, image, and prompt tokens in relation to
the answer. We observe that after the third layer,
image tokens account for less than 2% of the total
compared to system and prompt tokens, with their
weights ranging from O to 0.2. This raises two
questions:

Q1: Is there any information flow from the third
layer to the deeper layers?

Q2: Does the attention score give a complete re-
flection of the information flow of the image token?

Though attention scores highlight relevant re-
gions during forward propagation, they don’t fully
explain the role of image tokens as they lack gradi-
ents and can’t reveal the model’s decision-making
process. To address this, we introduce LLaVA-
CAM, which captures gradient changes through
backward propagation to show how image features
contribute to the answer. With LLaVA-CAM, we
consistently observe that image token information
flow is concentrated in the shallow layers due to
differences in the prompt, while deeper image to-
kens contribute little to the answer. We refer to the
deeper layer where the image ceases to contribute
to the answer as the ‘image information flow (i-f)
cliff layer’.

Given the information flow convergence in shal-
low layers, we find that the LLaVA-CAM results
vary in distinct tasks. For example, in complex rea-
soning datasets like ScienceQA (Lu et al., 2022),
the model focuses on relevant regions in shal-
low rather than deeper layers. In contrast, the
model emphasizes relevant regions from shallow
to deep layers for general reasoning tasks such as
TextVQA (Singh et al., 2019) and POPE (Li et al.,
2023). To validate this hypothesis, we conduct
multiple truncation experiments. Empirical results
show that when applying fully truncated image to-
kens based on attention scores, certain layers can
maintain the model’s inference accuracy and even
enhance performance in some cases. Our multi-
perspective analysis elucidates the model’s inner
mechanism and reveals the complex interactions
during inference. Notably, we verify in the models
LLaVA (Liu et al., 2024b), Intern-VL (Chen et al.,
2024b), Qwen-VL (Bai et al., 2023), Shirak (Chen
et al., 2023b), InstructbLIP2 (Dai et al., 2024) and
LLaVA1.6 (Liu et al., 2024a) that the information
flow converges in the shallow or middle layers,
and becomes sparse in the deeper layers, and that
there are information-flow cliff layers in each of
the models, this means that image tokens are highly
redundant after the cliff layer. Our methods offer a
new perspective for interpretability in LVLMs. In
summary, our main contributions are as follows:

* We propose a novel information flow analysis
method, which combines LLaVA-CAM and at-
tention score to explore the interaction mecha-
nisms in LVLMs reasoning tasks.

* We find a prevailing pattern in multiple LVLM:s:
the information flow converges in shallow layers
while diverging in deeper layers. This means that
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image tokens are highly redundant after the cliff
layer.

» Results of truncation experiments validate our
observation of information convergence in the
corresponding layers across various models.
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Figure 2: (A) is the percentage of system tokens, image
tokens, and prompt tokens on the attention weight of
the answer. (B) is the attention map of system tokens,
image tokens, prompt tokens, and answer tokens. It can
be observed that the attention scores for image tokens
decrease rapidly in layers 1-5 and stabilize in layers
6-31. The attention allocated to image tokens is signif-
icantly lower throughout these layers than system and
user tokens. However, image and user tokens’ attention
scores increase rapidly at the 32nd layer.

2 Related work

2.1 Information Flow and Interpretability in
LVLMs

Recent work by Wang et al. (Wang et al., 2023a)
has made significant strides in understanding in-
formation flow through the concept of label words
as anchors. This approach focuses on how infor-
mation aggregates, using a combination of atten-
tion scores and gradients to measure the saliency
of specific tokens. In their attention-score matrix,
the convergence of key tokens is evident along the
ordinate axis. Label words will converge on the

user prompt first in the Zero-shot ICL/CoT case.
In their findings, Wang et al. observed that each
shot will converge on the last token in the few-shot
ICL/CoT case. This insight is crucial for analyzing
truncation strategies in models for Visual Ques-
tion Answering (VQA) and image captioning tasks.
OPERA (Huang et al., 2024) introduces a novel
method for identifying hallucinations in LVLMs
by examining attention maps. It detects halluci-
nations during the sequential summarization of to-
kens following key symbols such as ‘- and ‘?’. By
imposing penalty constraints on attention scores,
OPERA pioneers the visualization of multimodal
hallucinations. Complementing this, DOPRA (Wei
and Zhang, 2024) investigates the information flow
of the output of each layer of the transformer.

Similarly, FastV (Chen et al., 2024a) identi-
fies inefficiencies in attention mechanisms within
LVLMs, particularly in models such as LLaVA-1.5
(Liu et al., 2024b), QwenVL (Bai et al., 2023). The
authors observed that the computation of attention
for visual tokens in the deep layers of these models
is extremely inefficient. To address this, they pro-
posed an image-token pruning strategy at specific
layers, aiming for a sparser approach than textual
data processing.

Although previous studies have made significant
strides in enhancing LVLMSs’ perception and in-
ference speed through leveraging attention-based
mechanisms, they tend to focus less on the dynamic
interplay of image-text interactions. Recognizing
this gap, our research aims to deepen the under-
standing of how images and texts influence each
other within complex reasoning.

3 The Proposed Method

To visualize the information flow, LLaVA-CAM,
and attention score are used to provide a compre-
hensive view of the information flow. Attention
scores illuminate the model’s forward propagation,
while LLaVA-CAM delves into the backward prop-
agation, reflecting how various input elements con-
tribute to the final prediction. This dual-method ap-
proach not only quantifies the significance of each
input element but also provides a visual represen-
tation of their influence on the model’s predictive
decisions.
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Context:Below is food web from a tundra...
Question:Which of these organisms contains
matter that was once part of the lichen?

A:bilberry  B:mushroom &)

Context:Below is food web from little rock
lake, a freshwater...

Question:Which of the following organisms is
the primary consumer in the food web?

A:copepod@ B:black crappie C:bacteria

Figure 3: The LLaVA-CAM results of LLM on ScienceQA dataset(Complex reasoning). The information flow
of the image converges to the correct region in the early layers and diverges in the deeper layers, and then the

information flow cliff layer begins to appear.

3.1 LLaVA-CAM for Large Vision Language
Models

Our method is inspired by Smooth-CAM (Omeiza
et al., 2019). Complex reasoning is still essentially
a text generation task, and the answer generation is
a sentence made up of the classification results for
each word. The network outputs probabilities for
the n tokens denoted as z = [z;, ..zy], to visualize
the model’s output answer using LLaVA-CAM:

n
Zanswer — Z Ziy (D
7

to obtain the logits representing the overall output
of the model. The bias G, is applied to all the
feature maps Ay, of the layer output by z:

= 2% @)
k

all attention mappings Ay, in the last layer of the
image encoder/LLLM decoder, solve for zunswer,
where Ay represents the feature map at the coor-
dinate point of the n'" channel, « is the weight
vector, and the resultant derivative feature map G,
c=1,2,3..n. Then transform the sequence inputs
to the two-dimensional shape of the HxW. For se-
quence inputs, identify the sequence ID associated
with image tokens. For instance, in LLaVAL1.5, id
(35-611) corresponds to image tokens. Then, multi-
ply the e weight vector by the relevant channels of
the feature map A to generate a two-dimensional
activation map:

Gy

Heateam = ReLU(D _ o Ay), (3)
k

where the ReLU function creates a heat map high-
lighting the positive correlation between activation

values and the correct class. Next, Gaussian noise
is added to the image to generate multiple pertur-
bation samples:

(%)

2 .
Xpoisy = X T N (,u =0,0° = nozses) , @
where noises represents the standard deviation of
the Gaussian noise added to the input image and ¢
represents the first ¢ generation of the image with
noise. The CAM plots are averaged by generating

the perturbation samples multiple times:
1 - ‘
LLaVA-CAM = — 3" Heatcan (xy ) ®
i=1

Finally, we apply maximum normalization to
the cam map. The heat map is then color-mapped
and overlaid on the original image, providing a
clear visual representation of the model’s attention
distribution.

3.2 LLaVA-CAM for Exploring Information
Flow in LLM

The abundant features from the encoder are passed
into the LLM decoder which interacts with the text.
We use LLaVA-CAM to visualize the information
flow of image tokens and their impact on answer
tokens in the LLM decoder. As shown in Figure 3
and Figure 4.

Pattern: In tasks involving complex reasoning,
common reasoning, or image captioning, informa-
tion flow converges in the early or middle layers
and starts to disperse in the deeper layers. It is
plausible that the 32nd layer functions as the retro-
spective layer for deep reasoning, potentially inte-
grating both the image and user prompt.
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Figure 4: The LLaVA-CAM results of POPE (Li et al., 2023) and TextVQA (Singh et al., 2019) (Common
reasoning). It can be analyzed from the LLaVA-CAM diagram of VQA that when the model recognizes the
confirmed recognition objects such as "horse, people", etc., It will focus on the corresponding areas from the first
layer to the deeper layers until a cliff layer occurs and causes information flow to be sparse.

(1) Complex reasoning: In the context of com-
plex reasoning tasks like ScienceQA (Lu et al.,
2022), when the prompt explicitly references spe-
cific regions within an image, such as those de-
picted in the first two lines of Figure 3 (mushroom,
copepod), the model swiftly converges on the rel-
evant areas in the early layers. The deeper layers
appear to serve as the foundation for deep reason-
ing, with the complexity of the prompt dictating
the layer at which information dispersal initiates,
as illustrated in Figure 5, the information flow cliff
layer appears at layer 12 (LLaVAL1.5).

(2) Common reasoning: For common reason-
ing tasks such as TextVQA (Singh et al., 2019) and
POPE (Li et al., 2023), the model consistently allo-
cates attention to the key regions from the first layer
to the deep layers. This consistency may suggest
that fewer layers are necessary for deep reasoning,
leading to the information flow diverging at deeper
layers, specifically at the 18th and 24th layers for
TextVQA and POPE, respectively, as indicated (A)
in Figure 5. Furthermore, simpler tasks like im-
age captioning, which require sustained attention
to global image features, lead to a delayed disper-
sion of information flow and consequently require
fewer layers for reasoning.

3.3 Attention-score for Exploring Information
Flow in LLM

In the above section, we employ LLaVA-CAM to
visualize the contribution of the image token to the
output token. We found that the models converge
in the shallow and middle layers and diverge in the
deep layer. In this section, as shown in Figure 2, to
validate the observed phenomenon of information
flow convergence highlighted in LLaVA-CAM, we
employ attention-score computation to help us un-
derstand the model’s reasoning mechanisms, clar-
ifying their contribution to the final output. We
can denote the attention score of all the tokens in
the output token as the influence rate, denoted by
w. This measure can be aggregated for different
types of input tokens. For the output token of the
reasoning task, in the n-th layer, we define G as the
indices set of all tokens and G can be divided into
three parts that represent the indices set of system,
image, and user tokens:

G=S+I+U, (6)

where S = {1, ..., Ny} represents the index of
system token, Ny represents the length of system
token, Z = {Ngys + 1,..., Noys + Nimg } repre-
sents the index of image token, Vi, represents the
length of image token, and U = {NsyS + Nimg +
1,..., Ngys + Nimg + Nuser } represents the index
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Figure 5: The truncating 576 image tokens experiments on three VQA datasets include POPE/TextVQA/ScienceQA/
and a caption dataset CHAIR dataset, where the red arrow represents the information flow cliff layer. LLaVA1.5-7B
(Liu et al., 2024b), Intern-VL 7B (Chen et al., 2024b), and Qwen-VL 7B (Bai et al., 2023) all conform to the pattern
of information flow convergence in the early layer and dispersion in the deep layer. Deeper layers can exhibit cliff
layers, where truncating image tokens no longer affects the model’s accuracy.
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Figure 6: The diagram of attention-score truncation, A
represents the answer token id index, K is set O.

of user token, Ny represents the length of user
token. A; ; is defined as the total attention score
of the output token’s attention on different types
of tokens. For the i-th query token, the attentions
from system, image, and user tokens are summed

as 1:
D A+ At Aiy=1 ()
jES JET Jeu
to ensure that the sum of attention scores for each
token is 1, it is necessary to normalize the above

summation results to calculate the total attention
score for the image token:

Mg = > _ Aij. (8)
jeT

There are 576 image tokens in LLaVA1.5 and 256
image tokens in Qwen-VL (Bai et al., 2023). From
Figure 2, we can see that image tokens account for
most of the input tokens, but they receive signifi-
cantly less attention; instead, the system prompt,
which provides the least semantic information, at-
tracts the most attention scores.

Pattern: Figure 2 and Figure 3 represent the
attention score and LLaVA-CAM, respectively, and
they show the same pattern, the information flow of
image tokens converged in the shallow layers and
dispersed in the deep layers. Notably, at layer 32,
the attention score of the prompt and image tokens
increases, and LLaVA-CAM shows that a large
number of features contribute to this layer. This
might indicate that layer 32 acts as a retrospective
layer and the model potentially refocuses on the
image and prompts before making its final decision.

3.4 Image Token Truncation by
Attention-score

As discussed previously, our observations indicate
that the information flow of image tokens converges
at shallow layers and diverges at deeper layers. To
verify whether the information flow diverges at
deeper layers, we design a truncation strategy for
image tokens as shown in Figure 6. In the attention
matrix, each row represents the attention score of a
query token to all key tokens. Let i denote the to-
tal number of attention heads, and let .S denote the
sequence length. The computation of the average
attention matrix A across the different heads for
the attention map O at the [y, layer is formulated
as follows:

1 H
A_H;oh. 9)

From this matrix, we identify the indices of tokens
with the highest attention scores within specific
ranges, defining the corresponding attention matrix
segments as:

Aimg = ANyt Nimg, T (10)
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where A;pgrepresents the attention matrix segment
for image tokens. Further, we define:

Ai,’C = [Ai,k17Ai,k27 o ] € RVC'? (11)

where K ={ki,kg,---}and A; x € RIXI rep-
resents the vector composed of elements whose
row index is ¢ and column indices belonging to the
set K. Here, || denotes the number of elements
in the set /C.

To pinpoint the top X contributing elements, we
utilize the function argtop(-, k), which retrieves
the indices of the top K elements. To validate the
information-flow cliff layers, here k is set to 0.

7' = Ngys + argtop(Aimg, k). (12)

Finally, we combine the above formula with Eq.
(6) to obtain:

G=S+7 +U. (13)

4 Experiment

4.1 Dataset and Implementation Details

The ScienceQA (Lu et al., 2022) is the Chain-of-
thought dataset for complex reasoning, contain-
ing 21,208 multimodal questions (both visual and
textual), along with corresponding answers, back-
ground knowledge (lectures), and explanations.
POPE (Li et al., 2023) evaluates hallucination by
having the model answer true/false questions about
the presence of objects in an image (e.g., ‘Is there a
car in the image?’). TextVQA (Singh et al., 2019)
involves identifying text-related questions, detect-
ing text areas, converting image text to text repre-
sentations, focusing on relevant text areas, and de-
termining if the final answer requires reprocessing.
CHAIR (Rohrbach et al., 2018) metric is utilized
to assess the phenomenon of object hallucination
in the domain of image captioning. It quantifies
the ratio of objects referenced in the caption that
are not present in the actual image. This metric is
available in two forms: CHAIR;, which evaluates
hallucination at the individual object instance level,
and CHAIRg, which does so at the sentence level.

Our experiments were conducted on an A100
GPU. It should be noted that we utilize model in
the replication of the model, defaulting to greedy
search to avoid interference from other parameters.

4.2 Truncation Experiments for Verifying
Information Flow CIliff Layer

As shown in Figure 5, we introduce an early trun-
cation strategy to investigate the information flow

of image tokens in shallow layers. This strategy
involves truncating all the image tokens to prevent
the information flow within LLMs.

When handling complex reasoning tasks such as
ScienceQA (Lu et al., 2022), which present lengthy
and complex prompts with multiple choice options,
the model’s image tokens tend to converge on rel-
evant regions in shallow layers. As shown in Fig-
ure 5, starting from layer 12, the information flow
begins to diverge. It seems that more layers might
be necessary for deep reasoning in intricate tasks.
This early divergence could also suggest a possi-
ble need for deeper processing in complex reason-
ing tasks. In contrast, for simpler tasks such as
TextVQA and POPE, the model maintains its focus
on the correct reasoning regions from the shallow
to the deep layers. Divergence in the information
flow is observed at layers 18 and 22, respectively,
indicating that fewer layers are needed for deep
reasoning in these tasks.

Compared to the ScienceQA and TextVQA tasks,
image captioning is less complex, requiring the
model to focus on the global features of the image.
It seems that the requirement for deep reasoning
layers is comparatively reduced, with the diver-
gence of information flow occurring at later layers,
such as around layer 30 in LLaVA1.5.

Therefore, we can conclude that a consistent pat-
tern emerges in these different types of datasets: the
information flow converges at shallow layers and
diverges at deeper layers. One possible explanation
is that the more complex the reasoning task is, the
more layers of reasoning are needed, which means
that the layer where the information flow diverges
appears more forward. The 32nd layer seems to be
like a retrospective layer; after multiple layers of
thought and reasoning, the retrospective image and
user prompt output the final answer.

4.3 Truncation Experiment in Different
LVLMs

As shown in Table 1, to verify the generalization
of the information flow convergence phenomenon
across several models, we conduct experiments on
Qwen-VL (Bai et al., 2023), LLaVA1.5 (Liu et al.,
2024b), Intern-VL (Chen et al., 2024b), Shikra
(Chen et al., 2023b), InstructBlip (Dai et al., 2024)
and LLaVA1.6 (Liu et al., 2024a). Current LVLMs
(Large Vision-Language Models) generally process
images through a CLIP model, project them using
various projectors, and then combine them with
LLMs (Large Language Models) for fine-tuning.
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Table 1: Generation study of truncation strategy on
LLaVA (Liu et al., 2024b), Intern-VL (Chen et al.,
2024b), Qwen (Bai et al., 2023), InstructBLIP2 (Dai
et al., 2024) and shikra (Chen et al., 2023b). The ex-
perimental results prove that this phenomenon of in-
formation flow convergence in the shallow layer and
dispersion in the deep layer has widely existed. The i-f
cliff layer represents the information flow cliff layer.

Model Dataset Metric Baseline i-f cliff layer
POPE Acc 1 84.70 85.51
POPE Fl-score 1 85.50 85.99
LLaVAL.5 SQA Acct 65.00 66.48
TextVQA Acc 1 59.34 60.02
CHAIR CHAIR; | 13.80 13.80
POPE Acc 1 80.81 81.13
POPE Fl-score +  77.29 77.82
Qwen-VL SQA Acct 67.12 67.67
TextVQA Acc 60.60 60.73
CHAIR CHAIR; | 12.50 12.50
POPE Acc T 84.85 85.44
POPE F1-score 85.40 85.40
Instruct-Blip2  SQA Acct 60.50 60.50
TextVQA Acc 50.10 50.62
CHAIR CHAIR; |  24.50 22.80
POPE Acc 1 75.41 76.34
POPE Fl-score T 78.52 79.16
Shikra SQA Acct 45.80 46.70
TextVQA Acc T - -
CHAIR CHAIR; | 12.50 12.50
POPE Acc 94.01 94.58
POPE Fl-score 1 86.31 87.21
Intern-VL SQA Acct 66.20 66.85
TextVQA Acc T 57.00 58.18
CHAIR CHAIR; | 12.90 12.90

We speculate that the observed convergence of in-
formation flow in shallow layers is related to two
factors: (1) The convergence is related to the mul-
timodal paradigm. Different projectors, such as
Linear, MLP, Cross-attention, and Q-former, map
images to tokens in distinct ways. (2) This conver-
gence is also related to the nature of LLMs. Since
LVLMs are fundamentally LL.Ms, images are con-
verted into tokens and aligned with text before be-
ing processed by the LLM. Thus, this pattern may
be inherited from the underlying LLM structure.

To explore further, we conduct generalization
experiments with 3 types of projectors. We select
various models: LLaVA (Projector: MLP), Qwen-
VL (Projector: Cross-attention), Intern-VL (Pro-
jector: MLP), InstructBlip (Projector: MLP), and
Shikra (Projector: Linear). As shown in Table 1,
all models exhibit a consistent pattern of shallow
layer convergence and deep layer dispersion. More-
over, the performance after deep layer truncation is
equal to or surpasses the baseline, suggesting that
shallow layer convergence is independent of the
projector type and is instead related to the LLM.

The SFT+LLM paradigm does not fundamen-
tally alter the reasoning process of the LLM, as
noted in references (Wang et al., 2023a; Clark
et al., 2019; Hewitt and Manning, 2019), which
may come from that shallow layers extract basic
features and patterns from the input data, learning
essential semantic information. The input takes
the form of a ‘Prompt + Question’, where the in-
formation flow initially focuses on specific anchor
tokens at a shallow layer. At these shallow layers,
the model is processing semantic understanding,
while at a deeper layer, it engages in more complex
reasoning and thinking. This process is similar in
Large Vision Language Models (LVLMs), where
the prompt structure follows the format ‘<image>
Prompt + Question’. At the early stage, the model
focuses on understanding the image and the prompt,
and the middle layers combine these basic features
to form more complex representations, while the
deep layers perform high-level modeling and rea-
soning, integrating information from earlier layers
to generate the final understanding and decision of
the task.

5 Conclusion

In this paper, we employ LLaVA-CAM and at-
tention score to visualize the information flow of
reasoning processes layer-by-layer within LVLM:s.
Our analysis of several models shows the same pat-
tern that information flow converges in the shallow
layers and diverges in the deep layers. Comprehen-
sive experiments using truncation strategies across
various large-vision language models for VQA and
image captioning tasks further validate our find-
ings, confirming a consistent pattern of informa-
tion flow convergence in the relevant layers across
different models. These insights contribute to a
deeper understanding of LVLMs and their intrinsic
functioning, particularly in the context of complex
reasoning tasks.
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A Appendix

A.1 LLaVA-CAM Structure

The LLaVA-CAM is shown in Figure 7, and more
results are shown in Figure 8. The results show
that LLaVA-CAM visualization is clearest after the
post-attention layer normalization. This is because
the post-attention-layer norm stabilizes the output
of the self-attention mechanism by normalizing it.
This normalization process helps stabilize the fea-
ture distribution, reducing the impact of numerical
instability and making the features more consis-
tent and reliable, which is crucial for generating
high-quality heat maps. In contrast, feature maps
from other positions may lack the same level of
normalization or feature expression, resulting in
lower-quality heatmaps and difficulty in accurately
locating the target object. The feature maps after
the attention mechanism contain rich contextual
information.
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Figure 7: LLaVA-CAM selects features after the post-
attention layer normalization to reduce numerical insta-
bility and produce clearer heatmaps.

A.2 Redundancy Truncation Experiment in
Shallow Layers

To explore the saliency and information flow of
image tokens in the shallow layer, we designed
an early truncation strategy. We ranked the atten-
tion scores and selected the top K image tokens
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Figure 8: The LLaVA-CAM results.

to pass through, simplifying the inference process
by focusing on these key tokens. We applied this
attention-score truncation strategy with different
values of K: 0.

When the layer=1, there is no image token
passed to the LLM, while the LLM can surprisingly
achieve an accuracy of 47.5 %, which suggests
that in some scenarios the LLM relies only on the
text to answer the questions on their own through
prior knowledge, such as ‘What is the capital of
Nebraska?’ in Figure 9. Therefore, LLM does
not attend to graphical information when LLM’s
knowledge can directly answer a question.

e N
B . a Q:What is the captial of Nebraska?
/ " i A:providence
> B:Saint Paul
3 C:Lincoin
3 D:Kansas
R 1 can answer directly
Q with my knowledge base

,
-

Q:Which better desribes the rain
forest ecosystem?

A:lt has year-round rain. It also

has soil that is poor in nutrients. 0
B:It has cold winters. It also has
many different types of organisms.

I can answer directly
with my knowledge base

Figure 9: It shows the case lacks visual dependency.
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