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Abstract

Uncertainty quantification (UQ) is a promi-
nent approach for eliciting truthful answers
from large language models (LLMs). To date,
information-based and consistency-based UQ
have been the dominant UQ methods for text
generation via LLMs. Density-based methods,
despite being very effective for UQ in text clas-
sification with encoder-based models, have not
been very successful with generative LLMs.
In this work, we adapt Mahalanobis Distance
(MD) – a well-established UQ technique in
classification tasks – for text generation and
introduce a new supervised UQ method. Our
method extracts token embeddings from multi-
ple layers of LLMs, computes MD scores for
each token, and uses linear regression trained
on these features to provide robust uncertainty
scores. Through extensive experiments on
eleven datasets, we demonstrate that our ap-
proach substantially improves over existing
UQ methods, providing accurate and compu-
tationally efficient uncertainty scores for both
sequence-level selective generation and claim-
level fact-checking tasks. Our method also ex-
hibits strong generalization to out-of-domain
data, making it suitable for a wide range of
LLM-based applications.

1 Introduction

Large language models (LLMs) have achieved im-
pressive results over various tasks and applica-
tions (OpenAI et al., 2024; Dubey et al., 2024; Riv-
ière et al., 2024). Nevertheless, even the most ad-
vanced LLMs are inevitably prone to making mis-
takes during text generation. Their responses often
contain hallucinations or non-factual claims (Xiao
and Wang, 2021; Dziri et al., 2022), posing sig-
nificant challenges for LLM deployment in safety-
critical domains.

Many studies have investigated methods for as-
sessing the truthfulness of LLM responses (Man-
akul et al., 2023; Min et al., 2023; Chen et al., 2023;

Feng et al., 2024). However, many of the proposed
techniques have limited practical applicability, as
they often rely on external knowledge sources or
require ensembling multiple large LLMs, leading
to high computational costs that make them eco-
nomically unfeasible for many use cases.

One of the most promising approaches to ad-
dressing this challenge is uncertainty quantifica-
tion (UQ) (Gal and Ghahramani, 2016; Shelmanov
et al., 2021; Baan et al., 2023; Geng et al., 2024;
Fadeeva et al., 2023). This research direction rec-
ognizes that we will never have complete infor-
mation about model predictions due to the lim-
ited amount of training data and ambiguity of the
tasks, and suggests general ways to estimate the
reliability of predictions under different conditions.
Recently, a suite of UQ methods specifically de-
signed for text generation with LLMs has been
developed (Fomicheva et al., 2020; Lin et al., 2023;
Kuhn et al., 2023; Farquhar et al., 2024; Duan et al.,
2024). However, many of these methods are either
ineffective or come with a substantial computa-
tional overhead, limiting their practicality for large-
scale or real-time applications.

For text classification and regression tasks, re-
searchers have identified several groups of tech-
niques that maintain a balance between effective-
ness and computational efficiency (Zhang et al.,
2019; He et al., 2020; Xin et al., 2021; Wang et al.,
2022; Vazhentsev et al., 2023a; He et al., 2024a).
One such class of approach is so-called density-
based uncertainty scores (Lee et al., 2018; van
Amersfoort et al., 2020; Kotelevskii et al., 2022;
Yoo et al., 2022). These methods use embeddings
of instances obtained from the top layers of a clas-
sification model to fit the density of the training
distribution in the latent space. The likelihood of
the input data under this estimated distribution is
then used for confidence estimation. This has been
demonstrated to achieve excellent results in out-of-
distribution detection tasks (Podolskiy et al., 2021),
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Figure 1: An illustration of the proposed method. After each decoder layer, the embeddings of each generated
token are extracted. Subsequently, we compute the Mahalanobis distance for each token and layer and then average
over all tokens in the generated sequence. Finally, we train a linear regression on the PCA decomposition of the
calculated features with the addition of sequence probability to predict the uncertainty of the generation.

and proven to be useful for selective text classifica-
tion (Vazhentsev et al., 2022, 2023a). Despite be-
ing computationally lightweight, these techniques
often outperform more resource-intensive meth-
ods, such as deep ensembles (Lakshminarayanan
et al., 2017) and Monte Carlo dropout (Gal and
Ghahramani, 2016; Tsymbalov et al., 2018). Unfor-
tunately, the reported performance of density-based
scores for text generation so far has been notably
low (Vashurin et al., 2024).

Recent work has demonstrated that the internal
states of LLMs carry a lot of information about
their uncertainty (Azaria and Mitchell, 2023; Chen
et al., 2024; He et al., 2024b; CH-Wang et al., 2024;
Vazhentsev et al., 2024). These techniques train
a supplementary model on top of the activations
of LLM internal layers. However, they often rely
on simplistic features and fail to incorporate more
advanced, well-established density-based UQ meth-
ods, limiting their ability to capture uncertainty.

In this work, we address this gap by adapting
density-based techniques for the UQ of LLMs and
propose a new supervised method based on density-
based features. Specifically, we adapt one of the
most robust methods for UQ in the classification
tasks, namely Mahalanobis Distance (MD; Lee
et al. (2018)), and train a linear regression on
top of the MD scores from various layers of the
LLM. These features are supplemented with a prob-
ability of the generated sequence. Figure 1 illus-
trates the scheme of the proposed supervised UQ
method. Our extensive experimental evaluation
demonstrates that the proposed method provides

substantial improvement over the state of the art.
Our key contributions are as follows.
• We conduct a comprehensive investigation of

density-based UQ methods for LLMs. While
previous research (Vashurin et al., 2024) has
indicated that sequence-level density-based
methods are ineffective, we propose a token-
level adaptation of MD that is on par with or
better than state-of-the-art UQ techniques.

• We propose a new computationally efficient
supervised method for UQ in LLMs using
layer-wise density-based scores as features to
improve uncertainty estimation without sacri-
ficing the performance.

• We conduct a vast empirical investigation that
demonstrates the effectiveness of the proposed
methods for sequence-level selective classifi-
cation across eleven datasets and claim-level
fact-checking.

2 Related Work

Many effective UQ methods, such as deep en-
sembles (Lakshminarayanan et al., 2017) and
Monte Carlo (MC) dropout (Gal and Ghahramani,
2016), require sampling multiple predictions from
a model, which leads to substantial computational
and memory overheads. A key challenge in UQ is
developing techniques that balance effectiveness
with computational efficiency. Among the most
promising approaches in this regard are density-
based methods (Lee et al., 2018; Liu et al., 2020;
van Amersfoort et al., 2020; Kotelevskii et al.,
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2022; Yoo et al., 2022). These methods leverage la-
tent representations of instances to model the train-
ing data distribution, then estimate how likely a
new instance belongs to that distribution. Lee et al.
(2018) propose to use Mahalanobis Distance (MD)
as a measure of uncertainty for out-of-distribution
detection in computer vision tasks. Podolskiy et al.
(2021) adapt MD to out-of-distribution in text clas-
sification tasks. Vazhentsev et al. (2022, 2023b)
show that it also provides high performance in se-
lective text classification.

For LLMs, Fomicheva et al. (2020) and Kuhn
et al. (2023) proposed UQ methods that sample
multiple predictions and leverage their diversity. In
the context of black-box LLMs, where we have
no access to the logits or embeddings of a model,
Fomicheva et al. (2020) propose the use of lexi-
cal dissimilarity of sampled texts as a measure of
uncertainty. Lin et al. (2023) leverage a similarity
matrix between responses for deeper analysis of
the diversity of the sampled generations. Some
methods also combine sampling diversity measures
with the probability of each generation (Kuhn et al.,
2023; Duan et al., 2024; Nikitin et al., 2024; Cheng
and Vlachos, 2024; Chen et al., 2024; Vashurin
et al., 2025).

Recently, it was demonstrated that MD is an
efficient approach for out-of-distribution detec-
tion in sequence-to-sequence models (Vazhentsev
et al., 2023b; Ren et al., 2023; Darrin et al., 2023).
However, for selective generation tasks, density-
based methods so far have substantially underper-
formed compared to trivial baselines (Vashurin
et al., 2024).

Supervised methods are another research direc-
tion for UQ of LLMs. Azaria and Mitchell (2023)
demonstrate that the internal states of the model
contain information about uncertainty, and propose
to train a multi-layer perceptron over the hidden
LLM representation to predict the truthfulness of
the model responses. He et al. (2024b) enhance
this idea by training a deep neural network with re-
current and convolutional layers. Furthermore, this
method uses embeddings from all layers and incor-
porates features based on the probability and the
dynamics of the generated tokens through layers.
In contrast to these methods, we employ a simple
linear model, but focus on more accurate feature ex-
traction from internal layers, using well-established
density-based UQ methods.

3 Background on Density-Based Methods

Recently, Mahalanobis distance (MD) and Robust
Density Estimation (RDE) were adapted (Vazhent-
sev et al., 2023b; Ren et al., 2023) to the text gener-
ation task by considering the marginal distribution
of the training dataset.

Following the assumption of a Gaussian distri-
bution of training instance representations, the MD
method (Lee et al., 2018) calculates a centroid of
the training data µ and the empirical covariance
matrix Σ. For a given instance x, the uncertainty
score is defined as the Mahalanobis distance:

UMD(x, l) = (hl(x)− µ)TΣ−1(hl(x)− µ),

where hl(x) is a hidden representation extracted
from the layer l.

RDE (Yoo et al., 2022) operates within the re-
duced dimensionality of hl(x) via the kernel PCA
decomposition. To ensure the robustness of the co-
variance matrix, it uses the Minimum Covariance
Determinant estimate (Rousseeuw, 1984). Finally,
the uncertainty score is computed as the Maha-
lanobis distance in the reduced dimensionality.

Ren et al. (2023) proposed a modification of MD
– Relative Mahalanobis Distance (RMD). It takes
into account a background contrastive MD score.
The score aims to assess how close the test instance
is to the in-domain training data compared to the
background data. The uncertainty score based on
RMD is given by the following equation:

URMD(x, l) = UMD(x, l)− UMD
0 (x, l),

where UMD
0 (x, l) is a Mahalanobis distance com-

puted with the centroid µ0 and the empirical covari-
ance matrix Σ0 calculated using the background
dataset, such as C4 (Raffel et al., 2020).

For the sequence-to-sequence tasks, it was
proposed to use the last encoder and decoder
layer for extracting hidden representation of the
model (Vazhentsev et al., 2023b; Ren et al., 2023).
In contrast, recent research (Azaria and Mitchell,
2023; Chen et al., 2024) indicates that the mid-
dle layers of the model may be more suitable for
decoder-only models.

4 Proposed Method: Token-Level
Mahalanobis Distance

To define the method, we assume access to train-
ing data consisting of a set of prompts paired with
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LLM responses, each accompanied by an assess-
ment of its correctness. The assessment can be
based on ground truth answers (as in tasks like
question-answering, machine translation, or sum-
marization) or through alternative means, such as
human annotation or another big LLM.

4.1 Layer-Wise Uncertainty Score

Embedding extraction. First of all, we need to
extract embeddings of instances in the training
dataset. We note that previous works use sequence-
level embeddings, which are essentially an average
of token-level embeddings. Recent studies (Azaria
and Mitchell, 2023; Chen et al., 2024) note that se-
quence embeddings might be useless for UQ with
LLMs and propose to use embeddings of the last
or the first generated token, as they encode use-
ful information for estimating the truthfulness of
the entire generation. We acknowledge that this
property may not always hold, as the informative
tokens are likely to vary depending on the specific
task. In our method, we first compute individual
token-level uncertainty scores and then aggregate
them into a sequence-level score.

Embedding selection. To construct a covariance
matrix and centroid for MD, a model training set
is required. However, unlike standard text clas-
sification tasks, where training sets are typically
limited and accessible during the development of
an ML-based application, the pre-training data for
general-purpose LLMs is extremely large and usu-
ally not publicly available. Moreover, even if this
data were available, LLM performance on it would
likely be not homogeneous and could be low for
certain tasks. Therefore, to construct the parame-
ters for MD, we propose selecting a subset of token
embeddings from high-quality LLM responses.

From the responses generated in the training
set, we select a subset of token embeddings that
correspond to responses that meet a defined cor-
rectness criterion. Let T be a training set of in-
put prompts and |T | = N|T |. For each prompt
xj ∈ T , the model generates a response as a se-
quence ỹj = tj1, . . . , t

j
Nj

, where Nj is a length of

the j-th generation and tji , i ∈ [1, . . . , Nj ] is an i-th
token in the response. We define a set of selected to-
kens as D = {tji : Q(ỹj) > τ, i ∈ [1, . . . , Nj ], j ∈
[1, . . . , N|T |]}, where Q(·) is a quality metric and τ
is a given threshold. Then El = {hl(t) : t ∈ D} is
the set of selected token embeddings. The correct-
ness criterion helps filter out low-quality responses.

Depending on the dataset in the experiment, ex-
act match and AlignScore are employed as quality
metrics. The correctness criterion used for token
selection is described in Section 5.1.

Layer-wise scores. For each layer l = 1, . . . , L
of the model, we compute the covariance matrix
ΣEl and the centroid µEl using the set of selected
token embeddings El. For each token from the gen-
erated sequence ỹk = tk1, . . . , t

k
Nk

, we compute
the layer-wise MD as follows:

UMD(tki , l)=
(
hl(t

k
i )− µEl

)T
Σ−1
El

(
hl(t

k
i )− µEl

)
.

For the token-level RMD, we additionally compute
the background covariance matrix Σ0

l and the back-
ground centroid µ0

l using the embeddings of all
generated tokens for the input prompts from some
background dataset.

Finally, the uncertainty score of the entire gener-
ated sequence ỹk is the Average Token-level Maha-
lanobis Distances (ATMD) over tki , i = 1, . . . , Nk

(for RMD, we designate it as ATRMD).

4.2 Linear Regression on Layer-Wise Scores
The ATMD and ATRMD scores can be computed
on various layers. Azaria and Mitchell (2023) in-
dicate that the best-performing layer may vary de-
pending on the generation task. To effectively inte-
grate information from multiple layers, we propose
training a regression model on top of the layer-wise
scores.

For a generation ỹk, we construct a vector of
features based on ATMD or ATRMD: f∗(ỹk) =
[U∗(ỹk, 1), . . . , U∗(ỹk, L)] (we use ∗ instead of
ATMD or ATRMD). To learn the uncertainty of
the generation, we define target variables as nega-
tive values of a quality metric for generations ỹk:
qk = −Q(ỹk). We note that the features f∗(ỹk)
might be highly correlated with each other (a mul-
ticollinearity problem; Shrestha (2020)), which
makes linear models to overfit (Chan et al., 2022).
To make our features more robust, we use top
N = 10 components from the PCA decomposition
of feature vectors: f̃∗(ỹk) = PCAN

(
f∗(ỹk)

)
.

We train the machine learning model G(·) to
predict an uncertainty score as follows:

1. Split the entire training dataset T into two
parts T1 and T2.

2. Using T1, construct El, l ∈ [1, . . . , L] and fit
layer-wise covariance matrices and centroids.
ATRMD also fits layer-wise background co-
variance matrices and background centroids.
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3. For each generation ỹk, k = 1, . . . , |T2| for
the prompts from T2, compute features f̃∗(ỹk)
and targets qk.

4. Train the machine learning model G∗(·) to
predict the targets qk using the features
f̃∗(ỹk), k = 1, . . . , |T2|. In our work, we
use linear regression models as G∗(·).

5. Re-estimate layer-wise parameters of the dis-
tribution using the entire training dataset T .

Finally, the supervised uncertainty score for a
test generation ỹk based on token-level MD or
RMD, namely SATMD or SATRMD is:

US*(ỹk) = G∗(f̃∗(ỹk)
)
.

Following He et al. (2024b), we also experiment
with adding the sequence probability P (ỹk | xk)
as an additional feature to the features vector:
f̃∗

prob(ỹ
k) = [f̃∗(ỹk);P (ỹk | xk)], and get

US*+MSP(ỹk) = G∗(f̃∗
prob(ỹ

k)
)
.

4.3 Hybrid Score
In addition, we explore Hybrid Uncertainty Quan-
tification (HUQ; Vazhentsev et al. (2023a)), which
empirically combines multiple uncertainty scores.
Using HUQ, we combine sequence probability
U1(ỹ

k) = 1 − P (ỹk | xk) and the proposed
SATMD or SATRMD scores: U2(ỹ

k) = US*(ỹk).
The hyperparameters of HUQ are tuned on the T2
dataset. A detailed description of the HUQ method
is given in Appendix B.

5 Experiments

5.1 Experimental Setup
For the experimental evaluation, we employ the
LM-Polygraph framework (Fadeeva et al., 2023;
Vashurin et al., 2024). We consider two tasks:
(1) sequence-level selective generation (Ren et al.,
2023), in which we can “reject” untruthful genera-
tions based on provided uncertainty; (2) claim-level
fact-checking (Fadeeva et al., 2024), where we aim
to identify nonfactual claims in long generations,
consisting of several claims.

Metrics. To evaluate the quality of UQ methods
on the selective generation task, we use the stan-
dard Prediction Rejection Ratio (PPR) metric (Ma-
linin and Gales, 2021; Vashurin et al., 2024). This
metric measures the correctness of the ranking of
generations based on uncertainty relative to a spec-
ified quality metric. PRR computes the area under

the Prediction Rejection (PR) curve, which is con-
structed by sequentially rejecting the most uncer-
tain generation and calculating the average quality
for all stored generations at each possible threshold.
Subsequently, this area is normalized by scaling
between the PR curve for the random selection and
oracle selection. A higher value of the PRR corre-
sponds to a better quality of selective generation.
Following previous work (Vashurin et al., 2024),
we use ROUGE-L, Accuracy, and AlignScore (Zha
et al., 2023) as text generation quality metrics.

For claim-level fact-checking, we follow previ-
ous work (Fadeeva et al., 2024) and consider this
task as a binary classification problem. We uti-
lize the ROC-AUC and PR-AUC metrics, where
nonfactual claims represent a positive class.

Models. For selective generation, we experi-
ment with two state-of-the-art LLMs in their
size: Llama@8b v3.1 (Dubey et al., 2024) and
Gemma 9b v2 (Rivière et al., 2024). For fact-
checking, we utilize Mistral 7b v0.1 Instruct (Jiang
et al., 2023). The inference hyperparameters are
presented in Table 9 in Appendix F.

Datasets. We consider several text generation
tasks, including text summarization (TS), question-
answering (QA) with long free-form answers,
QA based on reading comprehension, QA with
short free-form answers, and multiple-choice QA.
Dataset statistics are presented in Table 8 in Ap-
pendix E. For TS, we utilize XSum (Narayan et al.,
2018), SamSum (Gliwa et al., 2019), and the CNN/-
DailyMail (See et al., 2017) dataset. For QA with
long free-form answers, we use PubMedQA (Jin
et al., 2019), MedQUAD (Abacha and Demner-
Fushman, 2019), TruthfulQA (Lin et al., 2022),
and GSM8k (Cobbe et al., 2021). For reading com-
prehension, we use CoQA (Reddy et al., 2019)
and SciQ (Welbl et al., 2017). For QA with short
free-form answers, we use TriviaQA (Joshi et al.,
2017). The last three datasets represent the com-
mon benchmarks for evaluating UQ methods in pre-
vious work (Kuhn et al., 2023; Duan et al., 2024;
Lin et al., 2023). For multiple-choice QA, we uti-
lize MMLU (Hendrycks et al., 2021), which is a
common dataset for evaluating LLMs.

UQ baselines. In an experimental evaluation, we
compare the proposed methods against several UQ
baselines, including trivial yet robust information-
based methods such as Maximum Sequence Prob-
ability (MSP) and Perplexity (Fomicheva et al.,
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Figure 2: Performance of embeddings from various layers in density-based scores. PRR↑ for density-based methods
computed using embeddings from various layers of Llama 8b v3.1 (upper row) and Gemma 9b v2 (lower row)
models. Raw ATMD/ATRMD denotes a corresponding method without selecting embeddings using the correctness
criterion. Higher values indicate better results.

UQ Method XSUM SamSum CNN PubMedQA MedQUAD TruthfulQA CoQA SciQ TriviaQA GSM8k MMLU Mean RankROUGE-L AlignScore ROUGE-L AlignScore ROUGE-L AlignScore ROUGE-L AlignScore ROUGE-L AlignScore AlignScore AlignScore AlignScore AlignScore Accuracy Accuracy

SATMD .189 .062 .369 .232 .059 .030 .217 .183 .471 .552 .230 .310 .385 .293 .587 .623 4.75
SATRMD .389 .181 .338 .282 .138 -.004 .351 .213 .459 .559 .251 .324 .542 .394 .606 .504 3.69

HUQ-SATMD -.326 -.123 .441 .249 .055 .030 .088 .128 .417 .465 .289 .450 .577 .683 .540 .552 4.56
HUQ-SATRMD .395 .187 .486 .297 .126 .048 .351 .211 .386 .506 .308 .450 .653 .646 .592 .609 2.94

SATMD+MSP .234 .086 .377 .420 .094 .074 .371 .203 .493 .527 .361 .466 .178 .708 .618 .836 2.50
SATRMD+MSP .372 .179 .383 .408 .135 .016 .372 .202 .466 .575 .353 .419 .542 .702 .642 .816 2.56

Table 1: Performance of various versions of the proposed supervised methods. PRR↑ for Llama 8b v3.1 model for
various tasks for the considered sequence-level aggregation methods. Warmer color indicates better results.

2020), and consistency-based methods considered
state-of-the-art for LLMs (Vashurin et al., 2024):
Lexical Similarity based on ROUGE-L (Fomicheva
et al., 2020), black-box methods (DegMat, Eccen-
tricity, EigValLaplacian; Lin et al. (2023)), Seman-
tic Entropy (Kuhn et al., 2023), and Shifting At-
tention to Relevance (SAR; Duan et al. (2024)).
Furthermore, to ensure the robustness of the pro-
posed methods, the suite of baselines in our exper-
iments also includes methods that utilize model
internal states: Factoscope (He et al., 2024b),
SAPLMA (Azaria and Mitchell, 2023), and Eigen-
Score (Chen et al., 2024). The first two are super-
vised methods, while EigenScore is unsupervised.
Following the previous works (Azaria and Mitchell,
2023; Chen et al., 2024), we use embeddings from
the middle layer of the model for the latter two
methods. For the methods that require sampling,
we sample five generations for each input text.

Configuration of ATMD/ATRMD. In in-
domain experimental evaluation on the SciQ,
CoQA, TriviaQA, MMLU, and GSM8k datasets,
we select token embeddings used to construct
the covariance matrix and centroids for ATMD
and ATRMD from generations that are fully
accurate according to the exact match criterion.
On other datasets, we utilize generations with

AlignScore greater than 0.3. Raw ATMD/ATRMD
denotes a corresponding method without selecting
embeddings using the correctness criterion.

5.2 Results
Layer-wise comparison of density-based meth-
ods. Figure 2 presents the layer-wise compari-
son of various sequence-level density-based ap-
proaches for selective generation for the Llama
8b v3.1 and Gemma 9b v2 models. These results
demonstrate the presence of robust patterns across
the majority of datasets and models.

Consistent with the findings of Vashurin et al.
(2024), we observe that in most cases, density-
based methods that use sequence-level embed-
dings (MD, RMD, and RDE) yield PRR scores
that are close to or below zero, indicating perfor-
mance comparable to random selection. Only for
GSM8k, these methods provide meaningful un-
certainty scores, but they still do not outperform
the basic MSP baseline. Furthermore, we see that
using sequence-level embeddings derived from in-
ternal layers does not improve the performance of
density-based methods; they usually perform better
when using embeddings from the last layer.

MD that uses token-level embeddings performs
consistently better than the MD based on sequence-
level embeddings for all datasets except SamSum,
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UQ Method XSUM SamSum CNN PubMedQA MedQUAD TruthfulQA CoQA SciQ TriviaQA GSM8k MMLU Mean RankROUGE-L AlignScore ROUGE-L AlignScore ROUGE-L AlignScore ROUGE-L AlignScore ROUGE-L AlignScore AlignScore AlignScore AlignScore AlignScore Accuracy Accuracy

Maximum Sequence Probability -.343 -.128 .452 .218 .021 .096 -.155 -.011 .297 .356 .277 .450 .582 .687 .380 .405 7.81
Perplexity -.384 -.108 .080 .308 .150 .242 .215 -.044 .425 .438 .178 .450 .197 .689 .259 .308 7.38

DegMat NLI Score Entail. .017 .093 .250 .226 .084 .144 .064 .058 .066 .162 .156 .420 .446 .714 .357 .224 7.19
Eccentricity NLI Score Entail. -.036 .013 .160 .117 .028 .050 .033 .021 .070 .060 .122 .409 .444 .654 .403 .312 10.00
EigValLaplacian NLI Score Entail. .016 .099 .251 .224 .087 .143 .054 .054 .056 .160 .152 .444 .398 .669 .335 .344 7.69
Lexical Similarity ROUGE-L .071 .066 .320 .209 .123 .122 .144 .041 .252 .132 .008 .403 .360 .621 .467 .311 7.81
SAR .040 .044 .300 .217 .120 .154 .122 .032 .286 .192 .105 .465 .440 .710 .455 .284 6.50
Semantic Entropy .041 .012 .311 .206 .077 .096 .064 .034 .075 .007 .171 .416 .466 .669 .424 .220 8.38
SentenceSAR -.085 -.032 .264 .215 .055 .091 -.000 .006 .015 .033 .185 .472 .543 .703 .151 .343 8.75

Factoscope .032 -.029 .034 -.024 .007 .004 -.035 .001 .358 .428 .017 .242 .316 -.046 .048 .727 11.19
EigenScore .041 .029 .196 .150 .040 .045 .074 .027 .050 .043 .023 .402 .373 .619 .430 .196 10.44
SAPLMA .144 .129 .243 .313 .126 .179 .240 .155 .407 .490 .112 .082 .388 .522 .598 .481 5.50

HUQ-SATRMD .395 .187 .486 .297 .126 .048 .351 .211 .386 .506 .308 .450 .653 .646 .592 .609 3.44
SATRMD+MSP .372 .179 .383 .408 .135 .016 .372 .202 .466 .575 .353 .419 .542 .702 .642 .816 2.94

Table 2: Main results on selective generation tasks. PRR↑ for Llama 8b v3.1 model for various tasks for the
considered sequence-level methods. Warmer color indicates better results.

where all methods perform similarly to each other.
Moreover, density-based methods that compute
MD using token-level embeddings from internal
layers outperform those that rely on embeddings
from the top layers. While for SamSum and
MMLU with the Gemma 9b v2 model, ATMD
achieves the best performance using the last layer
embeddings, for all other cases the best perfor-
mance is achieved by using embeddings from the
middle layers. This finding is consistent with pre-
vious research (Azaria and Mitchell, 2023; Chen
et al., 2024).

Using the selection of correct generations from
the training dataset for fitting the covariance ma-
trix and centroid is key to achieving good perfor-
mance of the methods based on token-level MDs.
ATMD/ATRMD consistently outperform raw AT-
MD/ATRMD. The highest difference was observed
on the MedQUAD and TruthfulQA datasets, where
using selection improved PRR by 0.2-0.3.

Comparison of sequence-level aggregations.
Tables 1 and 5 in Appendix A.1 present the com-
parison of various sequence-level supervised ap-
proaches for selective generation for the Llama 8b
v3.1 and Gemma 9b v2 models. The results demon-
strate that SATMD and SATRMD provide stable
and robust performance, which is often superior or
equal to the performance of the MD/RMD using
the embeddings from the best layer. As anticipated,
the incorporation of MSP as an additional feature
or combining it using HUQ significantly improved
the performance of SATMD/SATRMD. While on
average by mean rank, the best performance across
various datasets was achieved by SATMD+MSP,
for XSum and SciQ, HUQ-SATRMD exhibited a
slight improvement. It is also noteworthy that using
RMD led to a consistent improvement in perfor-
mance compared to the original MD for all variants
of the supervised method.

Main results on the selective generation tasks.
The main results on the selective generation tasks
for the Llama 8b v3.1 and Gemma 9b v2 models are
presented in Tables 2 and 6 in Appendix A.2. In the
summarization task, our supervised methods out-
perform all the baselines on XSum and SamSum.
HUQ-SATRMD achieves the best performance on
the XSum and SamSum datasets in terms of PRR-
ROUGE-L. For SamSum, the SATRMD+MSP
method significantly outperforms other methods
in terms of PRR-AlignScore. For the CNN dataset,
the proposed methods demonstrate the second-best
results in terms of PRR-ROUGE-L, but they sub-
stantially fall behind unsupervised UQ techniques
in terms of PRR-AlignScore.

In the QA tasks with long answers (Pub-
MedQA, MedQUAD, TruthfulQA, and GSM8k),
SATRMD+MSP consistently demonstrates the best
performance, with a notable margin over best su-
pervised and unsupervised techniques, while HUQ-
SATRMD ranks second. In the reading comprehen-
sion task, HUQ-SATRMD is the best-performing
method. Meanwhile, on the MMLU dataset,
SATRMD+MSP is the most effective method, sig-
nificantly outperforming HUQ-SATRMD and other
state-of-the-art baselines.

Considering QA with short answers on CoQA,
we observe that HUQ-SATRMD performs on par
with the MSP baseline, while on the SciQ dataset
performs the best with a large margin. On Trivi-
aQA, SATRMD+MSP outperforms the MSP base-
line, underperforming only sampling-based meth-
ods that require much more computation time.

Overall, we can conclude that HUQ-SATRMD
is the most effective method for summarization
and reading comprehension tasks, where it signif-
icantly outperforms state-of-the-art unsupervised
UQ methods. For all other QA datasets, including
those with long answers and tasks requiring internal
knowledge, the best performance is demonstrated
by SATRMD+MSP.
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UQ Method SamSum MedQUAD TruthfulQA SciQ MMLU Mean RankROUGE-L AlignScore ROUGE-L AlignScore AlignScore AlignScore Accuracy

Maximum Sequence Probability .452 .218 .297 .356 .277 .582 .405 2.29

DegMat NLI Score Entail. .250 .226 .066 .162 .156 .446 .224 5.00
SAR .300 .217 .286 .192 .105 .440 .284 4.71
Semantic Entropy .311 .206 .075 .007 .171 .466 .220 5.29

Factoscope .061 .037 .084 .101 .045 .420 .071 7.00
SAPLMA .241 .075 .079 .129 .009 .091 -.097 7.00

HUQ-SATRMD .413 .229 .293 .355 .283 .644 .770 1.71
SATRMD+MSP .207 .314 .304 .304 .122 .598 .681 3.00

Table 3: Out-of-domain generalization. PRR↑ for
Llama 8b v3.1 for selective generation tasks for the con-
sidered sequence-level methods in the out-of-domain
setting. Warmer color indicates better results.

Out-of-domain generalization. Table 3 presents
a comparison of various sequence-level methods
for the selective generation task for the Llama 8b
v3.1 model in the out-of-domain settings. We train
and evaluate supervised methods using a leave-
one-out approach: train on all datasets except one,
which is left for testing. For each evaluation dataset,
the training set is composed of 400 instances sam-
pled from each of the remaining datasets. We use
the negative AlignScore generation quality metric
as a target for all considered datasets in this setting.

The performance of supervised methods in the
out-of-domain setting shows a significant decline
compared to the in-domain setting. Despite this,
HUQ-SATRMD achieves the best results accord-
ing to the mean rank, outperforming unsupervised
state-of-the-art methods across the majority of
datasets and metrics, except MSP on SamSum and
MedQUAD in terms of PRR-ROUGE-L. Notably,
when testing on the MMLU dataset, the training
data consists of texts from summarization tasks and
free-form QA, which differ significantly from the
multiple-choice QA format used in MMLU. Never-
theless, the strong performance on MMLU demon-
strates the potential of our supervised method HUQ-
SATRMD for broad generalization.

Other supervised methods, including
SATRMD+MSP and the baselines, show
significantly poorer results in the out-of-domain
setting. SATRMD+MSP underperforms MSP on
several datasets, including SamSum, MedQUAD,
and TruthfulQA. SAPLMA and Factoscope are
not able to provide meaningful uncertainty scores,
lagging significantly behind unsupervised UQ
methods.

Fact-checking results. Table 4 presents a com-
parison of various claim-level methods for the fact-
checking task using the Mistral 7b v0.1 Instruct
model. The baseline supervised method SAPLMA
performs similarly to a random choice. Our method
SATRMD provides meaningful uncertainty scores

UQ Method Mistral 7b
ROC-AUC PR-AUC

Maximum Claim Probability .620 .271
P(True) .638 .276
CCP .716 .388
SAPLMA .489 .166

SATRMD .647 .275
HUQ-SATRMD .750 .410
SATRMD+CCP .739 .414

Table 4: Results in fact-checking. ROC-AUC↑ and
PR-AUC↑ for the Mistral 7b v0.1 Instruct model for
fact-checking for the considered claim-level methods.
Warmer color indicates better results.

slightly outperforming Maximum Claim Proba-
bility (MCP). We note that CCP, like MCP, is
also based on the probabilities derived from the
model output but demonstrates better performance
than MCP. Consequently, we combine CCP with
SATRMD to provide more effective claim-level
fact-checking. The results demonstrate that HUQ-
SATRMD achieves the best results in terms of
ROC-AUC, outperforming CCP by 3.4%, while
in terms of PR-AUC, SATRMD+CPP is the best,
outperforming CCP by 2.6%. These results demon-
strate that the proposed SATRMD methods are
effective not only for sequence-level uncertainty
quantification but also for estimating uncertainty
on the claim level.

Impact of training data size. Figure 5 in Ap-
pendix A.3 illustrates the dependency of the perfor-
mance of supervised UQ methods on the size of the
training data. As expected, the optimal results on
all datasets are achieved when the maximum num-
ber of training instances is used. Nevertheless, for
all datasets, except SamSum and MedQUAD, the
results obtained with 200-500 training instances are
only slightly lower than with 2,000-5,000 instances.
Furthermore, even with fewer than 200 training
instances for MedQUAD, GSM8k, and MMLU,
HUQ and SATRMD+MSP are able to substantially
outperform the MSP method. These results demon-
strate the robustness of the proposed methods with
respect to the size of the training dataset.

Impact of the correctness threshold. Figure 3
presents the dependence of the performance of the
SATRMD+MSP and HUQ-SATRMD methods on
the correctness threshold used for the embedding
selection for computing the centroid and covariance
matrix for MD.

The results demonstrate that the proposed meth-
ods are generally not sensitive to the correctness
threshold and consistently show high performance.
However, for the MedQUAD dataset, we can see
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Figure 3: Dependency of PRR↑ of the SATRMD+MSP and HUQ-SATRMD methods on the correctness threshold
for the embedding selection for the centroid and covariance matrix for MD for the Llama 8b v3.1 model. Higher
values indicate better results.
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Figure 4: Dependency of PRR↑ of the SATRMD+MSP and HUQ-SATRMD methods on the number of the PCA
components for the features of linear regression for the Llama 8b v3.1 model. Higher values indicate better results.

the results with a threshold of 0.3 are significantly
better than those with other thresholds. Specifi-
cally, lower thresholds (e.g., 0.1) result in select-
ing the embeddings corresponding to incorrect in-
stances, while higher thresholds (e.g., 0.8) exclude
some embeddings associated with correct instances.
Both scenarios result in suboptimal estimation of
the centroid and covariance matrix, leading to a
slight degradation in overall performance.

Impact of the number of PCA components.
Figure 4 illustrates the impact of the number of
PCA components used for the features of linear
regression on the performance of SATRMD+MSP
and HUQ-SATRMD methods. The best perfor-
mance is achieved with 10 or 20 components for
most datasets. Only for CNN and TruthfulQA, us-
ing just 2 components yields slightly better results
than using more. Overall, these results indicate that
our choice of 10 components is well-balanced on
average across multiple datasets. We also observe
that results with more than five PCA components
remain stable across all datasets, showing minimal
variation. Therefore, methods based on RMD are
not sensitive to the precise choice of the number of
PCA components.

Computational efficiency. Table 7 in Ap-
pendix C summarizes the average runtime per in-
stance for each UQ method, along with the per-
centage overhead compared to standard LLM in-
ference. State-of-the-art UQ methods that require

sampling from the LLM multiple times (Seman-
tic Entropy, SAR, Lexical Similarity) introduce a
huge computational overhead (315-700%). In con-
trast, the proposed methods HUQ-SATRMD and
SATRMD+MSP introduce minimal overhead (5.3-
7.6%), which makes them much more practical.

6 Conclusion

We have introduced a series of new supervised UQ
methods based on layer-wise features derived from
the Mahalanobis distance. We show that calculat-
ing MD over token-level embeddings yields much
better results than previous attempts that leverage
sequence-level embeddings. Training a linear re-
gression on top of the layer-wise scores allows us to
produce even better uncertainty scores and outper-
form the state-of-the-art supervised and unsuper-
vised UQ methods in selective classification across
eleven datasets and in claim-level fact-checking.
We also show that the proposed methods are com-
putationally efficient and have the potential for gen-
eralization, which makes them useful in real-world
LLM-based applications.

In future work, we aim to improve the generaliza-
tion capabilities of the supervised UQ methods on
out-of-domain data by investigating new features
and a more robust training pipeline.
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Limitations

Our approach is supervised, which means that its
performance depends on the quality and size of
the data available for supervision. We evaluated
the robustness of the approach to dataset variation,
which demonstrates that the method does not sig-
nificantly degrade its quality compared to the target
dataset. Nevertheless, we observe certain perfor-
mance drops; thus, the resulting UQ method should
be used with care beyond the supervision domain.

We did not test our method on very large LLMs,
such as LLaMA 3 70b, as we were limited to using
7-9b models due to constraints in our computa-
tional resources.

Ethical Considerations

In our study, we focused on open-source LLMs and
datasets that are not designed to produce harmful
content. However, LLMs can still generate poten-
tially harmful texts that may impact various groups.
Uncertainty quantification techniques offer a way
to enhance the reliability of neural networks and
can even be used to detect harmful outputs, though
this is not our focus.

Although our proposed method shows substan-
tial performance improvements, it may sometimes
incorrectly flag safe and accurate generated text
as having high uncertainty. While we explicitly
benchmarked the method on robustness to the task
change, its applicability across various tasks re-
mains limited.
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A.1 Comparison of Sequence-Level Aggregations

UQ Method XSUM SamSum CNN PubMedQA MedQUAD TruthfulQA CoQA SciQ TriviaQA GSM8k MMLU Mean RankROUGE-L AlignScore ROUGE-L AlignScore ROUGE-L AlignScore ROUGE-L AlignScore ROUGE-L AlignScore AlignScore AlignScore AlignScore AlignScore Accuracy Accuracy

SATMD -.071 .048 .298 .304 .032 .093 -.018 .076 -.357 -.027 .294 .371 .572 .571 .682 .657 4.25
SATRMD .444 .239 .193 .282 .034 .063 .541 .299 .610 .479 .293 .326 .588 .450 .550 .537 3.94

HUQ-SATMD -.251 -.055 .391 .332 .060 .085 -.527 -.225 -.388 -.071 .245 .525 .626 .750 .677 .784 3.75
HUQ-SATRMD .441 .253 .397 .317 .034 .063 .515 .296 .558 .496 .258 .515 .635 .750 .526 .759 3.06

SATMD+MSP -.157 .048 .316 .331 .014 .101 .581 .297 .672 .353 .171 .495 .547 .794 .690 .320 3.44
SATRMD+MSP .407 .273 .328 .362 -.048 .058 .576 .304 .711 .528 .368 .475 .607 .790 .669 .769 2.56

Table 5: Performance of various versions of the proposed supervised methods. PRR↑ for Gemma 9b v2 model for
various tasks for the considered sequence-level aggregation methods. Warmer color indicates better results.

A.2 Selective Generation Results

UQ Method XSUM SamSum CNN PubMedQA MedQUAD TruthfulQA CoQA SciQ TriviaQA GSM8k MMLU Mean RankROUGE-L AlignScore ROUGE-L AlignScore ROUGE-L AlignScore ROUGE-L AlignScore ROUGE-L AlignScore AlignScore AlignScore AlignScore AlignScore Accuracy Accuracy

Maximum Sequence Probability -.345 -.139 .381 .246 -.025 .053 -.526 -.214 -.389 -.071 .187 .527 .614 .772 .425 .784 8.81
Perplexity -.361 -.191 .206 .298 .078 .010 .557 .200 .757 .321 .171 .517 .178 .779 .225 .771 6.81

DegMat NLI Score Entail. .058 .090 .169 .268 .025 .104 .019 .011 -.061 .111 .201 .421 .516 .759 .520 .443 7.69
Eccentricity NLI Score Entail. -.026 .065 .082 .157 -.033 .000 -.012 -.021 -.216 -.005 .147 .459 .526 .713 .504 .587 10.25
EigValLaplacian NLI Score Entail. .052 .085 .174 .264 .026 .106 .021 .012 -.200 .040 .198 .448 .510 .746 .493 .572 7.88
Lexical Similarity ROUGE-L .122 .053 .284 .267 .085 .107 .047 .009 .310 .066 .038 .448 .495 .731 .537 .581 7.00
SAR .099 .054 .243 .282 .055 .117 .080 .003 .078 .063 .139 .472 .492 .776 .558 .702 6.38
Semantic Entropy .099 .070 .272 .261 .078 .128 -.001 .011 -.136 .000 .015 .460 .507 .727 .544 .675 7.19
SentenceSAR -.043 -.017 .186 .172 .021 .076 -.079 -.034 -.263 -.020 .151 .512 .624 .768 .324 .712 9.25

Factoscope -.023 -.027 .105 .097 -.062 .042 -.044 -.000 .334 .345 -.069 .308 .548 -.040 .089 .425 11.12
EigenScore .096 -.006 .147 .138 .040 .111 -.050 -.033 -.222 -.017 .080 .444 .494 .693 .382 .444 10.50
SAPLMA .221 .194 .257 .375 .079 .075 .357 .221 .765 .249 .460 .069 .531 .667 .667 .541 5.19

HUQ-SATRMD .441 .253 .397 .317 .034 .063 .515 .296 .558 .496 .258 .515 .635 .750 .526 .759 3.62
SATRMD+MSP .407 .273 .328 .362 -.048 .058 .576 .304 .711 .528 .368 .475 .607 .790 .669 .769 3.31

Table 6: Main results on selective generation tasks. PRR↑ for Gemma 9b v2 model for various tasks for the
considered sequence-level methods. Warmer color indicates better results.

A.3 Dependency on the Size of the Training Dataset
Figure 5 presents the results when varying the size of the training dataset for the supervised methods.
We train the linear regression model on the training datasets of size: 100, 200, 500, 1000, 2000, and
additionally on a training dataset of 5000 instances for SciQ and MMLU. Since the TruthfulQA dataset
consists of only 817 instances, of which we use 409 instances as the test subset, we train linear regression
on the training datasets of sizes: 100, 200, and 408.
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Figure 5: Dependency of PRR↑ of the supervised methods on the size of the training dataset for the Llama 8b v3.1
model. Higher values indicate better results.

B Hybrid Uncertainty Quantification

We combine the sequence probability U1(ỹ
k) = 1−P (ỹk | xk) with the SATMD and SATRMD methods

U2(ỹ
k) = US*(ỹk). For a given T1 and T2 from Section 4.2, and trained SATRMD method, we fit HUQ

hyperparameters on the T2 set.
Following Vazhentsev et al. (2023a), we define the set of in-distribution instances from T2 as follows:

TID = {x ∈ T2 : U2(x) ≤ δmin}. We define the set of arbitrary in-distribution instances XID =
{x : U2(x) ≤ δmin} and ambiguous in-distribution instances XIDA = {x∈ XID : U1(x) > δmax} using
δmin, δmax are thresholds selected on the T2 dataset.

To make different uncertainty scores comparable, we define a ranking function R(u,D) as a rank
of u over a sorted dataset D, where u1 > u2 implies R(u1,D) > R(u2,D). We compute the total
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uncertainty UT(x) as a linear combination UT(x) =(1− α)R(U2(x), T2) + αR(U1(x), T2), where α is a
hyperparameter selected on the T2 dataset. As a result, we define HUQ as follows:

UHUQ(x) =





R(U1(x), TID), ∀x ∈ XID \ XAID,

R(U1(x), T2), ∀x ∈ XAID,

UT(x), ∀x /∈ XID.

C Computational Efficiency

UQ Method Runtime
per batch Overhead

MSP 2.10±1.31 -

DegMat NLI Score Entail. 9.47±3.41 350%
Lexical Similarity ROUGE-L 8.69±3.31 315%
Semantic Entropy 9.47±3.41 350%
SAR 16.89±6.85 700%

SAPLMA 2.10±1.31 0.04%
Factoscope 8.45±5.92 300%

HUQ-SATRMD 2.21±1.36 5.30%
SATRMD+MSP 2.26±1.38 7.61 %

Table 7: The evaluation of the inference runtime of UQ methods measured on all test instances from all datasets
with predictions from Llama 8b v3.1. The best results are in bold. The second best results are underlined.

D Computational Resources

All experiments were conducted on a cluster with 6 NVIDIA H100 GPUs. The total time for all conducted
experiments for all models across all datasets is approximately 400 GPU hours.

E Dataset Statistics

Task Dataset N-shot Train texts
for STMD

Evaluation
texts

Text
Summarization

CNN/DailyMail 0 2,000 2,000
XSum 0 2,000 2,000
SamSum 0 2,000 819

QA
Long answer

PubMedQA 0 2,000 2,000
MedQUAD 5 2,000 2,000
TruthfulQA 5 408 409
GSM8k 5 2,000 1,319

QA
Short answer

SciQ 0 5,000 1,000

CoQA all preceding
questions 5,000 2,000

TriviaQA 5 5,000 2,000

MCQA MMLU 5 5,000 2,000

Table 8: The statistics of the datasets used for evaluation.
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F Inference Hyperparameters

Dataset Task Max Input Length Generation Length Temperature Top-p Do Sample Beams Repetition Penalty

XSum
TS

-

56

1.0 1.0 False 1 1

SamSum 128
CNN 128
PubMedQA

QA
Long answer

128
MedQUAD 128
TruthfulQA 128
GSM8k 256
CoQA

QA
Short answer

20
SciQ 20
TriviQA 20
MMLU MCQA 3

Table 9: Text generation hyperparameters for all LLMs used in the experiments.
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