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Abstract

The Audio Question Answering (AQA) task in-
cludes audio event classification, audio caption-
ing, and open-ended reasoning. Recently, AQA
has garnered attention due to the advent of
Large Audio Language Models (LALMs). Cur-
rent literature focuses on constructing LALMs
by integrating audio encoders with text-only
Large Language Models (LLMs) through a pro-
jection module. While LALMs excel in gen-
eral audio understanding, they are limited in
temporal reasoning, which may hinder their
commercial applications and on-device deploy-
ment. This paper addresses these challenges
and limitations in audio temporal reasoning.
First, we introduce a data augmentation tech-
nique for generating reliable audio temporal
questions and answers using an LLM. Second,
we perform a further fine-tuning of an exist-
ing baseline using curriculum learning strat-
egy to specialize in temporal reasoning without
compromising performance on fine-tuned tasks.
We demonstrate the performance of our model
using state-of-the-art LALMs on public audio
benchmark datasets. Third, we implement our
AQA model on-device locally and investigate
its CPU inference for edge applications.

1 Introduction

Multimodal Question Answering (MQA) involves
generating relevant answers for multimedia inputs
such as images, audio, and video, in response to
user queries (Pan et al., 2024). Following the suc-
cess of large pretrained transformer models for
MQA, audio-specialized question answering has
gained traction. Audio Question Answering (AQA)
is an audio-to-text task where, given an audio file
and a question, the model produces an answer by
analyzing the audio content.
Audio Question Answering: Recent literature
(Gong et al., 2023; Ghosh et al., 2024a; Tang et al.,
2024; Deshmukh et al., 2023) in AQA develops
end-to-end pretrained transformer-based architec-

tures known as Large Audio Language Models
(LALMs). Figure 1 provides a general framework
for our AQA model architecture (Gong et al., 2023).
It comprises three components: an audio encoder,
a projection module, and a text decoder. The Au-
dio Spectrogram Transformer (AST) (Gong et al.,
2021) encodes the input audio clip into spectrogram
feature representations. The projection module con-
verts these audio feature representations into text-
equivalent embeddings for the text decoder. The
LLaMA model serves as the text LLM decoder, tak-
ing the converted audio feature embedding and the
question as input. During training, we add meta-
data as an optional input that is generated by the
proposed data augmentation in Section 2.1. It helps
provide extra guidance to the LLM decoder along
with the text projections of the audio clip and aids
in the overall audio-text representation learning.
The GAMA model (Ghosh et al., 2024a) follows
a similar architecture to LTU (Gong et al., 2023),
combining multiple types of audio features, includ-
ing activations from multiple layers of AST, Audio
Q-former, and a soft prompt that provides audio
events information. In this paper, we intend to
discuss a few problems and limitations that we dis-
covered in the process of developing a LALM for
commercial edge devices and explain our proposed
techniques to overcome them. We chose LTU as
the base model for our experiments over GAMA
due to the ease of on-device implementation.
Use Case Motivation: Although LALMs excel at
general audio understanding and have shown good
overall performance in audio captioning, classifica-
tion tasks, and open-ended reasoning tasks, there
is a significant gap between LALM research and
real-world product requirements. First, LALMs
fine-tuned end-to-end with millions of audio-text
samples do not capture fine-grained audio under-
standing well. Their performance isn’t impressive
on specialized reasoning tasks that require fine-
grained understanding, such as temporal reasoning
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(Gong et al., 2023). Audio temporal reasoning
is the ability to understand the temporal context
and relationship between events in the input me-
dia. Specialized audio temporal understanding has
significant potential across various sectors for com-
mercial adoption. In healthcare, it can be used for
continuous monitoring and analysis of heartbeat
and respiration over a period of time and provide
useful analysis and recommendations to the user.
In smart homes, it can enable advanced security
monitoring with privacy protection by capturing
and analyzing the sequence of events in live stream
audio coming from sensors located in multiple ar-
eas. (Gong et al., 2023) explains that the lack of
fine-grained understanding in LALMs might be due
to performing temporal downsampling at the au-
dio encoder-projection module juncture, which is
a trade-off to save computational efficiency and
limited training data for temporal analysis. In
this paper, we address both these limitations while
also keeping in mind the limitations in commercial
LALMs, including low memory footprint, ease of
on-device implementation, reliability, and minimal
training compute. Due to the difficulty in procuring
large amounts of pretraining data, expensive com-
pute power, and time constraints, it is painstakingly
difficult to retrain an LALM from scratch for im-
proving a particular skill. On top of that, the large
memory requirements of LALMs make it difficult
to run them on low-compute edge devices.
Existing Work on Temporal Reasoning in AQA:
In this paper, we focus on optimal training pipeline
strategies to improve audio temporal understand-
ing. Before the pre-trained transformers era,
DAQA (Fayek and Johnson, 2020) and ClothoAQA
(Lipping et al., 2022) proposed a synthetic rule
based and crowd sourced audio temporal reasoning
datasets respectively. (Ghosh et al., 2024b) pub-
lished an annotated benchmark to evaluate the au-
dio encoders on compositional reasoning including
order or occurrence of acoustic events. (Yuan et al.,
2024) discuss the limitations of CLAP encoder in
capturing temporal information and propose a data
augmentation strategy to improve the same.
Motivation for Deploying AQA on Edge: With
the large memory requirements of LALMs scaling
billions of parameters, the inference becomes ex-
pensive to run on cloud GPUs (Desislavov et al.,
2023). For commercial audio understanding use
cases, such as smart home Internet of Things (IoT)
and industrial IoT, where we can capture streams
of audio from various sources such as machinery,

front door, kitchen, etc., using a simple audio re-
ceiver, we need the AQA model on an always-on
low-powered edge device for reasonable inference
cost and preserving privacy by performing compu-
tation of audio on a self-contained edge CPU.
Contributions: To the best of our knowledge, we
are the first to investigate the problem and limita-
tions of audio temporal understanding in LALMs
and address them from a commercialization per-
spective. Our contributions in this paper are as
follows: First, we propose a data augmentation
technique to reliably generate audio temporal ques-
tion and answer pairs using GPT-4. Second, we
show that fine-tuning the baseline checkpoint via
curriculum learning helps improve the model’s tem-
poral awareness and reasoning without losing its
original performance. Finally, we implement the
AQA to run on CPU locally for commercial edge
applications.

2 Methodology

We divide our proposed methodology into two sec-
tions. First, we explain the data augmentation strat-
egy for generating temporal reasoning data. Sec-
ond, we discuss our temporal fine tuning strategy.

2.1 Temporal Reasoning Data Augmentation

In order to improve the temporal reasoning capabil-
ity of generalist LALMs, we developed a data aug-
mentation technique that ensures the questions are
intuitive to human temporal perception. We prompt
GPT-4 (OpenAI et al., 2024) with the audio clip’s
ground truth, such as audio event labels, audio cap-
tions, and their metadata comprising timestamps of
audio events. For Audioset-SL, we use audio clips
containing fewer than seven types of foreground
sound events with a total occurrence number of
less than ten and consider sounds with a duration
longer than nine seconds as background sound.
We state the temporal information of the sound
events in natural language and use that as part of
the prompt for GPT-4 to generate question-answer
pairs with rationale. In the prompt, we include
few-shot paired examples of temporal reasoning
tasks, including temporal relationships, chronolog-
ical ordering, duration comparison, and occurrence
counting. Table 1 showcases the different types of
metadata-question-answer pairs generated by our
temporal data augmentation technique. We refer to
the data generated by this pipeline as TemporalQA.
We preprocesed the question-answer pairs to filter
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Figure 1: Our Proposed Framework for Audio Question Answering (AQA) model architecture

Figure 2: Data Generation for Temporal Reasoning using GPT-4

Type Metadata Question Answer
Chronological
order

The background of the audio
is Music.The audio starts with
Cough followed by Ratchet
then Male singing.

What’s the se-
quence of the audio
events in the clip?

The chronological order of the
sound events in the audio clip
is as follows: First, a Cough
is heard. This is immediately
followed by a Ratchet sound.
Finally, Male singing is heard.
Hence, the sequence is cough,
ratchet, and then male singing.

Counting The audio starts with Pig fol-
lowed by Mechanisms then
Pig followed by Mechanisms
then Sound effect followed by
Pig.

How many times
does the Pig oink?

The Pig oink is heard 3 times
with mechanisms sound occur-
ring in between. This order
forms a pattern where the pig
sound reappears intermittently.

Before/After The background of the au-
dio is Static.The audio starts
with Male singing followed
by Choir then Male singing
followed by Choir.

What sequence of
sound events fol-
lows the first choir
singing?

Following the first choir singing,
the sequence cycles back to male
singing again, creating a repet-
itive pattern which is then fol-
lowed by another choir perfor-
mance.

Duration The background of the au-
dio is Sawing.The audio starts
with Speech.

What ambient
sound persists
throughout the
audio clip?

The ambient sound that persists
throughout the audio is sawing.
This backdrop of sawing is men-
tioned as the continuous sound in
the background.

Temporal
pattern detec-
tion

The background of the audio
is Music.The audio starts with
Child singing followed by
Breathing then Child singing
followed by Breathing then
Child singing.

Which sound recurs
after each instance
of breathing?

The child’s singing recurs after
each instance of breathing. The
pattern repeats multiple times in
the audio.

Table 1: Types of temporal questions in TemporalQA
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out wrongly formatted data. To assess the quality
of GPT-4 generated question-answer pairs, we con-
ducted a human evaluation to score on correctness,
reasoning quality and hallucination as shown in
Table 2. Correctness measure checks if the answer
is correct for the given question. Reasoning quality
ensures that the accompanying reason is meaning-
ful and helps in arriving at the answer. Hallucina-
tion refers to audio events/phrases present in the
answer that are not mentioned in the metadata. In
the Table 2, the near perfect scores for correctness
and reasoning quality and low hallucination rate
of the generated question-answer pairs reflects the
high quality of generated temporal reasoning data.

Metrics Score
Correctness 4.98
Reasoning Quality 4.99
Hallucination 0.02

Table 2: Human evaluation of the GPT-4 generated
question answer pairs. All the metrics score range from
0 to 5. For correctness and reasoning quality, higher
score is preferred while for hallucination, a lower score
is optimal.

2.2 Temporal Finetuning via Curriculum
Learning

In this section, we outline the training strategy em-
ployed to integrate temporal reasoning capabili-
ties into a Large Audio Language Model (LALM)
designed and finetuned for general audio under-
standing. To learn temporal reasoning skill on an
already finetuned AQA model, we adopt a curricu-
lum learning approach that merges TemporalQA
with a few core finetuned Audio Question Answer-
ing (AQA) tasks, including audio classification and
audio captioning. We conducted an empirical in-
vestigation to determine the optimal types of AQA
tasks and the appropriate ratio of new skills (tempo-
ral reasoning) to existing skills. Based on our anal-
ysis and hyperparameter tuning, we observed that
a 50:50 ratio of temporal reasoning to core AQA
tasks—comprising audio event tagging, audio la-
bel classification, and audio captioning—combined
with a learning rate ten times lower than that of the
original finetuning, is optimal for learning temporal
reasoning skills without significantly compromis-
ing the model’s original performance. We refer
to our temporal finetuned model with and with-
out metadata on LTU base as AQA+Temp-M and
AQA+Temp, respectively.

Ttotal = Ttemporal + Tcore AQA, (1)

Where T refers to training data and the + opera-
tion combines both operand datasets with a random
shuffle. We also provide metadata of audio, such
as audio events and background noise information,
in natural language in the text prompt as guidance
to mitigate the information bottleneck at the pro-
jection module.

3 Experiments

3.1 Datasets
We choose the LTU model (Gong et al., 2023) as
our baseline. We adopt a similar training dataset
accruing strategy to (Gong et al., 2023). Our initial
stages of curriculum learning focus on training the
audio encoder and projection model with a combi-
nation of audio event classification public datasets,
including Audioset, FSD50k, VGGSound, and
Freesound, and audio captioning public datasets,
such as Clotho and Audiocaps (Gong et al., 2023).
We use Audioset-strong labelled (Hershey et al.,
2021) and FSD50k datasets to synthetically gen-
erate 20k temporal reasoning data using the data
augmentation strategy explained in Sec 2.1. Tem-
poralQA has an 80:20 train-test split. We adopt the
inference style of (Gong et al., 2023), including
the generation of audio descriptions for the FSD
dataset. All audio clips are truncated to 10s to fit
the audio encoder context window.

3.2 Experiment Setup
We train the AQA architecture from scratch with
four-stage curriculum learning as described in
(Gong et al., 2023). For temporal reasoning fine-
tuning, we perform model parallelism-based dis-
tributed training on 8 A100 GPUs for 2 epochs with
a learning rate of 1e-4 and cross-entropy as the loss
function. We found that a batch size of 24 and a
micro-batch size of 1 work best for specializing
the model further on a single task, as opposed to
a batch size of 256 and a micro-batch size of 16
for fine-tuning from scratch. The low-rank adap-
tors (LoRA) hyperparameters alpha and r are set
to 16 and 8, respectively. We set α1 and α2 to 1
while keeping α3 at 0 to provide equal weightage
for answer and reason and for a fair comparison
with conventional metrics.

3.3 On-device Implementation
To run the AQA model on CPU, we perform 16-bit
and 8-bit post-training quantization as mentioned

1029



Question Groundtruth Answer LTU AQA-Temp (Ours)
Does the
whispering
begin after
the sound
of the drum
kit?

Yes, the whispering starts
after the drum kit is
heard.

Yes, it starts at 10.2 sec-
onds.

Yes, the whispering starts af-
ter the sound of the drum kit.
This suggests that the whis-
pering is a separate event that
occurs after the initial musical
performance has begun. It’s
possible that the whispering
is a response to the music or
a way for the performers to
engage with the audience in a
more intimate setting.

What is the
sequence
of sound
events
following
the first
Speech?

Following the first in-
stance of Speech, the se-
quence of sound events is
as follows: Male speech,
then another instance
of Speech, followed by
Male speech, and finally,
Speech again.

The sequence includes a
tap, followed by generic im-
pact sounds and then more
speech. This could suggest
a casual conversation or ac-
tivity involving objects be-
ing used or moved around
in an outdoor setting

Following the initial speech,
there are two instances of
male speech. This suggests
that the conversation contin-
ues with multiple participants,
possibly a dialogue between
two or more individuals.

Table 3: Demonstration examples showcasing temporal understanding after fine-tuning. LTU and AQA-Temp refers
to the baseline and temporal reasoning finetuned checkpoints.

Model Clotho AudioCaps FSD TemporalQA
SPIDER FENSE SPIDER FENSE SPIDER FENSE SPIDER FENSE

LTU 0.19 0.56 0.31 0.67 0.08 0.47 0.27 0.57
GAMA 0.04 0.41 0.09 0.55 0.05 0.42 0.22 0.65
AQA+Temp(w/o CL) 0.04 0.46 0.04 0.49 0.06 0.33 0.52 0.64
AQA+Temp-M(w/o CL) 0.04 0.36 0.04 0.48 0.07 0.32 0.43 0.63
AQA+Temp (Ours) 0.24 0.61 0.38 0.71 0.06 0.44 0.48 0.66
AQA+Temp-M (Ours) 0.31 0.62 0.43 0.73 0.07 0.43 0.70 0.73

Table 4: Comparison of performance on LTU baseline with proposed finetuning on temporal reasoning. Temp refers
to temporal finetuning and Temp-M refers to temporal finetuning with meta data information. w/o CL refers to
training AQA on temporal reasoning data without curriculum learning.

in llama.cpp. We implement the AQA architecture
on top of the C++ implementation of LLaMA in the
llama.cpp framework. First, we merge the LoRA
weights into the LLaMA model of AQA+Temp and
convert the checkpoint to gguf format. Second, we
implement the audio encoder and projection mod-
ule in onnxruntime to combine their outputs with
the LLaMA in C++. We perform the experiment to
measure inference speed on 100 randomly sampled
questions from our test set of AQA described in 3.1
and report the average.

Figure 3: Barplot of LTU and GAMA baseline and
temporal finetuned checkpoints for temporal dataset.
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Model Name Size Accuracy(%)

Random Guess - 26.72
Most Frequent Choice - 27.02

Human (test-mini) - 86.31
Pengi 323 M 6.1

Audio Flamingo Chat 2.2B 23.42
M2UGen 7B 3.6

LTU 7B 22.52
LTU AS 7B 23.35

MusiLingo 7B 23.12
MuLLaMA 7B 40.84

GAMA 7B 41.44
GAMA-IT 7B 43.24

Qwen-Audio-Chat 8.4B 55.25
Qwen2-Audio 8.4B 7.5

Qwen2-Audio-Instruct 8.4B 54.95
SALAMONN 13B 41

Gemini Pro v1.5 - 56.75
GPT4o + weak cap. - 39.33
GPT40 + strong cap. - 57.35

Llama-3-Instruct + weak cap. 8B 34.23
Llama-3-Instruct + strong cap. 8B 50.75

AQA+Temp (Ours) 7B 28.83
AQA+Temp-M (Ours) 7B 32.73

Table 5: Results on MMAU Test-Mini Sound Split

4 Results
4.1 Quantitative Analysis of Temporal

Finetuning

Table 4 shows the performance of the proposed
temporal fine-tuning for temporal reasoning with
LTU as the base model. For a fair evaluation, dur-
ing inference, we do not provide metadata to the
models. After temporal fine-tuning, there is a con-
siderable increase in all the metrics across datasets
except for FSD. This might be due to differences
in the format, adopted from LTU (Gong et al.,
2023), of FSD dataset’s groundtruth and LALM’s
response. FSD is an audio classification dataset
while the other datasets in evaluation are natural
language description based datasets. FSD has a
list of audio events as label while the LALMs gen-
erate an audio caption style answer. For exam-
ple, the ground truth FSD label is "Electric guitar;
Guitar; Plucked string instrument; Musical instru-
ment; Music" while the generated audio caption
is "Music is playing with a plucked string instru-
ment and a bass guitar, creating a rich and dynamic
soundscape.". For a reliable accuracy, in future,
we can convert the audio event labels of FSD into
natural language sentence using an off-the-shelf
LLM and train our LALM on uniform response
format. The significant improvement of Spider
and FENSE metrics for AQA+Temp-M over LTU
shows that we can offset the information bottleneck

at the projection layer to some extent with extra
textual guidance. It is notable that our AQA+Temp
and AQA+Temp-M models performs better than
the GAMA baseline, which has a sophisticated au-
dio encoding. This emphasizes the need for good
data augmentation in addition to architectural im-
provements. From the reasonable improvement
in scores across all the datasets of AQA+Temp-M
compared to AQA+Temp, we infer that providing
metadata during training helps in better detection
of audio events and improved audio-text represen-
tation mapping. In Fig 3, our proposed models
show consistent improvements over the baseline,
indicating the effectiveness of temporal finetuning.
Table 5 presents the performance of various mod-
els on the MMAU Test-Mini Sound split bench-
mark (Sakshi et al., 2024). Based on our organiza-
tion’s guidelines, we use the test-mini instead of the
full test set as the latter requires us to upload our
model’s generations to the MMAU webpage. Our
proposed method, AQA+Temp-M, performs better
than the baseline LTU by a significant margin of
10.21. This shows the efficacy of our proposed data
augmentation and temporal finetuning. Hence, the
proposed method improves temporal reasoning in
the baseline LALM while maintaining previously
learned skills, as illustrated quantitatively in Table
4 and 5.

4.2 Qualitative Analysis of Temporal
Finetuning

From Table 3, it is evident that temporal finetun-
ing with temporal reasoning data augmentation, as
described in Section 2.2, results in the generation
of rationale with temporal commonsense knowl-
edge compared to the baseline. In the first example,
although the baseline’s answer is correct, the rea-
soning is wrong since the model is only provided
with 10 seconds of audio clip content. In the sec-
ond example, the baseline model states incorrect
audio events—tap and generic impact sounds—and
continues to use them in the rationale. On the other
hand, the AQA+Temp generates the correct tem-
poral answer along with a plausible explanation
as rationale. This illustrates a qualitative improve-
ment in our proposed method’s answer generation
over the baseline.

4.3 Ablation Study on Meta data and
Curriculum Learning

We conduct an ablation study on the design choices,
namely, providing meta data information and learn-
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FP (bits) Model Size (GiB) Load Time (ms) Prompt Eval Rate (TPS) Eval Rate (TPS)

16 12.55 10925.84 6.95 7.35
8 6.67 2690.79 13.57 13.16
4 3.56 1395.71 15.79 19.64

Table 6: Comparison of inference speed for AQA across different floating point (FP) precision on-device. FP and
TPS refers to floating point precision and tokens per second respectively.

ing with curriculum learning. In Table 4, the LTU
model shows the baseline performance. The sec-
ond section comprising of AQA+Temp (w/o CL)
and AQA+Temp-M (w/o CL) reflects our model’s
performance without curriculum learning while the
last two rows, AQA+Temp (ours) and AQA+Temp-
M (ours) uses curriculum learning. Without curricu-
lum learning, the AQA+Temp and AQA+Temp-M
models perform poorly on all the datasets except
TemporalQA. This is expected as the model for-
gets it’s base checkpoint finetuning and overfits to
temporal reasoning. Another interesting observa-
tion is that AQA+Temp-M performs better than
AQA+Temp only when trained with curriculum
learning. This could be due to better learning of
the audio-text embedding due to a combination of
multiple audio tasks - audio tagging, audio cap-
tioning and audio question answering. This analy-
sis emphasizes the joint importance of curriculum
learning and meta data information.

4.4 Insight on On-device AQA Inference
Table 6 presents the model loading time and in-
ference speed of AQA for different floating point
precisions. The load time denotes the time taken
to load the model into the CPU. Prompt Eval Rate
measures the number of user query prompt tokens
encoded relative to the time taken for perform-
ing audio and prompt encoding. Eval rate refers
to the time taken to generate the response. User
prompts should usually be encoded quicker than
the response generation because user prompts can
be encoded as a batch of tokens while a response is
generated auto-regressively, word by word. Despite
this, for the 4-bit and 16-bit models, we see a lower
Prompt Eval Rate than Eval Rate. This could be
due to the audio encoding overhead, which needs
to be kept in mind for improving overall inference
latency.

5 Conclusion

In this work, we proposed a novel data augmenta-
tion strategy to generate temporal reasoning QA

pairs using LLMs. Next, we finetuned a SOTA
AQA model on the generated temporal reason-
ing data and showcased quantitative improvements
across evaluation metrics. Finally, we showcased
our implementation of the AQA model on-device
and studied its performance. In the future, we will
reduce the memory footprint of our AQA model to
be able to fit into low-powered devices. This will
also significantly reduce the active RAM usage and
boost encoding and decoding speeds. Also, we plan
to investigate quantization-aware fine-tuning tech-
niques and study the generation quality vs. quanti-
zation trade off. We plan to introduce an evaluation
metric that can appropriately select the facts from
the answer and compare them against the ground
truth. We can use the metric as a loss term dur-
ing fine-tuning of the AQA model to prioritize the
learning of specialized skills reliably.
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Examples

Figure 4 and 5 shows the GUI and an example
sample for AQA running on edge CPU.

B System Prompts

The System Prompts used for generating temporal
question answering data and for on-device infer-
ence are shown in Table 7.

C Sample Conversation with AQA

Figure 6 shows a sample conversation with AQA
on an audio file recorded in an industrial setting.

D Device Specifications for the on-device
demo

The Device has an ARM-based Snapdragon(R) X
Elite processor with 32.0 GB RAM (31.6 GB us-
able). The CPU has 3.42 GHz clock speed operat-
ing on a 64-bit operating system.

E Additional Annotation Details

For the human evaluation to assess the quality
of GPT-4 generated question answer pairs, we
recruited 2 annotators through advertisement in-
side the department. We randomly sampled 100
metdata-question-answer pairs and provided to the
consented annotators in the form of a double blind-
folded survey. Therefore, not required by our IRB
to be reviewed by them. The authors of this work
are not lawyers. However, this opinion is based on
the United States Federal regulation 45 CFR 46,
under which this study qualifies for exemption via
46.104 exempt research.
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Stage System Prompt
Temporal Data Gen-
eration

Generate 5 questions and answer pairs along with metadata from the
following information about the audio. The questions are used for tem-
poral audio question answering task. Assume the audio description and
audio event time information as the audio file itself. Do not ask questions
whose answers are not present in the description. Write the answers
in a more explanatory and human friendly manner. You can add some
common senses or facts whenever it is possible along with the answer.
Format each question in a single line as a JSON dictionary with keys
- "id", "question", "answer", "metadata". Some examples of questions
you could ask are : What sound events occurs first? What sound comes
after the male speech at the beginning? (if male speech is present in
the description) What event happens before the engine running sound?
Which event occurs towards the end ? Is the door bell sound after the
dog barking? Answer true or false and provide your reasoning steps.
Can you hear footsteps before the baby cries? Answer true or false and
provide your reasoning steps. What is the chronological order of the
sound events? What is the background sound if there’s any? Please
generate diverse questions with paraphrasing.

AQA On-device In-
ference

A chat between a curious user and an audio question answering artificial
intelligence assistant. The assistant gives helpful, detailed, and polite
answers to the user’s questions. You are given an audio clip and a question
from the user. Do not generate false audio events or hallucinations that
are not there in the audio clip. Do not contradict yourself without proper
evidence.

Table 7: Systemp Prompts for Temporal Data Generation and AQA On-device Inference.

Figure 4: I: Graphical User Interface (GUI) of Audio Question Answering on ARM CPU.
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Figure 5: II: Graphical User Interface (GUI) of Audio Question Answering on ARM CPU.

Figure 6: Example of a conversation with AQA-Temp proposed model
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