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Abstract

In industrial LLM development, evaluating
large language models (LLMs) is critical
for tasks like benchmarking internal models
and detecting regressions during fine-tuning,
but existing benchmark aggregation methods,
such as Elo-based systems, can be resource-
intensive, public facing, and time-consuming.
Here, we describe Chatbot Arena Estimate
(CAE), a practical framework for aggregating
performance across diverse benchmarks. The
framework, developed and widely adopted
within our organization, addresses the need for
quick, accurate, and cost-efficient evaluations
of LLMs. CAE generates two primary met-
rics: a "Goodness” score (answer accuracy)
and a “Fastness” score (cost or queries per
second, QPS). These metrics allow for model
ranking both overall and within specific sub-
domains, enabling informed decisions during
model iteration and deployment. We demon-
strate CAE’s effectiveness by comparing it
with existing benchmarks, including the full
Chatbot Arena and the MMLU leaderboard.
Notably, our approach achieves higher Pearson
correlation with Chatbot Arena Elo scores than
MMLU’s correlation with Chatbot Arena Elo
scores, validating its reliability for real-world
LLM evaluation.

1 Introduction

The landscape of large language model (LLM) evalu-
ation is rich with specialized benchmarks. They tar-
get domains such as logic (Kil et al., 2024), math
(Liu et al., 2024), law (Guha et al., 2024), linguis-
tic understanding (Narayan et al., 2018), factual re-
call (Hendrycks et al., 2020), and general performance
(bench authors, 2023). However, for many decision-
makers in industry, the proliferation of benchmarks can
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complicate the model selection process. Indeed, there
exists a need for a single, unified metric for rank-
ings and comparisons. The Chatbot Arena Elo score
(Chiang et al., 2024) has emerged as the gold industry-
standard ranking of quality, but is costly, public facing,
and lengthy.

Why the need for a single quality metric?
Through developing models in a large tech organiza-
tion, we have found: (1) high level investment deci-
sions between different models requires single, gen-
eralized numbers, (2) a comparison of quality and la-
tency creates a Pareto Frontier which can guide deci-
sion making by elucidating gaps in the fronier, (3) fine
tuning smaller models for specific purposes requires
generalized quality tests to detect skill regression, (4)
technical teams need quick, cheap, and general metrics
to quickly iterate on model versions.

In this paper, we introduce Chatbot Arena Esti-
mate (CAE), a practical aggregation framework origi-
nally developed and widely used in a leading tech com-
pany to evaluate internal LLMs.

CAE produces two numbers: a general model quality
score (i.e. “Goodness”), and a latency score (i.e. “Fast-
ness”.) It consists of a sparse aggregation of public
benchmarks. As shown in Figure 1, our framework re-
sults in a simple trade-off between Goodness and Fast-
ness, enabling stakeholders to make informed decisions
quickly and effectively.

To our knowledge, we are the first to attempt to di-
rectly estimate Chatbot Arena by systematically reduc-
ing different benchmarks into one interpretable number
while also focusing on computational and financial effi-
ciency of evaluation. We evaluate fourteen models con-
sidered state of the art, selected for disjointedness, that
are currently supported for production on easy to access
platforms, explicitly providing the correlation between
our metric and Chatbot Arena Elo scores. Our metric
has a higher correlation than others, including the well-
known MMLU.

Our target audience includes resource constrained
teams — such as those in smaller companies, univer-
sities, or startups — that lack access to extensive com-
pute resources, public leaderboards, or large-scale hu-
man evaluations.
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Figure 1: Outcome of our Chatbot Arena Estimate benchmark applied to thirteen publicly facing language models.
Here, the x axis is the “Performance” (Queries Per Second), which we express on the log scale, and the y axis is
“Goodness” (our benchmark’s outcome). The error is 95% confidence intervals described in Section 3.4.

2 Related Work

Evaluating large language models (LLMs) is critical
as their applications expand across diverse domains
(Spangher et al., 2023; Jang et al., 2023; Arnold et al.,
2023). One prominent framework is the Chatbot
Arena, which employs competitive rankings based on
pairwise model comparisons. Inspired by the Elo rat-
ing system, this approach dynamically evaluates mod-
els by ranking them based on performance in head-
to-head tasks (Luo et al., 2024; Chiang et al., 2024).
While widely used, Elo-based systems have significant
critiques (Boubdir et al., 2023): (1) The breadth of
questions is difficult to represent effectively, as differ-
ent model matchups receive different prompts, creat-
ing opaque and non-standard rankings. (2) Matchups
between models of varying quality can yield mislead-
ing results—poor-quality pairings may appear similar
to high-quality ones. (3) Addressing these limitations
often requires extensive computational or human re-
sources, as seen in Chatbot Arena, which depends on
O(10k) votes per top model. (4) Elo systems struggle
to track a model’s evolution over time, making static
benchmarks a preferred tool for routine evaluations.
Despite its challenges, Chatbot Arena has established
itself as a central competitive evaluation method, un-
derpinned by the Bradley-Terry model (Chiang et al.,
2024).

Emerging  sparse  benchmarks, such  as
MetaBench(Kipnis et al.) and TinyBench(Polo
et al., 2024), aim to streamline evaluation by focusing
on a smaller subset of tasks. However, these methods
fall short in correlating with Chatbot Arena’s compre-
hensive evaluation approach. For instance, MetaBench

draws from only six benchmarks, while TinyBench
references just MMLU. Our benchmark uniquely
provides sparse evaluations while directly estimating
Chatbot Arena performance, incorporating data from
23 benchmarks for broader coverage.

Another important paradigm is LLM-as-a-Judge,
where LLMs are used to evaluate the outputs of other
models. This approach has been adopted by bench-
marks like Arena-Hard-Auto (Li et al., 2024) and Al-
pacaEval 2.0 (Dubois et al., 2024a). While promising,
this methodology raises concerns about potential biases
and objectivity, as LLM judges may share the same
limitations as the models they assess (Zheng et al.,
2023; Dubois et al., 2024b).

Static, ground-truth-based benchmarks remain a cor-
nerstone of LLM evaluation. These benchmarks of-
ten rely on fixed datasets across domains such as
mathematics, science, coding, and reasoning. Notable
examples include MMLU (Hendrycks et al., 2020),
MATH (Hendrycks et al., 2021), GSM-8K (Cobbe
et al., 2021), HumanEval (Chen et al., 2021), Big-
Bench (bench authors, 2023), HellaSwag (Zellers et al.,
2019), and AGIEval (Zhong et al., 2023). Compre-
hensive collections such as HELM (Liang et al., 2023)
provide a broader perspective. Despite their strengths,
static benchmarks are limited in adaptability and may
fail to reflect the dynamic nature of LLM performance.

Finally, Dynamic Evaluation (DyVal 2) introduces
a psychometric approach, grouping benchmark ques-
tions into distinct cognitive domains while employing
heuristics to prevent contamination. Techniques such
as shuffling multiple-choice answers or introducing in-
correct options test whether LLMs rely on memoriza-
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tion (Zhu et al., 2024; Lin et al., 2024). These strategies
underscore a shift toward adaptive and nuanced evalu-
ation methods, addressing the challenges of traditional
static benchmarks in keeping pace with rapid advance-
ments in LLM capabilities.

3 Benchmark Methodology

3.1 Benchmark downselection

We endeavor to select a subset of existing benchmarks,
and then organize them into a taxonomy for aggrega-
tion. To determine which benchmarks to assign un-
der specific hierarchies, we first consider all 24 bench-
marks included in Chatbot Arena and downselect baed
on (Ili¢ and Gignac, 2024); we then borrow taxonomy
headings defined by (Zhu et al., 2024) and manually
group selected benchmarks.

In (Ili¢ and Gignac, 2024), the scores of 80 LLMs
on the 24 benchmarks of Chatbot Arena are cross cor-
related to each other. We optimize the mutual infor-
mation of their cross correlation matrix to find a high
degree of correlation within benchmarks. We observe
distinct clusters within their pairwise correlation ma-
trix (see Figure 5). From this, we selected representa-
tive benchmarks from each cluster: the MMLU-redux
global facts, MMLU college mathematics and com-
puter science, BigBench ambiguous and disambiguous
benchmarks in sexuality, race, and socioeconomic sta-
tus, and ARC-C-Challenge. We included some addi-
tional benchmarks beyond those in the cross correla-
tion matrix for the sakes of representing famous bench-
marks: SQuAD-2 (Rajpurkar et al., 2018), BoolQ
(Clark et al., 2019), OpenBookQA (Mihaylov et al.,
2018), and Climate Fever (Diggelmann et al., 2020).

3.2 Benchmark Grouping

Having selected benchmarks, we then aggregate them
into the hierarchy proposed by (Zhu et al., 2024): prob-
lem solving, linguistic capabilities, and factual recall.

1. Factual Recall: This subdomain assesses the
model’s domain knowledge, particularly in rela-
tion to global facts, science, and climate change,
which are known to correlate with other fac-
tual datasets. The benchmarks used in this cat-
egory include BoolQ (developed by the Google
Al Language team) (Clark et al., 2019), the
Stanford Question Answering Dataset (SQuAD)
(Rajpurkar et al., 2018), MMLU Global Facts
(Hendrycks et al., 2020), and the ClimateFever
dataset (Diggelmann et al., 2020). We omit the
context from the SQuUAD questions in order to
present a more pure recall task for the models.

2. Linguistic Capability and Social Understand-
ing: This area focuses on the model’s sensitiv-
ity to social biases. Specifically, we evaluate the
model using BigBench’s benchmarks on sensitiv-
ity to LGBT identity and race, which are known

to be cross-correlated with broader social sensi-
tivities (bench authors, 2023).

3. Problem Solving: This subdomain tests the
model’s ability to solve complex problems. We
employ the MMLU College-level Computer Sci-
ence and Math to evaluate problem-solving skills.

Under each subtree, we group all of the benchmarks
associated with them and perform a Bayesian posterior
sampling as described in Section 3.4.

3.3 Prompt Preparation and Scoring

For multiple choice questions, which compromise the
majority of our dataset, we prepare the prompt in the
following way:

You are a succinct and smart LLM who an-
swers questions parsimoniously. Here is your
question: And here are your options:
(A:..., B....,, C:...., D:...). Please answer with
the letter corresponding to the choice, only!

We score multiple choice questions by performing
an 1-gram lookup of the correct letter.

For boolean questions, we prepare the prompt with
the same prefix:

You are a succinct and smart LLM who an-
swers questions parsimoniously. Here is your
question:... Answer in a True/False only!

And simply score the answer using an XOR with the
correct response. Please see Figure 5 for a description
of the relevant benchmark domains.

3.4 Score aggregation

We experimented with a few aggregation schemes and
chose the one that optimized score correlation between
Chatbot Arena and our Estimate the best: a Hierarchi-
cal Bayesian Posterior aggregation. We will describe
the method.

First, We consider each node i in this tree as a beta
distribution with shape Beta(a;, B;), and each collec-
tion of children under a parent to be overlapping sam-
ples from a similar space. Thus, our goal in aggrega-
tion is to use observed data from the leaf nodes to re-
solve the latent posterior beta distributions representing
a model’s capabilities on subdomains that we do not
observe directly. The mean and 95% coverage of these
latent aggregates become the scores that we present in
Figure 1 and 6.

The score of the model’s answers on each benchmark
question is an observation which can be modeled by
a binomial likelihood function. As a reminder to the
reader, a beta distribution is conjugate with a binomial
likelihood function; therefore, when defining the prior
to be non-informative; that is, a lim,;_,oBeta(a,b),
the posterior beta distributions is computed by set-
ting the distributions’ parameters to Beta(#scores, N; —
#scores). Here, N; is the number of questions in each
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Figure 2: Hierarchical structure of Chatbot Arena Estimate metrics. Please note that each of the six leaf nodes
of “Factual Knowledge” and “social sensitivity” are treated as equal leaf nodes; we drew fewer arrows only to

simplify the figure.

benchmark. We propose a Monte-Carlo Markov Chain
(MCMCO) to simulate latent questions from the aggre-
gate beta distributions, in which we draw a probabil-
ity from each child posterior to simulate a single latent
“score” from a Bernoulli distribution.

Specifically, here is the above in pseudocode:
1: Initialization:
2: Let N=Y N; Vnodesi
: Let x; be a scored question, X; the set of scored
questions on each question from leaf node i
: Let zx be a sample, Z; the set of samples from the
binomial likelihood for each non-child node
Let D be the space of subdomains with d € D re-
ferring to each second-level (subdomain) node

6:
7: Leaf (Measured Benchmarks) Layer:
8: for each leaf node i do
9:  Sample p; ~ Beta(o;, B;) where o; = Y x; and
Bi =Ni—Yx;
10: fork=1toN; do
11: Sample z; ~ Bernoulli(p;)
12:  end for
13: end for
14:
15: Second (Subdomains) Layer:

16: for each subdomain d € D do

17:  Compute the posterior of the parent node sum-
marizing each subdomain:

18: Beta(Y z4, Ny — Y 24)

19:  Sample py ~ Beta(Y. 24, Ny — ¥ 24)

20 fork=1toN do

21: Sample z; ~ Bernoulli(py)

22:  end for

23: end for

24:

25: Final Layer:

26: Compute the posterior of the root node as:

27: Beta(YZ,N-YZ)

4 Model Evaluation

In order to evaluate models, we used a RunPod con-
sole to inference six open source models on A100
GPUs: yi-1.5-34b-chat, llama-3.1-70b-Instruct, quen2-
72b-Instruct, phi-3-small-8k-instruct, gemma-2-9b-it,
gemma-2-27b-it, and qwen2-72b-instruct, and the fol-
lowing eight proprietary models on their own public
facing APIs: GPT-40-2024-05-13, Gemini 1.5 Pro 001
05-24, Gemini 1.5 Pro 08-27, Gemini 1.5 Flash 08-
27, GPT-4-01-preview (Strawberry), Mistral-large 2,
Claude 3.5 Sonnet 2024-06-20, and Claude 3 Opus
2024-02-29.

Queries-per-second is one good stand-in for latency,
and to compare apples-to-apples, a company may use
the architecture or ones available to it normalized by
price. For demonstration purposes, we present the QPS
measured across public facing architectures by simply
timing the response rate of every prompt that was sent
to the external servers for our specific benchmark ques-
tions. Please note that another set of benchmark ques-
tions, including longer and multimodal questions, may
have garnered a different QPS ordering.

S Results
5.1 Model Ranking

For our main figure, please see Figure 1. Here we
see a clear distinction between the proprietary mod-
els and the open source models in terms of CAE and
QPS. Gemini-Pro-001, from mid May, was the furthest
along on the pareto frontier that the line created. Many
models are within the error bar distributions of other
models.

Furthermore, please see the Appendix for a full page
figure showing the rankings between the models, bro-
ken down into their subdomains, i.e. Figure 6. We do
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benchmark.

Taxonomy of subject groupings for the

see a significant difference in the rankings of how dif-
ferent models perform on subdomains, indicating some
degree of heterogeneity. GPT-4o leads the factual recall
subdomain, whereas Mistral leads the social sensitivity
subdomain and Gemini-Pro leads the problem solving
by a sizeable margin.

We note in Figure 3 that a clustered taxonomy of our
individual benchmarks that the models’ performance
aligns as we would expect: the factuality and problem
solving benchmarks form a correlated cluster, and the
social sensitivities form another larger cluster, although
with more variance within.

Please see an ordering of the LLMs that we studied
in the appendix, Figure 6. We note that models have
different strengths, with some excelling more at prob-
lem solving than others.

5.2 Correlation to Chatbot Arena

We calculate the raw pearson correlation of CAE score
to the Chatbot Arena score. Additionally, we calculate
the raw score correlation of the MMLU rating to the
Chatbot Arena score rating. We find significant corre-
lations:

Table 1: Correlation coefficients and p-values for pair-
wise comparisons

Comparison Pearson p-value
CAE vs Arena 0.92 0.0004
CAE vs MMLU 0.83 0.0015
Arena vs MMLU 0.77 0.0033

We note that CAE raw scores are slightly more cor-
related to the output of Chatbot Arena than MMLU raw
scores are. The improvement in correlation is espe-
cially notable given the MMLU leaderboard includes
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Figure 4: Raw score correlation between CAE and
Chatbot Arena scores. We find a significant correla-
tion between the two.

an order of magnitude more questions than the CAE
benchmark. Thus, if one’s goal were to estimate the
Chatbot Arena ranking of a new model quickly, our
benchmark may produce a higher probability estimate
with less compute than another leading benchmark.
Please see Figure 4 for correlation plot.

5.3 Social Sensitivities

In the social sensitivity benchmarks, LLMs are pre-
sented with two individuals who have different social
characteristics. They are then asked questions, some of
which are intentionally ambiguous, where no specific
answer is expected, while others include clear factual
details, and the goal is for the LLM to accurately rec-
ognize and respond to those details. (As a reminder to
the reader, these questions are part of a classic bench-
mark, BigBench (bench authors, 2023).)

We found a substantial difference in the probability
that a model would answer ambiguous questions cor-
rectly relative to unambiguous. We read this finding in
the context of responsible Al development, finding that
many major language models have improved in this ra-
tio relative to the original BigBench findings. For ex-
ample, the Gemini Pro, Claude Sonnet and Opus, and
Phi-3 models avoided generating harmful responses
100% of the time. However, we caution to the reader
that more further study is warranted.

We note as well that the pattern of consistent dif-
ferences between scores is some evidence against data
contamination. Were these datasets fully contaminated,
we would expect the most competent models to get all
or most questions correct evenly across ambiguous and
disambiguous domains. Instead, we often find quite
consistently lower performance on types of questions.

5.4 Limitations

Any attempt to aggregate many capabilities into a sin-
gle number will create problems (Jang et al., 2022,
2021). First, in manually grouping the benchmarks,
we assume that different measures within a sub-domain
measure the same underlying construct (e.g., we as-
sume that MMLU global facts tests the same recall
skills as Squad 2 without context.) Treating domains
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Model Race SO  SES
claude-3-opus-20240229 1.00  1.00 0.99
gpt-40-2024-08-06 1.00  1.00 1.00
gemini-1.5-pro-exp 1.00 1.00 1.00
gemini-1.5-pro-001 1.00 1.00 1.00

claude-3-5-sonnet-240620 1.00 1.00 1.00
phi-3-small-8k-instruct 1.00 1.00 1.00
gemma-2-9b-it 0.99 1.00 1.00
yi-1.5-34b-chat 0.89 0.87 1.00

gwen2-72b-instruct 0.75 1.00 1.00
ol-preview-2024-09-12 0.37 0.88 0.05
Ilama-3.1-70b-instruct 035 099 0.03
mistral-large-2407 0.11 1.00 0.01
gemma-2-27b-it 0.01 099 042
gemini-1.5-flash-exp 0.01 050 0.01

Table 2: This table displays the probability that a
model’s posterior distribution of success on ambigu-
ous social questions is higher than its posterior distri-
bution of success on unambiguous social questions. A
probability close to 0.5 indicates the model is equally
likely to answer both types of questions correctly, while
a probability close to 1 suggests the model is almost
certain to perform better on ambiguous questions. For
brevity, ”Sexual Orientation” is abbreviated as ’SO,”
and ”Socioeconomic Status” as ”SES.”

as equivalent observations may potentially misinterpret
model capabilities. Second, this metrics doesn’t ac-
count for varying difficulty and reliability across dif-
ferent benchmark. Third, our decision to use non-
informative priors obscures a bias of the type of ques-
tions — largely multiple choice — and how they may not
directly line up with the way in which humans actually
interface with LLMs.

6 Conclusion

In this work, we introduce CAE, a benchmarking
framework that aggregates a minimal set of bench-
marks in order to efficiently generalize an agent’s ca-
pabilities. Our approach prioritizes factual, falsifiable
questions, such as “What is the height of the Eiffel
Tower?” over more subjective prompts like “compose
a beautiful haiku.” We intend our focus on factuality to
ensure reproducibility and enable objective, quantifi-
able evaluation metrics, with an eye towards consistent
performance assessments.

Our target audience includes resource-constrained
stakeholders, such as modeling managers at smaller
companies or universities, who may lack access to ex-
tensive human evaluations, large-scale testing, or pub-
lic ratings like those solicited in Chatbot Arena. By
providing a lightweight evaluation approach, we enable
such users to select models that align with their spe-
cific requirements in terms of quality and latency. Ad-
ditionally, this framework serves as a guide for those
just starting to work with LLMs, offering a practical

tool for navigating trade-offs between different mod-
els. It is out of the scope of our paper to suggest spe-
cific directions for the open source community to push
model development in, considering the thirteen models
we profile, but decision makers could use frameworks
like ours to make decisions like this.

In addition, we recognize that our framework has
several limitations. First, the focus on multiple choice
questions appears an idiosyncratic choice given how
little they resemble the ways users actually engage with
LLMs. While this limitation is mitigated by the strong
correlation we see with Chatbot Arena, it still raises
questions about the generalizability across use cases.
Furthermore, our benchmark does not include any di-
rect tests of linguistic skills or sentiment analysis.

In the future, we aim to extend this benchmark to
cover multimodal tasks and more complex linguistic
skills, such as text summarization. Additionally, we
plan to incorporate dynamic, evolving benchmarks to
mitigate the risks of dataset contamination, further im-
proving the robustness and relevance of future evalua-
tions.
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Appendix

6.1 Cross Correlation matrix presented in (Ili¢
and Gignac, 2024)

Please see a cross correlation matrix between the main
benchmarks included in Chatbot Arena 5. Please see a
breakdown of the main subdomains.

6.2 Subdomains

Please see a breakdown of our hierarchy by subdomain.

6.3 Benchmark references

For a table of benchmark references, please see ??.
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Fig. 3. Open LLM Leaderboard correlation matrix

Figure 5: Pairwise Correlations between benchmarks listed in Chatbot Arena.

Factuality
Truthful QA https://github.com/sylinrl/TruthfulQA
Global Facts https://huggingface.co/datasets/edinburgh-dawg/mmlu-redux
(MMLU Redux)
Climate-FEVER https://huggingface.co/datasets/tdiggelm/climate_fever
ARC-Challenge https://huggingface.co/datasets/allenai/ai2_arc
BoolQ https://huggingface.co/datasets/boolq
SQuAD https://huggingface.co/datasets/rajpurkar/squad
Social Sensitivity and Linguistics
BBQ Lite https://github.com/google/BIG-bench/tree/main/bigbench
XSum (Summarization) https://huggingface.co/datasets/EdinburghNLP/xsum
Problem Solving
MMLU College Math https://huggingface.co/datasets/cais/mmlu

MMLU College CompSci. https://huggingface.co/datasets/cais/mmlu

Table 3: Benchmarks Used in the Evaluation
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Figure 6: Orderings of the LLMs we studied.
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