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Abstract

Language localization is the adaptation of writ-
ten content to different linguistic and cultural
contexts. Ability to localize written content
is crucial for global businesses to provide
consistent and reliable customer experience
across diverse markets. Traditional methods
have approached localization as an applica-
tion of machine translation (MT), but local-
ization requires more than linguistic conver-
sion – content needs to align with the target
audience’s cultural norms, linguistic nuances,
and technical requirements. This difference is
prominent for long-form text, where multiple
facts are present in a creative choice of lan-
guage. We propose a novel prompt approach
for Large Languages Models (LLMs), called
Break-Ideate-Generate (BrIdGe), for language
localization. BrIdGe ‘breaks’ the source con-
tent into granular facts, ‘ideates’ an action plan
for content creation in the target language by
organizing the granular facts, and finally exe-
cutes the plan to ‘generate’ localized content.
This approach emulates the cognitive processes
humans employ in writing that begin with iden-
tifying important points, followed by brain-
storming on how to structure and organize the
output. We evaluated the BrIdGe methodol-
ogy from multiple perspectives, including im-
pact of BrIdGe prompt on different LLMs and
performance comparisons with traditional MT
models and direct translation through LLMs on
public benchmark and proprietary e-commerce
datasets. Through human and LLM-based au-
tomated evaluations across content in multi-
ple languages, we demonstrate effectiveness of
BrIdGe in generating fluent localized content
while preserving factual consistency between
source and target languages.

1 Introduction

With the globalization of businesses and the need to
cater to diverse audiences worldwide, content local-

*These authors contributed equally to this work

ization has become crucial (Okonkwo et al., 2023).
Localization adapts content originally designed for
a source region to meet the cultural, linguistic, and
technical requirements of different target regions
(Paton, 2024). For businesses with diverse cus-
tomer bases, effective localization is paramount to
create accessible experiences for customers, regard-
less of their location, language, or cultural back-
ground. Specifically, for written content, localiza-
tion goes beyond translation, as the latter only fo-
cuses on linguistic conversion keeping same struc-
ture and stylistic expressions from source to target
language (Sorrentino, 2023). Whereas content lo-
calization allows modification in content structure,
idiomatic expressions, and information organiza-
tion to ensure native-like fluency while preserving
factual alignment. For instance, the English idiom
"boat neck dresses can be dressed up or down eas-
ily" imply that the dress can be used for both formal
and casual occasions. However, machine transla-
tion (MT) tools like AWS Translate1 and Google
Translate2, translate this idiom to Portuguese as
"Este vestido pode ser facilmente vestido para cima
ou para baixo" which is an incorrect literal transla-
tion meaning boat neck dresses can be worn on top
as well as on bottom. Figure 1 shows nuances of
localization which are missed by translation.

Large Language Models (LLMs) pre-trained on
large text corpus (Anthropic, 2024; Touvron et al.,
2023; Rastogi, 2024) have demonstrated excep-
tional abilities to abstract the factual knowledge
in their weights (Petroni et al., 2019), follow in-
structions and perform Chain-of-Thought (CoT)
reasoning (Wei et al., 2023). This has enabled
them to break down complex problems into smaller,
more manageable steps, mirroring human cogni-
tive processes. LLMs have also showed impressive
multilingual capabilities with promising results on

1https://aws.amazon.com/translate/
2https://translate.google.com.

627



Figure 1: Comparison between Translation and Localization from English→Portuguese. Here, AWS Translate is
used to get the Portuguese translation. Localization is a more holistic adaptation of content from source to target
language. In the example, Localization makes multiple modifications in choice of words and phrases, which is
missing in Translation.

numerous multi-lingual natural language process-
ing (NLP) tasks (Zhu et al., 2024; Aggarwal et al.,
2024; Ahuja et al., 2023). In this work, we lever-
age LLMs to emulate the human writing behavior
(Hillocks, 1986; Du et al., 2022), where we first
note down our initial and granular thoughts, fol-
lowed by contextually structuring the information
as per the requirements of final use-case. And we
demonstrate its efficacy for the task of textual con-
tent localization from a source language to a target
language. To achieve this, we propose a novel
prompting approach called Break-Ideate-Generate
(BrIdGe) for LLMs. Given content in a source lan-
guage, BrIdGe first ‘breaks’ it into granular facts,
then ‘ideates’ an execution plan and finally ‘gener-
ates’ content in the target language. We perform ex-
tensive experiments on public benchmark datasets
for multiple languages pairs and demonstrate supe-
rior performance of the BrIdGe prompt in compar-
ison to standard translation prompts for multiple
LLMs. We also show effectiveness of BrIdGe in
a real-world e-commerce application of localizing
educational content. In this application, we gen-
erate educational content about product attributes
and benefits with the objective of aiding customers
in taking informed shopping decisions. For exam-
ple, given a chair with an attribute “finish type” as
“lacquer”, we generate content around properties
and benefits of chairs with lacquer finish. Here
the original content is generated in English lan-
guage and the task is to localize it to languages of
Non-English-speaking marketplaces. Manual audit
by language and marketplace experts demonstrates

that BrIdGe outperforms state-of-the-art translation
strategies on fluency, while maintaining factual con-
sistency between source and target languages.

The major contributions of this paper are:
(1) We identify an important and relatively under-

explored problem - content localization. We pro-
pose BrIdGe - a novel LLM-based approach for
content localization inspired by human writing.

(2) Via extensive experiments on public bench-
mark datasets comprising several language pairs,
we show that BrIdGe outperforms translation-based
prompting strategies across LLMs.

(3) We study effectiveness of BrIdGe on a real-
world e-commerce application of localizing edu-
cational content originally generated in English to
Non-English-speaking marketplaces. The study
indicated superior performance of BrIdGe in com-
parison to state-of-the-art baselines.

2 Related Works

With the rise of internet and social media, the need
for effective language localization has become in-
creasingly important. Traditionally, human transla-
tion was the primary approach for localization, with
professional translators adapting content to suit dif-
ferent linguistic and cultural contexts. However,
human translation is time-consuming and expen-
sive. With machine learning, statistical (Koehn,
2009) and neural (Koehn, 2020) MTs became dom-
inant approaches. While MT has shown significant
improvements in recent years, it still faces chal-
lenges in terms of accuracy and fluency (Koehn
and Knowles, 2017). Also, its performance in trans-
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Figure 2: BrIdGe Workflow: The figure demonstrates how BrIdGe localize an LLM generated educational content
for a quadruple (product type, attribute name, attribute value) from English→Portuguese.

lating cultural-specific items remains poor due to
the gap between the cultural differences associated
with languages (Akinade et al., 2023).

In this paper, we combine various lines of re-
search on multi-lingual LLMs and its reasoning
capabilities to localize content. Our approach pri-
marily comprises of the following steps. The first
step is named Break, which segments the original
content into granular facts. This strategy is being
widely adopted for hallucination detection and cor-
rection (Dhuliawala et al., 2023; Min et al., 2023;
Zhao et al., 2023). To the best of our knowledge,
this is the first work which adopts the strategy of
breaking content into granular facts for Localiza-
tion. LLMs have demonstrated improved perfor-
mance in analytical tasks achieved by encouraging
them to generate internal thoughts or logical chains
before responding (Wei et al., 2023; Wang et al.,
2022), and allowing them to update their initial re-
sponses through self-critique (Madaan et al., 2023).
This strategy is named Chain-of-Thought (CoT).
We leverage these techniques in the BrIdGe prompt,
to execute all the instructions in the prompt step-
by-step generating outputs at intermediate step con-
ditioning the final generated localized content to
effectively adhere all the steps.

3 BrIdGe: Break-Ideate-Generate

In this section, we describe our approach to localize
content, which assumes access to an LLM that can

be prompted, and content generation in both source
and target language. Another key assumption of
our method is that this language model, when suit-
ably prompted, can both create and execute a plan
to generate responses adhering to specific criterion
and instructions.

We introduce BrIdGe, a novel method for con-
tent localization inspired by human writing behav-
ior. Our approach is illustrated in Figure 2. BrIdGe
prompt first instructs LLM to break input content
into granular facts (section 3.1), next to ideate con-
tent generation plan appropriate for the specified
marketplace and use-case (section 3.2), and finally
execute the plan to generate the target language con-
tent by organizing the granular facts (section 3.2).
While there are multiple steps in our workflow, we
created a unified prompt, which can perform these
steps and generating the localized content in a sin-
gle LLM call.

3.1 Break
Recent works have noted that textual content, espe-
cially long-form, is a combination of several pieces
of factual information (Dhuliawala et al., 2023;
Min et al., 2023; Zhao et al., 2023). While pro-
cessing any textual content, humans also inherently
recognize all the facts as the first step. This allows
humans to develop a comprehensive understanding
of the content. To emulate this human behavior, the
first instruction in the BrIdGe prompt is to break
down the source content into granular facts. For
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instance, given a statement “Lace dresses have a
delicate and intricate fabric made from interwo-
ven yarn or thread”, it can be separated into two
granular facts: 1) "Lace dresses have a delicate
and intricate fabric" and 2) "Lace dresses are made
from interwoven yarn or thread". To deepen the
content understanding, as the next instruction in the
prompt is to categorize each fact in domain-specific
categories. In the context of educational content of
e-commerce product attributes, these categories are
"Physical Features", "Benefits", and "Suitable use-
cases". Applications where such categories are not
pre-determined, LLM is instructed to infer them
from the content itself.

3.2 Ideate

After identifying the list of granular facts in the
source language, the next set of instructions in
BrIdGe prompt are about setting up the additional
context about the task and organizing the facts in
a logical, coherent way suited to the target lan-
guage as per the additional context. The LLM is
instructed to deliberate over the segmented facts
and task requirements before generating the final
response. For educational content generation, these
instructions include marketplace-related metadata
if available like name of marketplace, measurement
units, etc. and language-related requirements for
the educational content task.

3.3 Generate

Finally, the BrIdGe prompt ends with CoT instruc-
tions (Wei et al., 2023) to go over the entire prompt
step-by-step, generating in-between thoughts and
outputs at each step before generating the final
response. The prompt is also augmented with man-
ually crafted in-context learning examples to guide
the LLMs CoT reasoning.

4 Experiments

4.1 Datasets

Experiments used two datasets, described below:
1. FLORES-200: The FLORES-200 mul-

tilingual MT benchmark (NLLB Team, 2022;
Goyal et al., 2021; Guzmán et al., 2019) consists
of translations from English into 200 languages.
The dataset contains 997 samples for each lan-
guage, sampled from Wikinews3, Wikijunior4, and

3https://en.wikinews.org/wiki/Main_Page
4https://en.wikibooks.org/wiki/Wikijunior

Wikivoyage5. We considered 4 language pairs, with
English being the source language in all pairs, and
Portuguese, Spanish, Czech and Hindi are the 4
target languages.

2. Educational Content: We considered a real-
world e-commerce application of generating edu-
cational content for product attribute values. For
example, in the product category "Chair" for the at-
tribute "finish type", a valid attribute value is "Lac-
quer". To create this dataset, we selected a list
of 10K triplets of the form (product category, at-
tribute, attribute value) which spanned across 400
different product categories and finally selected a
random sample of 500 triplets for experimentation.
For each triplet, educational content containing
information about features, benefits and common
utility of the attribute value in the product cate-
gory is generated by prompting Claude-3.5-sonnet
(Anthropic, 2024). We present examples of gener-
ated educational content in Table 3 in appendix A.
The task here is to localize the English language
content to different non-english speaking market-
places. For this work, we considered 4 market-
places which (along with their primary language)
which are Brazil (Portuguese), Mexico (Spanish),
Germany (German) and India (Hindi).

4.2 Baselines

On FLORES-200 dataset, our primary objective is
to demonstrate that our proposed BrIdGe prompt-
ing strategy is more effective for LLM-based con-
tent localization as compared to a standard transla-
tion prompt. Therefore, on FLORES-200 dataset,
we compare BrIdGe with a standard translation
prompt instructing the LLM to translate the English
content to a target language. For a fair compari-
son with the BrIdGe prompt, we provided the same
task-specific context as well as added standard CoT
instructions ("think step-by-step") to the prompt.
We call this prompt as Translation-CoT.

We compare the two prompting strategies with
four instruction-tuned LLMs to ensure general-
ization of BrIdge: Claude-3.5-sonnet (Anthropic,
2024), Llama3.1-70B (Touvron et al., 2023), Com-
mand R+ (Rastogi, 2024), and Mixtral 8x7B (Jiang
et al., 2024). We use greedy decoding during text
generation for stable outputs.

For the educational content dataset, we take the
best performing LLM in the Flores-200 experi-
ments (Claude-3.5-Sonnet) and compare it against

5https://en.wikivoyage.org/wiki/Main_Page
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3 different localization strategies: a) Translation-
CoT b) AWS Translate (a powerful commercial
translation system) and c) Direct Generation. In
direct generation, we prompt the LLM to generate
educational content directly in the target language
independent of content in source language. We
keep the exact prompt used for content generation
in English with additional instructions to generate
content in the target language, and we also added
"in-context learning" examples in target language
with the help of human expert. This strategy en-
ables a better comprehension of the model’s latent
information regarding the task domain in a lan-
guage.

4.3 Evaluation Metrics
Several works have demonstrated that standard
translation metrics like BLEU (Papineni et al.,
2002), BLEURT (Sellam et al., 2020) and COMET
(Rei et al., 2020) correlate poorly with human
judgement and has pivoted to LLM-based transla-
tion quality metrics (Kocmi and Federmann, 2023;
Chen et al., 2024). Here, we adopt an LLM-based
evaluation method to assess two aspects: a) fluency,
and b) adequacy (factual consistency). For com-
puting LLM-based fluency metric, we follow the
direct assessment prompting strategy as proposed
in (Kocmi and Federmann, 2023) having the best
correlation with human annotations.

For LLM-based adequacy computation, we de-
sign a two-step process. First, we extract all the
facts in source and target language content, fol-
lowed by identifying the matching facts in the two
lists. Let S be the set of facts in the source content
and U be the set of facts identified in the localized
target language content and I = S ∩ U , a set of
facts present in both the contents. For each sample,
we define precision (P) as |I|/|U | and recall (R) as
|I|/|S| and hence F1 score as 2 ∗ P ∗R/(P +R).
We define “adequacy score” as the mean F1 score
across all the samples in the dataset.

For the educational content dataset, we con-
ducted a thorough assessment by conducting man-
ual audits by language experts from the respective
marketplaces. For fluency assessment, we defined
four grades A-D, where A is the best and D is
worst. We provide a description of the 4 Grades
in appendix B. Language expert annotators were
asked to provide a fluency grade basis their judge-
ment for each of the generated content. Based on
these grades, we define two metrics for fluency
comparison: a) High Quality Fluency: Defined

as the percentage of generated content graded as
A or B. b) Risky Generation: Defined as percent-
age of generated content belonging to Grade D. A
good content is expected to have high “High Qual-
ity Fluency” metric and low “Risky Generation”
metric.

Note, for easier comparison and to maintain con-
fidentiality as mandated by company policy, we
present results as relative lifts compared to the
worst performing baseline as 1.00x.

5 Results

5.1 Quantitative Results

Tables 1 and 2 show our quantitative results.
1. Flores-200 All the four LLMs (Claude 3.5

Sonnet, Llama 3.1-70B, Command R+ and Mix-
tral 8x7B) showed improvement in fluency when
prompted through the proposed BrIdGe prompt
as compared to Translation-CoT across all lan-
guages (Portuguese, Spanish, Czech and Hindi).
Specifically, Claude 3.5 Sonnet showed consistent
and significant improvements across all languages,
ranging from 1.27x (Czech) to 1.68x (Portuguese).
Whereas, Mixtral 8x7B showed maximum fluency
improvements of 2.06x in Portuguese and 1.90x in
Czech. This primarily highlights the importance of
"break" step in BrIdGe which allows LLMs struc-
tural flexibility in framing target language content.

2. Educational Content In the Flores-200 exper-
iment, we observed that Claude 3.5 Sonnet had the
best absolute metrics in terms of adequacy and flu-
ency. Therefore, we leverage Claude 3.5 Sonnet for
localization of educational content. Here, we ob-
serve that, BrIdGe has better holistic performance
compared to AWS Translate / Direct Content Gen-
eration / Translation-CoT. Approaches involving
direct translation struggle with high quality fluency
and tend to generate risky outputs more frequently.
Whereas, Direct Content Generation suffers from
low adequacy but has higher fluency. Meanwhile,
BrIdGe achieved balanced values across all met-
rics. It demonstrated high quality fluency increment
ranging from 1.29x in Spanish to 2.18x in Hindi
when comparable to AWS Translate. Compared to
Direct Content Generation, adequacy of BrIdGe is
significantly higher for all languages.

Observations on Adequacy Scores In both the
dataset, for some languages, we observe a slight de-
crease in adequacy scores. In Flores-200, BrIdGe
adequacy was 0.99x across languages as compared
to Translation-CoT and in educational content,
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LLM Prompting Method Portuguese Spanish Czech Hindi
Adequacy Fluency Adequacy Fluency Adequacy Fluency Adequacy Fluency

Claude 3.5 Sonnet
Translation-CoT 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x
BrIdGe 0.99x 1.68x 1.00x 1.40x 0.99x 1.27x 1.00x 1.48x

Llama 3.1-70B
Translation-CoT 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x
BrIdGe 1.00x 1.31x 0.99x 1.11x 0.99x 1.08x 0.99x 1.27x

Command R+
Translation-CoT 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x
BrIdGe 0.99x 1.58x 0.98x 1.37x 0.99x 1.34x 0.99x 1.36x

Mixtral 8x7B
Translation-CoT 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x
BrIdGe 1.00x 2.06x 0.99x 1.38x 0.99x 1.90x 0.98x 1.00x

Table 1: Adequacy and Fluency results on Portuguese, Spanish, Czech and Hindi languages on the Flores-200
dataset. In all the cases English is the source language.

Method Portuguese Spanish
Adequacy High Quali. Fluency Risky Gen. Adequacy High Quali. Fluency Risky Gen.

AWS Translate 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x
Direct Content Generation 0.53x 2.18x 0.49x 0.65x 1.10x 0.45x
Translation-CoT 1.00x 1.90x 0.27x 0.94x 1.23x 0.20x
BrIdGe 0.97x 2.12x 0.15x 1.00x 1.29x 0.11x

Method German Hindi
Adequacy High Quali. Fluency Risky Gen. Adequacy High Quali. Fluency Risky Gen.

AWS Translate 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x
Direct Content Generation - - - 0.74x 2.18x 0.12x
Translation-CoT 0.95x 1.23x 0.39x 1.01x 2.09x 0.40x
BrIdGe 1.00x 1.38x 0.18x 0.99x 2.18x 0.20x

Table 2: Adequacy and Fluency results on Portuguese, Spanish, German and Hindi language localization of
educational content with English as the source language. Note that for “risky gen.”, lower the metric, better it is for
content generation.

BrIdGe scores compared to AWS Translate were
0.97x for Portuguese, and 0.99x for Hindi. This
can be attributed to the fact that instead of just lin-
guistic conversion, BrIdGe modifies content such
that expressions from source language which are
not suitable for target language are either replaced
with more suitable phrases or removed.

5.2 Qualitative Results

We present a qualitative comparison of localiza-
tion between AWS translate and BrIdGe approach
in Figure 3 in the Appendix. We observed struc-
tural nuances of localization that BrIdGe adheres
to, which translation itself, by definition, may not
necessarily follow. For example, in the localiza-
tion example for Hindi, the first two sentences were
merged to create a more fluent output. Furthermore,
the framework has carefully chosen to transliterate
words like “support” and“outdoor” instead of trans-
lating them, catering to the cultural nuance of code-
mixing prevalent in the Indian market. Similarly,
in the German example, the final two sentences on
“versatile dressing” have been merged, and the id-
iomatic phrase “dress up and down” has been com-
pletely omitted, as it was literally transferred in the
German translation. For the Spanish example, the

first two sentences have been merged to enhance
fluency. Additionally, the subject “solid back” has
been replaced with the pronoun "they" in the sec-
ond sentence to avoid redundancy. The idiomatic
expression “fashion statement” has been expressed
more appropriately compared to the translation.

6 Conclusions & Future Work

This paper introduced BrIdGe, a novel prompt strat-
egy for performing comprehensive content local-
ization beyond linguistic translation. By emulat-
ing human writing through iterative steps of break-
ing down input, ideating a localization plan, and
generating the final output, BrIdGe demonstrates
promising localization of content by preserving
meaning and achieving fluency. Experiments in
four languages for educational content showed the
strengths of BrIdGe. It achieved comparative ad-
equacy scores to baselines while outperforming
them with fluency. Qualitatively, BrIdGe preserved
meaning across long and complex sentences, appro-
priately handling domain-specific context. Most
importantly, we observed the impact of the Break
step, going beyond the standard Chain-of-Thought
strategy, by segmenting input facts, which allows
flexibility to the LLM to organize and reconstruct
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the final output generating fluent content.Going for-
ward, we plan to experiment this framework with
moderate to small sized LLMs to optimize the cost
and latency constraints that come with large LLMs
like Claude. We also plan to experiment our ap-
proach to more indigenous languages and using
low resources languages as the source one.

Limitations

In this section, we enumerate a few limitations of
this approach. While the BrIdGe prompting strat-
egy has shown promising results in content localiza-
tion, the experiments are done on only 6 language
pairs, where, except for Hindi, every language fol-
lows Roman script. With BrIdGe prompts having
almost 4x input tokens and 2x output tokens than
Translation-CoT, the user has to trade-off between
the cost and latency of such generation and the re-
quired localization capabilities. Additionally, given
that Localization/Translation is a content genera-
tion task, we need to properly assess the method
stability by prompting several times with varying
hyperparameters, however, such experiment would
lead to manual annotation cost increase. Finally,
we need an access to large powerful LLMs which
can run the whole BrIdGe based localization in one
prompt.
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Appendix

A Examples of Educational content

In Table 3, we present some examples for the LLM
generated educational content as described in Sec-
tion 4.1.

B Fluency Grades

For the manual audit of Educational Content data
for localization task as described in Section 4.3
we provided the following grade definitions to our
auditors.

1. Grade A: The content is aligned with cultural
and grammar nuances from target language, all
sentences are easy to understand;

2. Grade B: The content may present some
minor fluency and writing errors in small parts of
the text, like word repetitiveness, or sub-optimal
choice of specific words for the context of the PT-
attribute-detail;

3. Grade C: The content may present major
fluency and writing errors in a larger portion of
the text, like complete sentences or multiple dis-
tinct phrases. Also, it may present meaningless
expressions and attribute details;

4. Grade D: The content presents false, incor-
rect, offensive, inappropriate, or irrelevant informa-
tion that can potentially expose Amazon to risks.

C Qualitative Comparison

In Figure 3, we present the qualitative details com-
paring AWS Translate and BrIdGe.
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(PT/AN/AV) LLM Generated Educational Content

(Paddleboard, Material,
PVC)

PVC paddleboards are lightweight yet rigid, making them easy to carry
and provide good stability on water. PVC boards are affordable options
and are appropriate for beginners and casual paddlers looking for an
entry-level board for lakes and calm waters.

(Electric water boiler, Ma-
terial, Ceramic)

Ceramic electric water boilers have an inner tank made of ceramic mate-
rial. Ceramic is an insulator that allows water to heat up quickly while
retaining heat efficiently. Ceramic boilers are durable, corrosion-resistant
and easy to clean. They are widely used for boiling water for tea/coffee
and are appropriate for homes and small offices due to fast heating and
energy efficiency.

Table 3: Examples of LLM generated educational content. Product Type (PT), Attribute Name (AN) and Attribute
value (AV) are given as input to the LLM and is instructed to generate features, benefits and suitable utility for the
attribute value.
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Figure 3: Qualitative analysis: Above examples demonstrate that BrIdGe is effective at identifying suitable
modifications to the source content both in content structure as well as choosing alternate phrasing based on target
language nuances.
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