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Abstract

We introduce MT-LENS!, a framework de-
signed to evaluate Machine Translation (MT)
systems across a variety of tasks, including
translation quality, gender bias detection, added
toxicity, and robustness to misspellings. While
several toolkits have become very popular for
benchmarking the capabilities of Large Lan-
guage Models (LLMs), existing evaluation
tools often lack the ability to thoroughly as-
sess the diverse aspects of MT performance.
MT-LENS addresses these limitations by ex-
tending the capabilities of LM-eval-harness for
MT, supporting state-of-the-art datasets and a
wide range of evaluation metrics. It also offers
a user-friendly platform to compare systems
and analyze translations with interactive visu-
alizations. MT-LENS aims to broaden access
to evaluation strategies that go beyond tradi-
tional translation quality evaluation, enabling
researchers and engineers to better understand
the performance of a NMT model and also eas-
ily measure system’s biases.

1 Introduction

Neural Machine Translation (NMT) models are
typically evaluated using automated metrics that
compare the model’s translated outputs to one or
more reference translations. Recent neural-based
evaluation metrics have demonstrated high corre-
lations with human judgments (Rei et al., 2022a;
Sellam et al., 2020; Juraska et al., 2023) replacing
canonical overlap-based metrics (Popovi¢, 2015;
Papineni et al., 2002). While automated metrics
provide an essential means for assessing quality
improvements and have become the way to go in
evaluating state-of-the-art NMT systems, they only
offer a general intuition of the model’s overall per-
formance and often lack interpretability (Perrella
et al., 2024). As such, the reliance on these metrics

'We release our code at https://github.com/

langtech-bsc/mt-evaluation. Demo is available at
this link while the demo video is available at this link.
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raises concerns about their specific error types that
might affect the end-user experience, such as rein-
forcing gender bias (Zaranis et al., 2024), transla-
tionese or language mismatch (Zouhar et al., 2024).

To address these problems, recent works have
focused on developing inherently interpretable met-
rics for MT evaluation (Guerreiro et al., 2023b) via
token-level annotations that offer a more granular-
insight at the segment level. However, such limi-
tations necessitate more granular evaluation tools
that can dissect translation outputs to identify and
analyze specific error types and their impact on
overall quality, thereby enabling MT engineers to
make more informed decisions when evaluating
translation systems.

Moreover, existing evaluation methodologies in
state-of-the-art NMT models primarily focus on
evaluating translation quality, frequently overlook-
ing other equally critical evaluations like gender
bias, added toxicity or robustness to misspellings.
These biases and harmful outputs can have signifi-
cant consequences for users (Savoldi et al., 2024a),
highlighting a need for evaluation strategies that
go beyond quality to encompass a broader range of
tasks.

MT-LENS seeks to address these critical gaps
by providing a unified framework to test generative
language models on a number of different machine
translation evaluation tasks and providing a user-
friendly interface to analyze the results. MT-LENS
is based on LM-eval-harness (Gao et al., 2024)
which has been widely used for evaluating LLMs
in several Natural Language Understanding (NLU)
tasks. Building upon this comprehensive frame-
work, MT-LENS extends the evaluation capabili-
ties of LM-eval-harness for NMT. Contributions of
this framework are listed as follows:

* We support novel evaluation tasks for detect-
ing gender bias, added toxicity, and robustness
to character noise in MT.
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Task Dataset Task name Languages
General-MT FLORES-200 (Costa-jussa et al., 2022)  {src}_{tgt}_flores_{split} 200
NTREX-128 (Federmann et al., 2022) {src}_{tgt}_ntrex 128
TATOEBA (Tiedemann, 2020) {src}_{tgt}_tatoeba 555
NTEU (Bié et al., 2020) {src}_{tgt}_nteu 25

Robustness to Character Noise = FLORES-200 devtest

MUuST-SHE (Bentivogli et al., 2020)
MMHB (Tan et al., 2024)
MT-GENEVAL (Currey et al., 2022)

{src}_{tgt}_must_she 5
{src}_{tgt}_mmhb_{split} 7
{src}_{tgt}_geneval_{split} 8
{src}_{tgt}_perturbations 200

Table 1: Machine translation datasets natively supported by MT-LENS grouped by task type.

* We support a variety of state-of-the-art bench-
mark datasets and evaluation metrics for as-
sessing translation quality.

* We provide a user-friendly interface with in-
teractive visualizations at both segment and
system levels, enabling thorough error analy-
sis and performance assessment of evaluations
performed using MT-LENS.

* We provide bootstrapping significance tests
for comparing MT systems on both neural-
based and overlap-based machine translation
metrics.

MT-LENS is designed to broaden access to novel
evaluation tasks that go beyond traditional trans-
lation quality in MT, while also supporting gen-
eral NLU tasks. The framework is maintained by
the Language Technologies Unit at the Barcelona
Supercomputing Center, ensuring ongoing updates
with the latest features of LM-eval-harness and sup-
port for new MT datasets developed by the research
community.

2 Related work

Typically, automatic metrics like BLEU (Papineni
et al., 2002) are simply applied and reported at the
corpus level. In recent years, the evolution of MT
evaluation has seen the development of tools that
offer more granular insights.
MT-CoMPAREEVAL (Klejch et al., 2015) pro-
vides comparative analysis of segment-level er-
rors, focusing on identifying differences in n-grams
between two MT outputs. Similarly, COMPARE-
MT (Neubig et al., 2019) offers a holistic anal-
ysis for pairs of MT systems, examining perfor-
mance metrics such as n-gram frequency and part-
of-speech accuracy. MATEO (Vanroy et al., 2023)
offers a friendly web-based interface for evaluating
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MT outputs on several evaluation metrics. MT-
TELESCOPE, a newer platform developed by Rei
et al. (2021), not only supports segment-level anal-
ysis but also offers a web-based interface for better
visualization of comparative performance between
two MT systems. In addition, it enables focused
analysis on phenomena like named entity trans-
lation and terminology handling. The last three
mentioned tools include statistical significance test-
ing through bootstrapped t-tests to ensure the reli-
ability and statistical validity of their evaluations.
Importantly, these tools require users to upload the
source sentences and system outputs to perform
evaluations.

More recently, TOWEREVAL (Alves et al., 2024)
has been developed specifically for LLMs. This
evaluation framework allows users to benchmark
their models against a comprehensive suite of
datasets for evaluating translation quality. It sup-
ports both generation and evaluation processes, al-
lowing users to run inference and compute a vari-
ety of metrics such as BLEU, COMET (Rei et al.,
2022a), COMET-KIWI (Rei et al., 2022b), CHRF
(Popovié, 2015) and TER (Snover et al., 2006). It
also allows for the creation of custom test suites
and instructions.

Although the aforementioned works aimed to
become the standard tools for evaluating NMT sys-
tems, they have not achieved widespread adoption
within the MT research community. On the con-
trary, the LM-eval-harness library has gained sig-
nificant popularity in the NLP community due to its
extensibility, modularity, and ease of use. By build-
ing on this widely adopted framework, MT-LENS
bridges the gap between the versatility of LM-eval-
harness and the specific needs of MT evaluation,
thereby addressing the limitations of prior works.

MT-LENS is largely inspired by previous frame-
works but differentiates itself by being a unified



framework where the user can easily run evalua-
tions on the desired model and visualize the re-
sults in a user-friendly interface. It also supports
a broader spectrum of MT tasks, including bias
detection, toxicity evaluation, and robustness to
character noise, in addition to traditional transla-
tion quality evaluation.

3 Building blocks

MT-LENS follows a similar evaluation method-
ology as LM-eval-harness for MT tasks. When
evaluating a system, it follows a predefined
sequence of steps which can be divided into five
main blocks: M Models, Tasks, M Format,
B Metrics and M Results. Once the evaluation
is completed the user interface will show a
fine-grained analysis of the system with interactive
visualizations.

M Models MT-LENS supports different inference
frameworks for running MT tasks: fairseq (Ott
etal., 2019), CTranslate2?, transformers (Wolf
et al., 2020), vllm (Kwon et al., 2023), and others.
If a model is not directly supported, users can
utilize the simplegenerator wrapper, which
accepts pre-generated translations from a text file.

Tasks A MT task is defined by the dataset to be
used and the language pair involved (Table 1). Each
MT task is uniquely named using the convention:

{source language}_{target language}_{dataset}

B Format When executing MT tasks we need to
define how input prompts are formatted for the
selected model. Different models may require the
source sentence to be formatted in a specific style.
Users can specify the desired template through a
YAML file, and the task implementation will au-
tomatically format the source sentence accordingly.

B Metrics MT-LENS includes an extensive
number of evaluation metrics for MT tasks. These
metrics cover both overlap-based and neural-based
metrics which are listed in Table 2. Metrics
are computed at the segment level and then
aggregated at the system level. Each metric has
some configurable hyper-parameters that users can
adjust through a YAML file.

Zhttps://github.com/OpenNMT/CTranslate2
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B Results Evaluation results are outputted in
JSON format including source sentences, reference
translations, aggregated metrics and segment level
scores. Each JSON evaluation file is then used
by the MT-LENS UI to provide a more intuitive
analysis for the user.

3.1 Example usage

Given an NMT model and a specified task, we
can evaluate the model using MT-LENS with the
following command:

model="'./models/madlad400/"'
output_dir='results/results. json'

Im_eval --model hf \

--model_args "pretrained=${model}" \

--tasks en_ca_flores_devtest \

--output_path $output_dir \

--translation_kwargs "
src_language=eng_Latn,
tgt_language=cat_Latn,
prompt_style=madlad400

n

where the hf model argument indicates that
the model is implemented using transformers.
Then, we specify the model path, source and tar-
get languages, and prompt style. The task is set
to en_ca_flores_devtest, and the results will be
saved to the specified output directory.

3.2 MT Tasks

In this section we outline the MT related tasks
implemented in MT-LENS.

General-MT This task consists in evaluating the
faithfulness and the quality of the translation using
reference-based and quality estimation metrics.
We show in Table 1 the datasets that are natively
supported in the MT-LENS framework.

Added toxicity This type of toxicity arises when a
toxic element appears in the translated sentence
without a corresponding toxic element in the
source sentence, or when a toxic element in the
translation results from a mistranslation of a
non-toxic element in the source sentence. We use
the HOLISTICBIAS dataset (Smith et al., 2022)
to evaluate NMT models on this task, which has
previously been used for identifying added toxicity
in NMT models (Garcia Gilabert et al., 2024,
Costa-jussa et al., 2024a). HOLISTICBIAS consists
of approximately 472k sentences in English
that are created using sentence templates across
13 demographic axes (gender, ability, religion,


https://github.com/OpenNMT/CTranslate2

Type Name Implementation
Overlap Reference-based BLEU (Papineni et al., 2002) SacreBLEU (Post, 2018)
TER (Snover et al., 2006) SacreBLEU
CHRF (Popovié, 2015) SacreBLEU

COMET (Rei et al., 2022a)
BLEURT (Sellam et al., 2020)
METRICX

unbabel-comet (Stewart et al., 2020)
transformers (Wolf et al., 2020)
metricx (Juraska et al., 2023)

Quality estimation METRICX-QE metricx
COMET-KIwI (Rei et al., 2022b) unbabel-comet
Quality estimation and error span XCOMET-QE unbabel-comet
Word lists ETOX nllb (Costa-jussa et al., 2022)
Embedding-based MuTox (Costa-jussa et al., 2024b) seamless (Barrault et al., 2023)
DETOXIFY detoxify (Hanu and Unitary team,

2020)

Table 2:

etc.). For measuring added toxicity we first filter
the source sentences using MuTox (Costa-jussa
et al., 2024b) as done in (Tan et al., 2024) and
measure the toxicity in the translations using ETOX
(Costa-jussa et al., 2023), MuTox (Costa-jussa
et al., 2024b) and Detoxiry (Hanu and Unitary
team, 2020) toxicity classifiers. Since ETOX
supports 200 languages, it allows us to evaluate a
wide range of languages for added toxicity using
English as the source language. We then measure
the translation faithfulness using CoOMET-Kiwi
on the toxic sentences detected by each toxicity
classifier as it has been proved useful to evaluate
hallucinations when no reference is available
(Guerreiro et al., 2023a).

Gender bias This type of bias in translation occurs
when the system’s prediction is skewed toward a
specific gender due to stereotypes or inequalities
(Friedman and Nissenbaum, 1995; Savoldi et al.,
2024b; Sant et al., 2024). Additionally, as not all
languages contain the same amount of gender in-
formation, when translating from a notionally gen-
dered or ungendered language to a grammatically
gendered language, decisions about gender assigna-
tion may need to be made from little or no context.
This leads to gender bias in cases where gender is
consistently assigned following stereotypical pat-
terns, such as labelling all nurses as female and all
doctors as male.

We implement three tasks for the evaluation of
gender bias when translating out of English, one
using the MUST-SHE dataset (Bentivogli et al.,
2020; Mash et al., 2024) one using the Massive
Multilingual Holistic Bias Dataset (MMHB) (Tan
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Evaluation metrics supported by MT-LENS.

et al., 2024), and finally, one using MT-GENEVAL
(Currey et al., 2022).

MUST-SHE contains approximately 1000 En-
glish sentences. All English terms that must be
assigned a gender in translation have been identi-
fied, and tuples containing both the correctly and
incorrectly gendered translated forms are provided
for evaluation. The use of transcripts of natural
speech allows for the assessment of gender bias in
more complex contextual clues and co-reference sit-
uations compared to template-based datasets. The
accuracy of sex is measured using the revised script
of (Mash et al., 2024) and is reported at the sen-
tence and data set level, allowing for a fine-grained
analysis of model performance.

MMHB makes use of placeholder-based sen-
tence generation to generate feminine, masculine
and neutral variations of each sentence pattern (Tan
et al., 2024). The dataset consists of 152,720 En-
glish sentences partitioned into train, dev and de-
vtest splits. The placeholder-based system allows
for the creation of sentences covering all varia-
tions of morphological agreement in the target lan-
guages. The created sentences are then organized
into groupings and the CHRF scores are measured
for the different subsets.

MT-GENEVAL consists of two distinct tasks,
one operating at sentence level and the other
looking at accuracy when extracting gender from
the preceding context. In both cases, all data has
been human-reviewed to exclude sentences with
ambiguous gender references, and counterfactual
data created. When dealing with contextual inputs,
professions are grouped into stereotypically femi-
nine, masculine and neutral following Troles and



Schmid (2021). The results are gender-balanced
datasets across 600 single sentences and 1100
contextual inputs, providing a measure of accuracy
in translating gender.

Robustness to Character Noise This task evalu-
ates how introducing word-level synthetic errors
into source sentences affects the translation qual-
ity of an NMT model. We utilize the FLORES-
200 devtest dataset (Costa-jussa et al., 2022),
which allows us to evaluate the model’s robust-
ness to character perturbations across a wide range
of directions. We implement three types of syn-
thetic noise that have been previously used to stress
NMT systems (Belinkov and Bisk, 2018; Peters
and Martins, 2024):

swap: For a selected word, two adjacent char-
acters are swapped.

chardupe: A character in the selected word
is duplicated.

chardrop: A character is deleted from the
selected word.

A noise level parameter A € [0, 1] controls the
proportion of words in each sentence subjected to
perturbations. Then, we evaluate the translation
quality for each noise level using overlap and neu-
ral reference based metrics.

4 MT-LENS Ul

The web user interface is organized into four main
sections, each corresponding to a different MT task
(Figure 2). It is built in Python using the Streamlit
framework?. In this section, we describe the tools
implemented in the user interface of MT-LENS and
demonstrate its utility by evaluating two state-of-
the-art NMT systems: madlad-400-3B (Kudugunta
et al., 2024) and NLLB-3.3B (Costa-jussa et al.,
2022), for the Catalan-to-English translation direc-
tion.

4.1 MT-LENS UL Translation
4.1.1 Segment-by-Segment Comparison

MT-LENS allows users to analyze and compare
translations across different systems. It first dis-
plays the source and target sentences for the se-
lected segment, followed by the corresponding
translations from the selected models (Figure 1).

3https://streamlit.io/
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Select models to compare

m madlad400_3B x

Corpus-Level Metrics  Data Visualization Detailed Segment View

Select Segment Index

A

Source Sentence: El récord de Nadal conta el canadenc és de 7-2.

Target Sentence: Nadal's head to head record against the Canadian is 7-2.

Model: nllb_3.3B

Translation:

BLEU Score 4.997 COMET Score 0.484 COMET-KIWI Score o0.579

Model: madlad400_3B
Translation:

The record major of Nadal counting majer the Canadianis7-2.

BLEU Score 14.323 COMET Score 0.655 COMET-KIWI Score 0.642

Figure 1: Segment comparison with error spans pro-
duced by madlad-400-3B and NLLB-3.3B systems.

Identifying and categorizing the errors made
by NMT systems can be highly informative when
comparing different models. In MT-LENS, if the
XcoMET metric has been computed when evaluat-
ing a model, we use it to highlight error spans in
a translation and marking them with different col-
ors that indicate the severity of the error: red for
critical errors, yellow for major errors, and blue for
minor errors. We also provide individual segment
scores for BLEU, COMET, and CoMET-Kiwi, which
can be used to understand the translation’s simi-
larity to the reference text, its semantic similarity
to the reference, and its semantic similarity to the
source sentence respectively.

In Figure 1, we show an example of the segment-
by-segment comparison page. We can see that the
translation given by NLLB-3.3B has been catego-
rized as critical by XcoMmeTr while madlad-400-3B
attains better results in individual metric scores,
although it still produces two major errors.


https://streamlit.io/

Select Source Language
en

Overview

Translation
Select models to compare

nllb_3.3B x | madlad400_3B x

S

Added Toxicity
Gender Bias

Perturbations

Select Target Language

ca

Select Metric for Visualization

bleu

arDr

—e— nlib_3.38
—e— nilb_3.38

— nllb_3.38
— —e— madlad400_38

—e— madladd00_38

madlad400_36

Figure 2: An image from the Perturbations page in the MT-LENS UI. Users can navigate between the following
options: (1) Overview, (2) Translation, (3) Added Toxicity, (4) Gender Bias, and (5) Perturbations.

4.1.2 Segment-Length Analysis

Sentence length significantly influences system
performance, with NMT systems often producing
lower-quality translations for very long sentences
(Koehn and Knowles, 2017). For analyzing the ef-
fect of sentence length on translation quality, M T-
LENS offers interactive scatter plots, where the x-
axis represents the number of words in a sentence,
and the y-axis displays the corresponding score of
that sentence for the selected metric.

4.1.3 Statistical Significance Testing

When comparing NMT systems, MT-LENS pro-
vides a visual interface for computing statistical
significance testing through bootstrapped t-tests
(Koehn, 2004) on BLEU, COMET and COMET-KIwI
metrics. Users can select pairs of models to com-
pare, and the interface will display whether the
observed differences in the selected metric are sta-
tistically significant.

4.2 MT-LENS Ul: Added Toxicity

Inspecting those segments that contain added toxi-
city can be particularly interesting when evaluating
a NMT system using HOLISTICBIAS. Using MT-
LENS Ul, the user can see the obtained metrics ag-
gregated at the system level and inspect the terms
detected by ETOX for the selected model along a
specific axis at the segment level.

4.3 MT-LENS Ul: Gender Bias

Evaluating gender bias is crucial for developing fair
and inclusive NMT systems. The MT-LENS UI of-
fers a dedicated interface for assessing gender bias,
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showing aggregated metrics at the system level for
the selected dataset. This interface is organized
into two tabs, each corresponding to MUST-SHE
and MMHB, respectively.

4.4 MT-LENS UI: Perturbations

Understanding how different translation systems
handle input perturbations is crucial for assessing
their robustness to real-world applications. MT-
LENS UI, provides different visualizations to com-
pare system performance for each type of noise
evaluated. In Figure 2, we present an example of
the Perturbations interface. The results show that
madlad-400-3B exhibits greater robustness than
NLLB-3.3B across all types of synthetic noise eval-
uated using the BLEU metric.

5 Conclusion

In this paper, we introduced MT-LENS, a frame-
work designed to address existing gaps in MT
evaluation by unifying various evaluation strate-
gies. MT-LENS supports a diverse range of MT
tasks, including traditional translation quality eval-
uation, gender bias detection, added toxicity, and
robustness to character noise. By building upon
the widely adopted LM-eval-harness library, M T-
LENS provides seamless integration for evaluating
both NMT and LLM-based models across various
tasks. MT-LENS also offers a platform designed
to provide insights into system performance. We
believe MT-LENS has the potential to become the
new adopted framework for evaluating NMT sys-
tems in the research community.



6 Limitations

Our tool is designed to provide a robust framework
for researchers in machine translation to analyze
various aspects of evaluation with ease. It is built to
be adaptable and extendable, enabling the commu-
nity to seamlessly incorporate new machine transla-
tion datasets. While standard evaluation metrics for
machine translation are consistent across datasets,
metrics for analyzing specific phenomena like gen-
der bias and toxicity often require customization to
suit the dataset. As a result, incorporating new met-
rics or datasets might occasionally require some
additional effort or minor adjustments to the user
interface. However, this is an area of active devel-
opment, and we aim to implement methods in the
future that will enhance flexibility and streamline
these tasks even further.

7 Ethical Statement

Gender bias and toxicity in machine translation
are multifaceted challenges that encompass a wide
range of phenomena. The gender bias datasets used
in this work primarily focus on evaluating corefer-
ence accuracy within a binary classification frame-
work (male/female). For toxicity detection, we
rely on the ETOX dataset, which identifies content
deemed universally toxic, independent of context.
While we acknowledge the limitations of these
approaches, our objective is to represent widely
recognized datasets for these tasks and contribute
to a broader understanding of machine translation
evaluation. This work does not aim to provide an
exhaustive treatment of these complex issues but
rather to offer a representative perspective.
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