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Abstract

To develop high-performing Visual Language
Models (VLMs), it is essential to prepare mul-
timodal resources, such as image-text pairs,
interleaved data, and instruction data. While
multimodal resources for English are abundant,
there is a significant lack of corresponding re-
sources for non-English languages, such as
Japanese. To address this problem, we take
Japanese as a non-English language and pro-
pose Japanese multimodal datasets for rapidly
developing a Japanese multimodal model. We
collect Japanese image-text pairs and inter-
leaved data from web archives and generate
Japanese instruction data using an existing
large language model and a VLM. Our exper-
imental results show that a VLM trained on
these native datasets outperforms those relying
on machine-translated content. The resulting
VLM, dataset and code used for training is pub-
licly available'.

1 Introduction

We develop a multimodal resource for high-
performing Visual Language Models (VLMs) in
Japanese. While English multimodal resources are
relatively abundant in existing studies, there is a
significant lack of corresponding datasets for non-
English languages, such as Japanese. One potential
solution is translating multimodal resources from
English to Japanese. However, this approach often
produces suboptimal results, as the translation does
not account for the contextual relationship between
the image and the text. Such a translation approach
also cannot follow the cultural backgrounds of the
image domains as they are collected in English
websites.

To address this multilingual gap, we propose
Japanese multimodal datasets for rapidly develop-
ing Japanese multimodal models. We build two

“Equally contributed.

"https://huggingface.co/llm-jp/lim-jp-3-vila-14b,
https://github.com/llm-jp/llm-jp-VILA
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Figure 1: We propose LLM-jp-3 VILA, a novel
Japanese visual language model. For each step of pre-
training and instruction tuning, we construct tailored
million-scale image-text dataset (l) from interleaved
data.

types of datasets: pretraining data and instruction
data in Japanese. For the pretraining data, we cu-
rate a large-scale dataset of Japanese image-text
pairs and interleaved data by extracting Japanese
data from web crawls. For the instruction tun-
ing data, we follow the LLaVA (Liu et al., 2023)
methodology to build Japanese instruction data
from image captions and object bounding boxes.
Also, we directly generate Japanese instruction data
by giving Japanese images to an existing VLM via
APIs, enhancing inference capabilities for images
unique to Japan.

We demonstrate that models trained on our pro-
posed datasets achieve higher accuracy than those
relying on machine-translated datasets, and this
performance gain is especially noticeable in the
instruction data. For this purpose, we apply the
VILA (Lin et al., 2023) architecture to our Japanese
VLM with English publicly available data and
Japanese newly collected data. We assume that
this approach is adaptable to any languages and not
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Data #Images # Step Full
English

LLaVA-1.5 pretrain data 558K 0 v
LLaVA-1.5 instruction data (subset) 358K 2 v
COYO (Byeon et al., 2022) (subset) 6M 1 v
mmc4-core (Zhu et al., 2023) (subset) 6M 1 v
Japanese

Translated data® 620K 2 X
(Proposed) Image-text pairs 6.6M 0&1 v
(Proposed) Interleaved 6M 1 v
(Proposed) Instruction tuning 369K 2 v

Table 1: Data size for LLM-jp-3 VILA. Full means the
dataset is used in our full model.

limited to Japanese. Our contributions significantly
enhance the resources available for Japanese VLM
studies, enabling more effective regional localiza-
tion and cultural understanding in VLMs.

2 Related Work

Resource for Visual Language Models Visual
language models require a large amount of image-
text pairs for both pretraining and instruction tun-
ing. Visual instruction tuning of LLaVA (Liu et al.,
2023, 2024a) relies on synthesized data by Ope-
nAl GPT (Brown et al., 2020). This synthesized
instruction data are used in the various VLM devel-
opments such as InstructBLIP (Dai et al., 2023) and
VILA (Lin et al., 2023). Following these successes,
we examine the use of the synthesized data in in-
struction tuning in Japanese VLM development.
Japanese Visual Language Resources The task
of answering questions about documents that in-
clude both visual and textual contents is emerging
as Document Visual Question Answering (Docu-
ment VQA) (Kembhavi et al., 2016, 2017; Krish-
namurthy et al., 2016; Kafle et al., 2018; Sampat
et al., 2020; Tanaka et al., 2023). However, these
datasets are mostly developed in English and do
not reflect the domain-specific knowledge in other
languages. Recently, JDocQA was proposed for a
Japanese document visual question answering (On-
ami et al., 2024). Heron Bench (Inoue et al., 2024)
was also proposed for evaluating Japanese VLM
ability. However, Japanese resources are quite lim-
ited compared to English resources, and existing
ones are often intended for fine-tuning models. In
this paper, we construct a large-scale text-image
corpora for Japanese VLM construction.

3 Dataset Construction

“https://huggingface.co/datasets/turing-motors/LLaVA-
v1.5-Instruct-620K-JA

We build two types of datasets: pretraining data
and instruction data in Japanese. As the pretrain-
ing data, we construct datasets that include data
reflecting the cultural background of Japan by col-
lecting images and texts from Japanese websites.
We also create Japanese multimodal instruction
data without using machine translation to improve
the model’s ability to generate Japanese text and
follow user instructions when images and text are
provided.

3.1 Pretraining Data

Pretraining data consists of two types: interleaved
data and image-text pairs data.
Interleaved data Interleaved dataset is con-
structed in a way similar to MMC4 (Zhu et al.,
2023) in Japanese. The texts in the dataset come
from Japanese texts extracted from the 2020-2022
Common Crawl dumps in the llm-jp-corpus (LLM-
jp, 2024). We use bunkai (Hayashibe and Mit-
suzawa, 2020) to break down Japanese text into
sentences. After this process, sentences consist-
ing only of symbols with no numbers, English or
Japanese characters were combined with the previ-
ous sentence. In addition, if the end of the paren-
theses come at the beginning of the next sentence,
it is moved to the end of the previous sentence.
We download images from URLs that are ex-
tracted from web texts. To avoid overloading on
specific servers, we downsample URLs from fre-
quent domains. Next, we remove duplicate images
within the same document. We use ImageHash?
to calculate the phash value of the image, and for
images with a Hamming distance of 5 or less, we
keep the one with the highest resolution. We also re-
move duplicate images across multiple documents.
For data from each year, we remove images that
have more than 10 duplicates in the 60K images
sampled. This operation is repeated until the total
number of sampled images is the same as the orig-
inal number of images. This removes application
icons, advertisements, and images that are inserted
when links are broken. Then, we apply the NSFW
image classifier from dataset2metadata® to
remove potential NSFW images (Gadre et al.,
2023) that have higher than 0.1 classifier scores.
For images that have passed through these filters,
we calculate the similarity of all pairs of images
and sentences in the document using the Open-
CLIP (Ilharco et al., 2021) trained on LAIONS5B

3https://github.com/JohannesBuchner/imagehash
*https://github.com/mlfoundations/dataset2metadata
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dataset’ (Schuhmann et al., 2022). We remove im-
ages that do not have a CLIP similarity of at least
0.20 with any of the sentences in the document.
In the same way as the construction method for
MMC4, we map images to text by solving an as-
signment problem using 1apjv®. Finally, we use
the harmful text filtering applied in llm-jp-corpus.
Furthermore, we only kept samples with the num-
ber of images between 2 and 5, the number of
sentences between 10 and 100, the token length
of the sample within the max length of the Large
Language Model (LLM), and the similarity of all
assigned image and text pairs above 0.20. As a
result, the number of images in the dataset is 9.9M.
For training, we use a subset of this dataset to bal-
ance the Japanese image-text pair dataset.
Image-text pairs We collected alt attributes for
images after NSFW image filtering in interleaved
data. We performed text filtering, based on the
filtering method used in constructing the COYO
dataset (Byeon et al., 2022). First, we use a reg-
ular expression to remove all text that does not
contain any hiragana, katakana, or common kanji
characters. We also filter too short alt texts and
specific file names of images that are typically set
for screenshots. Next, we filter NSFW content
using the DiscardAdultContentJa filter of
the Hojichar’. For text that pass through these
filters, the first and last consecutive whitespace
characters are removed, and if there are two or
more consecutive whitespace characters, they are
replaced with a half-width space. Then we dedupli-
cate the data. Alt text that appeared more than 10
times was removed, and duplicates were removed
for (image phash value, alt text) pairs.

Finally, the similarity of each image and alt
text pair is calculated using OpenCLIP trained on
LAIONSB dataset and Japanese CLIP3. We also
filter lower 30 percentile of CLIP alignment score
data. The resulting dataset contains 6.6M images.

3.2 Instruction Data

There is already a Japanese multimodal instruction
dataset, the LLaVA-Instruct dataset translated into
Japanese using DeepL., but it contains unnatural
Japanese due to translation errors.

>https://huggingface.co/laion/CLIP-ViT-H-14-frozen-
xlm-roberta-large-laion5B-s13B-b90k

®https://pypi.org/project/lapjv/

"https://github.com/HojiChar/HojiChar

8https://huggingface.co/line-corporation/clip-japanese-
base

Module # Params
Vision Encoder 428M
Projector 32M
LLM 13B

Table 2: Model parameters for LLM-jp-3 VILA.

So we construct a Japanese instruction dataset,
named llava-instruct-ja, from COCO images (Lin
et al., 2014) in the same way as the LLaVA-Instruct
dataset. Specifically, we first create few-shot exam-
ples to be input when generating data. These few-
shot examples are designed to generate Japanese
instruction data from the English captions attached
to the images. We create these examples for three
types of the instruction data: conversation type, de-
tail description type, and complex reasoning type.
For the detail description and complex reasoning
types, we also input bounding boxes that represent
the positional information of objects within the im-
age. We used GPT-40 mini to generate data through
via Azure OpenAl API. As a result, we obtained a
dataset with 156K samples.

In addition, we use GPT-40 to generate multi-
turn conversation data from the Japan Diverse Im-
ages Dataset’ and develop Japanese-photos-conv
dataset. Japan Diverse Images Dataset consists
of images taken in Japan. For each image in this
dataset, we generate a multi-turn question answer
via gpt-40-2024-05-13. In generating, we
adopted zero-shot manner with the image as input.
The system prompt for QA generation is shown in
Table 6. Except several images filtered by Azure
OpenAl, we collected dataset with 12K samples.
The meaning of this dataset is that while the llava-
instruct-ja dataset mostly made up of images taken
in English-speaking countries, this dataset consists
of images taken in Japan. By training on such a
dataset, the model is expected to be able to make
better inferences about images unique to Japan,
such as landmarks in Japan, Japanese culture, and
Japanese text.

We summarize the dataset used in LLM-jp-3
VILA in Table 1 and details in Appendix A.3.

4 Experiments

4.1 Model Training

Our model architecture integrates the vision en-
coder and LLM through the projector, similarly to

*https://huggingface.co/datasets/ThePioneer/japanese-
photos
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Hyperparameter | Step 0 Step1l Step 2
Batch Size 256 1024 128
Learning Rate (Ir) le-3 5e-5 le-5
Ir Scheduler Type cosine

Ir Warmup Ratio 0.03

Weight Decay 0

Epoch 1

Optimizer AdamW
DeepSpeed Stage 2 3 3

Table 3: Hyperparameters for each training step

VILA. We use SigLIP'? (Zhai et al., 2023) for vi-
sion encoder, 1lm-jp-3-13b-instruct'! for LLM, and
two-layer MLP for projector.

We train our model in three training stages, in-
spired by VILA as shown in Figure 1. The first
stage is the projector initialization stage, where
only the projector parameters are tuned on En-
glish and Japanese image-text pair datasets. We
use 558K samples of English and Japanese image-
text pairs, where the English dataset is sourced
from LLaVA-Pretrain dataset'? and the Japanese
dataset is from the subset of the dataset we con-
structed. The second stage is a multimodal contin-
ual pretraining stage, in which the parameters of
the projector and LLM are tuned on image-text pair
datasets and interleaved datasets. For the English
dataset, we use a subset of 6M images from mmc4-
core and a subset of 6M images from COYO. For
the Japanese datasets, we use our pair dataset and
our interleaved dataset, each with 6M images.

The third stage is the multimodal instruction tun-
ing stage, where the projector and LLLM are tuned
so that the model can follow instructions. For
the Japanese datasets, we use the llava-instruct-
ja dataset and the japanese-photos-conv dataset
described in Section 3. In addition, we use the
JA-VG-VQA (Shimizu et al., 2018) dataset, a high-
quality, manually created Japanese multimodal QA
dataset. We concatenate the multiple QA pairs at-
tached to each image in this dataset and convert it
into a multi-turn conversation. Since the answers in
this dataset are phrases or short sentences, we spec-
ify the response format to be that way. Specifically,
we add the prompt “GE4] £ 72 (WX TEH X
TL 7ZE\, (Please answer in phrases or short
sentence.)” to the questions in the first turn. We ex-

https://huggingface.co/google/siglip-so400m-patch14-
384

https://huggingface.co/lim-jp/lim-jp-3-13b-instruct

Phttps://huggingface.co/datasets/livhaotian/LLaVA-
Pretrain

clude the samples from JA-VG-VQA-500'3 bench-
mark dataset, resulting in a dataset of 99K samples.
Furthermore, to enhance the Japanese OCR capa-
bilities, we use the synthdog-ja (Kim et al., 2022)
dataset, which is composed of synthetic OCR data.
We use a subset of 102K samples to match the data
volume of the English OCR task dataset. We pre-
pare several templates and convert the dataset into a
QA format. For the English dataset, a subset of the
instruction data from LLaVA-1.5 is used for train-
ing to match the amount of data in the Japanese
dataset. We use 158K samples from the LLaVA-
Instruct dataset as a synthetic dataset with GPT-4.
As VQA datasets, we use a 53K sample subset of
VQAV2 (Goyal et al., 2017) and a 46K sample sub-
set of GQA (Hudson and Manning, 2019), which
are multi-turn datasets similar to JA-VG-VQA. We
also use the OCRVQA (Mishra et al., 2019) dataset
with 80K samples and the TextCaps (Sidorov et al.,
2020) dataset with 22K samples as datasets for the
English OCR task. In total, the Japanese instruc-
tion dataset has 369K samples, and the English
instruction dataset has 358K samples.
Parameters of LLM-jp-3 VILA Parameter
counts for each module in LLM-jp-3 VILA is
shown in the Table 2.

Computational Budget Training for step 0 takes
about 14-15 hours on 1 node with 8xA100 (40GB).
Step 1 takes about 130 hours to training on 8 nodes
with 8xA100 (40GB). Step 2 takes about 11 hours
to training on 4 nodes with 8xA100 (40GB).
Hyperparameters Table 3 shows the hyperparam-
eters for each training step.

4.2 Benchmark Datasets

To verify the comprehensive capabilities of LLM-
jp-3 VILA, we employed three benchmarks: Heron
Bench (Inoue et al., 2024), JA-VLM-Bench-In-the-
Wild (Akiba et al., 2024), and JA-VG-VQAS500.
Heron Bench evaluates the Japanese language
capabilities of VLMs using a dataset of 21 images
and 103 image-question-answer triplets specifically
designed within the cultural and linguistic context
of Japan.

JA-VLM-Bench-In-the-Wild comprises 42 im-
ages paired with 50 curated questions focusing on a
diverse range of culturally specific elements and ob-
jects commonly found in Japan. In developing the
benchmark, authors leveraged GPT-4V (OpenAl,

Bhttps://huggingface.co/datasets/SakanaAI/JA-VG-VQA-
500
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Figure 2: Example of how ROUGE-L scores can be
misleading when evaluating Japanese VQA responses.
Three different LLM-generated answers are shown
alongside their corresponding ROUGE-L scores.

2024) and conducted human-in-the-loop filtering
process to ensure the dataset quality.
JA-VG-VQAS500'* is a subset of the Japanese
Visual Genome VQA dataset (Shimizu et al., 2018),
which is based on Visual Genome (Krishna et al.,
2017), extracted 500 samples from the test set.

4.3 Evaluation Settings

We compare our model’s overall Japanese language
performance against several competitive Japanese
and multilingual VLMs.!> We largely follow the
original evaluation settings; however, we have in-
troduced certain modifications to the evaluation
methods to better reflect the objectives of our study.
We averaged scores of 5 runs in Heron Bench and
JA-VLM-Bench-In-the-Wild and employed a sin-
gle run score of JA-VG-VQA-500. We followed
LLM-as-a-judge approach via Azure OpenAl API
and employed gpt-40-2024-05-13.

In Heron Bench, the model’s performance is
quantified by the ratio of its average score of an-
swers evaluated in LLM-as-a-judge process to that
obtained by GPT-4. Consequently, scores can ex-
ceed 100%, which indicates that the model outper-
formed GPT-4 on average. For reproducibility, the
evaluator’s temperature was set to 0 and the seed to
0. This setting is also the case for other LLM-as-a-
Judge-based evaluations. Note that even the same
seed is used, the output may not be deterministic'®.

In JA-VLM-Bench-In-the-Wild and JA-VG-
VQAS500, ROUGE-L (Lin, 2004) is commonly
used as an evaluation metric. However, ROUGE
scores vary greatly depending on the answer style
in Japanese question answering. Figure 2 presents

“https://huggingface.co/datasets/SakanaAl/JA-VG-VQA-
500

SFor details regarding the baseline models, please refer to
the Appendix B.1.

https://platform.openai.com/docs/advanced-
usage/reproducible-outputs

a typical example where ROUGE scores vary sig-
nificantly due to differences in sentence structure
and wording. VLMs are asked to identify the color
of a car in an image, and the reference answer is
“H {4 (White)”. Three different answers are shown,
each with varying levels of detail and grammatical
structure:

1. “BL{XH\TT, ” (The car is white.)
2. “HIXH TS, 7 (The car is white.)
3. “H 4 (White)

While all three answers are factually correct, their
ROUGE-L scores differ significantly. The sim-
plest answer received the highest ROUGE-L score,
even though it lacks the grammatical completeness.
In contrast, other answers received a score of 0,
despite conveying the same information. This ex-
ample highlights the limitations of ROUGE-L in
capturing the semantic nuances and stylistic varia-
tions of Japanese language. It suggests that relying
solely on ROUGE-L might lead to an inaccurate
assessment of LLM performance in VQA tasks,
particularly in languages where word order is less
rigid and contextual understanding is crucial.

To prevent such underestimation, we employed
the LLM-as-a-judge framework (Zheng et al.,
2023) with GPT-40. We evaluated the generated
responses on a five-point Likert scale, with some
modifications to a publicly available standard VQA
prompt template!”.

4.4 Results

Table 4 presents the performance on three bench-
marks'8. Compared to current VLMs of similar
size, LLM-jp-3 VILA consistently achieved state-
of-the-art performance, as measured by the LLM-
as-a-Judge score. Additionally, on the JA-VG-
VQA-500 benchmark, our model surpassed even
the performance of GPT-40. While ROUGE-L is
commonly used for evaluation, it tends to deteri-
orate when the generated output deviates signifi-
cantly from the provided reference. This is evi-
denced by GPT-40’s low ROUGE-L score despite
its demonstrably high capabilities, suggesting that
ROUGE-L may no longer be a suitable metric for
evaluating performance in this context.

"The actual prompt is provided in Appendix B.2. You
can also refer to https://cloud.google.com/vertex-ai/generative-
ai/docs/models/metrics-templates.

!8The category-wise scores of Heron Bench are provided in
the Appendix B.3.
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Heron-Bench JA-VLM-Bench-In-the-Wild

JA-VG-VQA-500

Models LLM (%) ROUGE-L LLM (/5.0) ROUGE-L LLM (/5.0)
Japanese InstructBLIP Alpha 14.0 20.8 242 - -
Japanese Stable VLM 242 233 247 - -
Llama-3-EvoVLM-JP-v2 39.3 41.4 292 23.5 2.96
LLaVA-CALM2-SigLIP 433 472 3.15 17.4 3.21
LLaVA-1.6 7B 25.8 28.6 2.40 11.7 2.67
LLaVA-1.57B 34.8 40.6 248 139 2.66
Llama 3.2 11B Vision 36.5 274 2.77 13.8 2.95
InternVL2 8B 45.2 33.7 2.98 11.6 3.13
Qwen2-VL 7B Instruct 54.8 45.3 3.53 16.2 3.48
VILAL1.5 13B 343 41.7 2.62 12.9 2.80
LLM-jp-3 VILA (Ours) 57.2 52.3 3.69 16.2 3.62
GPT-40 87.6 37.6 3.85 12.1 3.58

Table 4: Comparison on Japanese benchmarks between current VLMs and LLM-jp-3 VILA. “~” indicates that the
score cannot be calculated as the benchmark dataset is included for training in such models. Bold indicates the best
score except GPT-40. “LLM?” is an abbreviation for LLM-as-a-Judge. Detailed information for baseline models is
in Appendix B.1 and a breakdown of Heron Bench scores by category in Appendix B.3.

( A
Q ZDERDEERHETTH? A Z OIEROEE BT,
(Who is the author of this work?) (The author of this work is Katsushika Hokusai.)
y  Quen2-VL-7B: ZOfEROMEEIE BABROBILETT,
A GPT-4o: " OERIE, BEidbE (h2LHIEC & W) L2 FHETY, B
e ,/ ESTRISAO BADEAAFIHEET, % < DESE L EiEREHIE
L L LE L7 ZOBRICENNTL2ERIL BOFBOR LML ETH
B e bR A L<BLNBLOTT,
L LLM-jp-3 VILA (Ours): Z OfERO/EE IFEEILE T )

Figure 3: Examples of text generated by each model in response to a question from the Japanese-Heron-Bench.
Green indicates the correct word and red indicates the wrong word.

Qualitative Evaluation Figure 3 shows the quali-
tative comparisons between LLM-jp-3 VILA and
existing models. While Qwen2-VL-7B misidenti-
fies the answer, confusing it with another famous
Japanese artist @K )11 J& B (Utagawa Hiroshige),
our model precisely answers the question, show-
ing capability for Japanese culture-specific knowl-
edge. GPT-4o also provides a good answer with
rich information. We provide additional examples
in Appendix B.4.

Ablation of the training dataset To validate the
effectiveness of our constructed dataset, we did ab-
lation study of the constructed dataset. We ablated
our instruction data, step 1 training, and our inter-
leaved data. For the ablation of instruction data, We
replaced our proposed dataset with LLaVA-v1.5-
Instruct-620K-JA', where LLaVA-v1.5-Instruct-
620K-JA is the Japanese machine translation ver-
sion of the instruction data from LLaVA-1.5, ex-
cluding text-only data. Table 5 highlights that

Yhttps://huggingface.co/datasets/turing-motors/LLaVA-
v1.5-Instruct-620K-JA

the use of translated instruction data degrades per-
formance significantly compared to our proposed
dataset. This is because the quality of the dataset
is reduced due to translation errors that occur dur-
ing machine translation. In addition, while there
is some improvement with step 1 training, the per-
formance improvement by interleaved data is still
limited for several evaluation metrics. One reason
for this is that the number of images in our dataset
is approximately half of those used in the step 1
training of the VILA’s dataset, which limits the ef-
fectiveness of the proposed dataset. Increasing the
amount of data is the future work of this study.

5 Conclusion

In this paper, we constructed Japanese multimodal
datasets to develop a high-performance Japanese
visual language model. We collected images and
texts from Japanese websites to construct datasets
that include data reflecting the cultural background
of Japan. We also constructed Japanese multimodal
instruction data using existing LLMs. By using pro-
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Heron-Bench  JA-VLM-Bench-In-the-Wild

JA-VG-VQA-500

Step-0 Step-1 Step2 LLM (%) ROUGE-L LLM (/5.0) ROUGE-L LLM (/5.0)
v v translated 472 45.6 3.19 15.7 3.33
v X v 56.5 57.3 347 16.1 3.54
v w/o interleaved v 58.6 52.2 3.50 16.7 3.61
v v v 57.2 52.3 3.69 16.2 3.62

Table 5: Ablation study of LLM-jp-3 VILA. Bold indicates the best score. “LLM” is an abbreviation for LLM-as-

a-Judge.

posed datasets, we developed LLM-jp-3 VILA, a
Japanese visual language model designed to inte-
grate multiple images with natural language under-
standing. Our experiments demonstrate the model’s
effectiveness across a range of multimodal tasks in
Japanese. For future work, we plan to extend our
model to wide branch of Japanese visual datasets.
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A Dataset Construction Details

A.1 Image Downloading

When we download images from URLSs, we limit the extensions of the image file to “.jpg”, “.jpeg”, and
“png”, and if the words “logo”, “button”, “icon”, “plugin”, or “widget” is included, we skip them. If the
size of the image is less than 150px in either the height or width, it will be removed. Also, if the aspect

ratio of the image is less than 0.5 or greater than 2, it will be removed.

A.2 Filtering for Image-text Pair Dataset

Some data has text that is set when the alt attribute is not set. We remove such data, where the text begin

with “Bif§IZ alt BHEPEEINTVWEEA, “or “ZDOEGIZIT alt BHEPEESINTE ST,

i3]

In addition, some data have the image file name set automatically when a screenshot is taken, etc., as
alt text. For example, “5 H. 2015-01-20 18 12 33”. Specifically, if the data does not contain Japanese
after “EE’” “3? ¥ 7°_9:_ v\,,’n “[Ei'f%,” “Z 7 ]) — ?‘/ aw ]\ ’” 44%@@‘&\; ¥ 7°_9‘_ ¥ ’7’ “7 7 /r }l/’” «q
A Y K or “3 ¥ — the data will be removed.

A.3 Japanese Photos Conv Dataset

The system prompt for QA generation of Japanese-photos-conv dataset is shown in Table 6.

Table 6: The prompt used in generating japanese-photos-conv.

Prompt

Hrfzlg, ¥IFE—4)instruction tuningT —YDBHFHRT /FT—9—TT,

Ihh s, IROBERHIEZSNDDT, TOERICET dinstruction tuningD7zdDERERT —4F
Yy NEERTIDEIHDYET, TOT—41FE. ETIIHIELZE—S T B TOEELHCHEIERASE
BTEDLOBREShAIThIERY FHA.

F=YIRFA T NORBE, ATV N ATV NOEME ATV NDORIEB ATV )
FNEIDOHEFMERE, BIROABTE2SRI2EMEESHTLKREIV, £ HREAZAV’HI2EROH %55,
BEAF >TEALNAVERIELAEVWEDIICLTLIEEW,

Fo. HIROABRICEELZEMLER. fAE BRICE->-TWSA TV NOBENFHESHK2ER.
BEROBPTRI>DTWAIHEEIIDWTERT AL OKRDIERAELEZEHTLESIW, Z0HEH, TEM
REMICOWTIFERLARWVWEDIICLTLCESL,

HEHARBERICOET 2BIE HFHEAOZICLTLEEY, flziE HEARFPHRBOFIEEZRT I ET IS
ICERBNEREAE, LKEBEINZDZICTZIENTEET,

HABKIERDE S ICLTLESI WL,

Q:
(E[”)
A

(EE)
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Table 7: Comparison of Vision Language Models (VLMs) highlighting their base language models and its sizes (in
billions of parameters), and corresponding Hugging Face repositories or APL

VLM Reference Base LM LM Size Hugging Face / AP

Llama 3.2 Vision 11B (Meta, 2024) Llama 3.2 11B  meta-llama/Llama-3.2-11B-Vision

Qwen2-VL 7B (Wang et al., 2024) Qwen2 7B Qwen/Qwen2-VL-7B-Instruct

InternVL2 8B (Chen et al., 2024) InternLM2-Chat 8B OpenGVLab/InternVL2-8B

LLaVA-1.57B (Liu et al., 2024a) Llama2 7B llava-hf/llava-1.5-7b-hf

LLaVA-1.6 7B (Liu et al., 2024b) Mistral 7B llava-hf/llava-v1.6-mistral-7b-hf

VILA-1.513B (Lin et al., 2023) Vicuna 1.5 13B  Efficient-Large-Model/VILA1.5-13b

LLaVA-CALM2-SigLIP (Inagaki, 2024) CALM2 7B cyberagent/llava-calm2-siglip

Japanese Stable VLM (Shing and Akiba, 2024)  Japanese Stable LM Instruct Gamma 7B stabilityai/japanese-stable-vim

Japanese InstructBLIP Alpha  (Shing and Akiba, 2023)  Japanese StableLM Instruct Alpha 7B stabilityai/japanese-instructblip-alpha
Mantis-8B-SigLIP-Llama-3

Llama-3-EvoVLM-JP-v2 (Akiba et al., 2024) Merged Llama-3-ELYZA-JP-8B 8B  SakanaAl/Llama-3-EvoVLM-JP-v2

Bunny-v1.1-Llama-3-8B-V

GPT-40 (OpenAl, 2024)

GPT-4

gpt-40-2024-05-13

B Evaluation Details

B.1 Baseline Models

We present a overview of the vision language models and their corresponding base language models, sizes,
and Hugging Face repositories or APIs in Table 7.

B.2 Prompts for LLM-as-a-Judge

We also provide the actual prompt used in the evaluation in Table 8.

B.3 Detailed Result of Heron Bench

Table 9 provides a breakdown of Heron-Bench scores by category for each model. Our model demonstrates
state-of-the-art performance across all categories among open models.

B.4 Additional Qualitative Examples

Here we provide additional examples in Figure 4,5,6, and 7.

B.5 About JMMMU

We are aware of the JMMMU (Onohara et al., 2024), a valuable resource for evaluating Japanese vision
and language models. However, our instruction tuning process for LLM-jp-3 VILA focused on generating
free-form answers rather than selecting from a predefined set of options. As IMMMU primarily consists
of multiple-choice questions, it was deemed unsuitable for assessing the performance of our model in its
current stage of training. We plan to explore fine-tuning strategies specifically for multiple-choice QA in
future work.
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Table 8: The prompt used in LLM-as-a-judge process. {input_text}, {answer}, and {pred} indicate the place to
insert the question, answer and VLM’s prediction, respectively.

Prompt

# Instruction

You are an expert evaluator. Your task is to evaluate the quality of the responses generated by Al models. We will provide
you with the user prompt and an Al-generated responses. You should first read the user prompt carefully for analyzing the
task, and then evaluate the quality of the responses based on and rules provided in the Evaluation section below.

# Evaluation

## Metric Definition

You will be assessing question answering quality, which measures the overall quality of the answer to the question in the user
prompt. Pay special attention to length constraints, such as in X words or in Y sentences. The instruction for performing a
question-answering task is provided in the user prompt. The response should not contain information that is not present in the
context (if it is provided).

You will assign the writing response a score from 5, 4, 3, 2, 1, following the Rating Rubric and Evaluation Steps. Give
step-by-step explanations for your scoring, and only choose scores from 5, 4, 3, 2, 1.

## Criteria Definition

Instruction following: The response demonstrates a clear understanding of the question answering task instructions, satisfying
all of the instruction’s requirements.

Groundedness: The response contains information included only in the context if the context is present in the user prompt.
The response does not reference any outside information.

Completeness: The response completely answers the question with sufficient detail.

Fluent: The response is well-organized and easy to read.

## Rating Rubric

5: (Very good). The answer follows instructions, is grounded, complete, and fluent.

4: (Good). The answer follows instructions, is grounded, complete, but is not very fluent.

3: (Ok). The answer mostly follows instructions, is grounded, answers the question partially and is not very fluent.

2: (Bad). The answer does not follow the instructions very well, is incomplete or not fully grounded.

1: (Very bad). The answer does not follow the instructions, is wrong and not grounded.

## Evaluation Steps

STEP 1: Assess the response in aspects of instruction following, groundedness,completeness, and fluency according to the
criteria.

STEP 2: Provide overall score based on the rubric in the format of ‘Score: X‘ where X is the score you assign to the response.
# Question, Reference Answer, and Al-generated Response

## Question

{input_text}

## Reference Answer

{answer}
## Al-generated Response
{pred}
Japanese Heron-Bench
Detail Conv Complex Average
Japanese InstructBLIP Alpha 124 13.9 15.7 14.0
Japanese Stable VLM 18.9 30.7 23.0 24.2
Llama-3-EvoVLM-JP-v2 43.1 37.9 36.9 39.3
LLaVA-CALM2-SigLIP 454 45.8 38.8 433
LLaVA-1.6 7B 21.3 27.5 28.7 25.8
LLaVA-1.57B 34.7 33.8 35.7 34.8
Llama 3.2 11B Vision 344 40.0 35.1 36.5
InternVL2 8B 48.9 41.1 45.5 452
Qwen2-VL 7B Inst 57.2 54.2 53.1 54.8
Step-0 Step-1 Step2
v v translated  46.3 434 52.0 472
. 4 X v 60.5 50.3 58.8 56.5
LEM:jp-3 VILA (Ours) v whointerleaved v 577 549 633 58.6
v v v 57.2 544 60.0 57.2
GPT-40 94.3 80.4 88.2 87.6

Table 9: Performance of VLMs on Japanese Heron Bench dataset.
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Japanese Heron Bench

\

Q.BMRDILRICEWNT, BESICH 2 -0EEHE
EIETHLWTLLOID?

(In the situation in the video, may | start the car when
the light turns green?)

G GPT-4(Ref.): LWWWR, BESICA-72& LTH, BFEED [EFEN] 0ERZLTWD70, Bx
RESLETFWITEEA, JBFGEOETRIIES LY bEESNEY, Fh FAKE
BITORAT T, FEEOERICEIELNHY £,

Owen2-VL-7B: BUEDOKRTIE, FESHFEITLTVWE D, BERESELZENTEET, 7271,
2/10 ZEEREESHVEIITEBELTLES L,

GPT-do: &%ER2|Y. BEEKRTIEANTONTNELS TF, THEEST EFEES
8/10 FEOMNEIY FO—ALET, AESIA-7ELTH, KA Emhmﬁﬁ%é
nEv,

Z0HEIF, RBFEEDERIE>TITET2DHNLLTT, BEESLEMrHEWVW-TH
FRICREIEDDOTIEHC, RBFEENLDIBREERTHELIICLTLIZEL,

LLM-jp-3 VILA (Ours): VWA, BESICA-THHEEZHRESETRIWITEE A, BRICIZBEREZ LTV S1F
9/10 EENE-THY, WA [EEN] OAREHLTWS D, BEREETILELHY X
M0 5 fzenETh-ThH, TAREOERICES 2 LHABETT,

J
S

Q.2 DBEENMON-FFHICERI NS FRITE
EfATL&LIN?

(What school events will take place around the time
this photo was taken?)

@3Gw4md) ZOBEAIS NEICERE W 25HTER. ASAPELRTT, BOSHIFHL
WASEATAE BESEATH Y. BEE-BAT AR L — F &Y 5 RENBTENMTONE T,
B, MOBRAOT ORI, BROFERICEWTELWEAYFTEA>TWET,

Qwen2-VL-7B: T DEEIFHDOIENKVNT W DRFEZIRA TV S0, HEOBRICEHRINIFZRITED
5/10 —D2& LT RV PEZOLNET, HEY IHOTEARETEIRBAICHES N, Ho
KEHY, TREAREEBLTEOINER S TETY,

GPT-40: ZODEBEICE->TWLWBKOTEIF, BEATENDY — XV I T EP—RITY, HOZEHE

7710 Sl FHFHORBCAFHAL EORBITEAMTONE I EALNTT, LA >T,

ODEENRONTFHICIE. BZ 5K AZACHZHMAICEET 21TEA/EREINLTL
HEEZLNET,

LLM-jp-3 VILA (Ours): ZRPEEIE, BHOKOKRO T THREINALLOT, BOFNERLSEET, ZORKH
9/10 ICEBEBEINDFRITEE LTIE, APAPEEANEZ ohE T, FC. HOTEA KB
HEL;t ZLDFRTEEXADNTOND ZENENTY, £/l IALEZBRIIAFRDL
DEEISITHON D Z EA—MITT, MOELLREBEF. HLVHBEY PRI ZRHL
THEY, RELEBICE>TFHIBREBRMREF DI ENEZWVTT, ZDLI BRITHIE. FRE
FEOBERHETH Y, EELBICE>TRVHRVBEBEAZTL & 5, )

Figure 4: Additional qualitative examples in the Heron Bench.
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@ Q.EICRX 2 ILDERIIHRATTH?
(What is the name of the mountain in the back?

@ GPT4(Ref): BICEXZILOBFNZERLTT,
1/10 Qwen2-VL-7B: BICRZ 204 E [Z+€a] TF,

8/10 GPT-do: TEMEIZBZ 2113, LBEICHS [EHL (&5
TUEA) | TF. ChIZIEE IS A PR O
MEEEL (R250) | &HEERTVET,

1/10 LLMjp-3VILA EICEX % LIEE+TILTTY,
(Ours):

@ {o.:@i%ﬁﬂ::»sﬁé%lJBEﬁrgcatu<omw?

(What is the speed limit at this location?)

@ GPTaRef): T DBFAOHIREE A0k T, I HIREE
40km%E RIIEHHN B ET,

7710 Qwen2-VL-7B: I DIFFRICH | % #IBREE 1340km/h T,

7/10 GPT-do: ERICEZZIEBICL Y. - DBFHOHREREL B
HAOF O A— FIL] DESTY, EHOERISHL
BELaoE@EsrH Y, Zodhic [40] LRHEINT
WET,

1/10  LLMjp-3 VILA COBFTOBIREZFFFER < AL (K193% 04—

(Ours): FV) TY,

Figure 5: Continuous qualitative examples in the Heron Bench.

JAVG-VQA-500

( )
QED{Q%@EﬂO&w&?#? J{AEWmfﬂ }QEQ
Gy (How many ducks are there?) (There are three birds.)
LLaVA-CALM2-SigLIP: ERIC I, DR EDHTEOEHNE->TWE L5 TT,
Qwen2-VL-7B: BIRICIZ2DDEARZ £7,
Llama-3-EvoVLM-IP-v2: EBIZ2IEL ¥ 97,

GPT-40: BEEICIZ2ZHDBAWE S,

LLM-jp-3VILA (Ours): BRI IZBEAEPAT >TH Y . EAMICIESTIOR
M OKEIZFENATHNET,

J
)
QiLIZFIETY H? ABE
(What color is the pillow?) (White.)

LLaVA-CALM2-SigLIP: #LIZ%.8C9,  JapaneseStableVLM: &

Qwen2-VL-7B: #LigE W T, LLavVA-1.57B: tLizF®E T,
Llama-3-EvoVLM-JP~2: SL D& IEE TF, Llama 3.211B Vision: fLO &I T,
GPT-40: fLizE&ETT, InternVL2 8B: tLIZ¥E T,

LLM-jp-3VILA (Ours): 111 B & TF,

Figure 6: Additional qualitative examples in the JA-VG-VQA-500.
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JA-VLM-Bench-In-the-Wild

~

Q. ZOBRICE->TWE R T —DERNIATTH? A BXRETT,
(What is the name of the tower in this image?) (It’s Tsutenkaku.)
Qwen2-VL-7B: = p@ifgIc B> T 542 7 —D4NIE [RIFILABEE| T,

GPT-40: =z DERICE>TWA X7 —IE. KRD HEXE] ©F, BREIEH
HREWSITUTIZH Y, KRROFKEBH R T > Rx—7 D—D>TT,

LLM-jp-3 VILA (Ours): ZDOEHRICE>TW3EX 7 —0%&FNIE EXE] TF,

Wy,
N
Q ZDEEICH>TWAEYIIFREFINTWETH? AEEEY) DRTT,
(What is the building in this image called?) (It is a gassho-zukuri house.)
Qwen2-VL-7B: ZOEEICM->TLW2EYIE [FEEEROR] £7-1% [FESME
] EMFENTVWET,
GPT-40: ZOEE(ICM->TWREYIL, [EEEY Do L&329<Y) | &FF
N2 BAEHNARRTY, F. BERELIHMCELEARLTRES
N2 ENZVEERA T, FENERAEOFEE ERIEFETT,
LLM-jp-3 VILA (Ours): ZDOEE(CH>TWBEYIE [AEEY | S ENTOHET,
J

N
Q ZDBERICE>TWARIIAERTTA ? ABWLWETT,
(What color is the umbrella in this image?) (It is white.)

Qwen2-VL-7B: ZDEHRICE > TWAEIFFEBTT,
GPT-40: ZDEIRICE > TWHE(IZHETY,
LLM-jp-3 VILA (Ours): BI&ICE > TW3RIZEETY,

J

~

Q ZDBEICIF EALXFOHEINTNETH ? A TZIES EA] EEMNTLET,
(What words are written on this image?) (It says “Soba-udon”.)

Qwen2-VL-7B: ZOEEICIE. [ZIE5 EA] OXFAEINTUVET,
GPT-40: ZOEEICIE, [ZIE5 EA] LWL XFEAEINTLET,
LLM-jp-3 VILA (Ours): BEEICIE [RIED EA] LI XFLEINTVLET,
- y,
( )

(What are the operating hours of this parking lot?)

A.Z DEEISIE8KE A 200 £ THIARIBETY,
(This parking lot is available from8:00 to 20:00.)

Qwen2-VL-7B; < DEEESOM AR sER A8 520 ETTY, I
» GPT-40: PEHESOF AR L. 8L 20ETTY, &
LLM-jp-3 VILA (Ours): DBEE5 O FIR] 8ERs#138:2040 5 20:00% TTY

_ @ { Q. Z DEREBOF A ARSI AR, S AR E TN ? ]

Figure 7: Additional qualitative examples in the JA-VLM-Bench-In-the-Wild.
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