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Abstract
Language agents have demonstrated remark-
able emergent social behaviors within simu-
lated sandbox environments. However, the
characterization of these agents has been con-
strained by static prompts that outline their pro-
files, highlighting a gap in achieving simula-
tions that closely mimic real-life interactions.
To close this gap, we introduce MeKB-Sim,
a multi-agent simulation platform based on
a dynamic personal knowledge base, termed
MeKB. Each agent’s MeKB contains both fixed
and variable attributes—such as linguistic style,
personality, and memory—crucial for theory-
of-mind modeling. These attributes are up-
dated when necessary, in response to events
that the agent experiences. Comparisons with
human annotators show that the LLM-based
attribute updates are reliable. Based on the dy-
namic nature of MeKB, experiments and case
study show that MeKB-Sim enables agents to
adapt their planned activities and interactions
with other agents effectively. Our platform in-
cludes a Unity WebGL game interface for vi-
sualization and an interactive monitoring panel
that presents the agents’ planning, actions, and
evolving MeKBs over time1.

1 Introduction

Agent-based modeling and simulation focus on
modeling complex systems by simulating individ-
ual agents and their interactions within an environ-
ment (Gao et al., 2023). The rapid development of
large language models (LLMs) has significantly
advanced these simulations, offering more real-
istic representations of agents’ decision-making
processes, communication, and adaptation within
simulated environments (Shinn et al., 2023; Zhang
et al., 2024). The observation of emergent social be-
haviors in Generative Agents (Park et al., 2023) has

* Corresponding author.
1For more information, including the open-source code, a

video walkthrough and a live demo website, please visit our
project page at https://mekb-sim.github.io/.

spurred a series of multi-agent simulation demon-
strations (Wang et al., 2023b; Lin et al., 2023; Chen
et al., 2024b; Wu et al., 2023). However, in these
demonstrations, each agent is specified by a para-
graph of natural language description, detailing
the agent’s identity, occupation, and relationships
with other agents. Such specification is far from
true-to-life simulations of human-like agents, thus
constraining the potential for simulating more so-
phisticated human behaviors to test and prototype
social systems and theories.

To address the limitations in existing demon-
strations, we introduce MeKB-Sim, a multi-agent
simulation platform that leverages a dynamic per-
sonal knowledge base, denoted as MeKB. The
MeKB of each agent incorporates attributes critical
for theory-of-mind modeling (Sang et al., 2022).
Specifically, the MeKB for each agent is struc-
tured into hierarchical layers, comprising the cen-
tral fixed attributes such as occupation, race, ed-
ucation level, relationships, and linguistic style,
surrounded by variable attributes such as personal-
ity, long-term and short-term memory, the emotion
status. Note that variable attributes are subject to
modification in response to experienced events. By
comparing LLM-based attribute modifications with
human annotations, we find a high acceptance rate
for MeKB updates, demonstrating the reliability
of our system. This dynamic attribute adjustment
mechanism underscores the flexibility and adapt-
ability of MeKB-Sim, making it suitable for sim-
ulating complex interactions and mental states in
language agents.

Drawing upon the main components of language
agents outlined by Xi et al. (2023), the architec-
ture of agents in MeKB-Sim integrates a planning
system and a MeKB-empowered characterization
with an included memory module. The agent simu-
lation begins by setting a daily goal, generated by
LLMs using prior experiences as in-context exam-
ples. Subsequently, the planning system performs
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Name: Leonard
Occupation:  
Experimental Physicist...

Short-term Goal: Make changes, 
to be more supportive and 
present as a partner to Penny.
Long-term Memory ...

Fixed Attributes 

Variable Attributes

Short-term Goal: Invite Penny to 
movie marathon and then promise 
her about being more supportive.
Long-term Memory ...

Variable Attributes

Sheldon complains 
about Amy rejecting 
his proposal, and 
Leonard suggests 
watching his favorite 
movie marathon to 
calm down.

Previous Activity

MeKB Update Leonard: Hey, 
Penny. Sheldon and 
I were just talking 
about a movie 
marathon. Want to 
join us and make it 
a fun night?

New Action

Figure 1: An example in MeKB-Sim demonstrating
how prior experiences influence the MeKB, which sub-
sequently impacts the ongoing dialogue. The complete
conversation for this instance is detailed in Sec. 6.

self-reflection, which decomposes the daily goal
into a series of questions and answers them on its
own, covering who to meet, where, and why. With
these plans in place, the agent initiates targeted con-
versations, proceeding to the designated locations
to interact with the intended agents. When applying
MeKB in our simulation, as illustrated in Figure 1,
prior experiences influence the attributes within the
MeKB-based profiling (e.g., short-term goal), and
this profiling module subsequently impacts actions
in future activities (e.g., the invitation to a movie
marathon in the simulated conversation). Experi-
ments demonstrate that the MeKB-based profiling
module achieves better goal alignment, timeline
coherence, and character consistency compared to
static profiles, as MeKB showcases the continuous
evolution of characters.

The contributions of this work are threefold:

• We introduce the concept of MeKB, a personal
knowledge base designed to comprehensively
and dynamically characterize an agent.

• We present MeKB-Sim, a platform that can
simulate the social behavior of MeKB-based
human-like language agents.

• We visualize MeKB-Sim with an Unity We-
bGL game interface and present the planning,
actions and evolving MeKB of agents over
time with an interactive monitoring panel.

2 Related Work

Building Agents with Large Language models
(LLMs). LLMs have demonstrated remarkable
emergent abilities in reasoning and planning (Wei
et al., 2022). These advantages have earned LLMs
the designation of sparks for AGI (Bubeck et al.,
2023), making them highly desirable for building
the “brains” of intelligent agents. The architecture
of LLM-based agents typically includes several
key modules: profiling, memory, planning, and
action (Wang et al., 2024). Following the above
overall framework, AutoGPT (Significant Gravi-
tas, 2023), Voyager (Wang et al., 2023a) and Ap-
pAgent (Zhang et al., 2023) seek to create task-
oriented agents that can autonomously interact with
the environment.
Multi-Agent Simulation. In the transition from
a single-agent framework into multi-agent sim-
ulations, the pioneering research on Generative
Agents (Park et al., 2023) has laid the groundwork
for the development of “Simulated Society”. These
societies are conceptualized as dynamic systems
where multiple agents engage in intricate inter-
actions within a well-defined environment (Guo
et al., 2024). Recent research on simulated soci-
eties has followed two primary lines, namely, ex-
ploring the boundaries of collective intelligence (Li
et al., 2023; Du et al., 2023; Wu et al., 2023; Xu
et al., 2023; Qian et al., 2024a; Chen et al., 2024c)
and using them to accelerate discoveries in the so-
cial sciences (Lin et al., 2023; Wang et al., 2023b;
Qian et al., 2024b; Chen et al., 2024b). However,
the agent specifications in these studies are over-
simplified and static, by providing name, age, and
a few sentences describing the agent. Inspired by
theory-of-mind modeling (Sang et al., 2022), here
we present a dynamic human-centered knowledge
base to enhance the profiling process.
Personal Knowledge Base (KB). The concept of
personal KBs has become an emerging solution
for managing structured information about indi-
viduals (Balog and Kenter, 2019). Recent years
have witnessed a growing interest in leveraging
personal KBs across personalized applications to
align with each user’s unique habits and prefer-
ences. These applications range from research
assistants (Chakraborty et al., 2022), e-learning
tutors (Ilkou, 2022), and product recommenda-
tion (Yang et al., 2022) to suicidal ideation detec-
tion on social media (Cao et al., 2022). In this work,
we incorporate personal KBs into multi-agent sim-
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ulation by constructing MeKB, applying it to plan-
ning and action, with continuous updates.

3 MeKB-Sim

In this section, we introduce the technical details of
our multi-agent simulation platform, MeKB-Sim.
We first describe the construction and updating pro-
cesses of the MeKB (Sec. 3.1). We use the OpenAI
gpt-4-1106-preview API for all generations dur-
ing simulation. Following this, we detail the agent
architecture, the simulation process and the meth-
ods for integrating MeKBs into their planning and
actions (Sec. 3.2).

3.1 MeKB
Construction. The MeKB of each agent includes
the attributes crucial for theory-of-mind model-
ing (Sang et al., 2022). Specifically, 14 attributes of
MeKB are organized into three hierarchical layers.
As shown in Figure 2, at the core are the central
fixed attributes, i.e. name, gender, race, occupation,
education level, linguistic style, interpersonal re-
lationships and long-term goal. Surrounding this
core, the second layer comprises variable attributes,
i.e. personality, long-term and short-term memory,
the emotion status and short-term goal. The out-
ermost layer includes all fine-grained experienced
events, which may influence the second-layer vari-
able attributes. The more central a layer is, the
more stable its attributes are. The initialization of
each attribute is predetermined based on relevant
documentation about the simulated environment
(will be detailed in Sec. 4.1).
Update. After each conversation, the interaction
is recorded as an event, which prompts an update
to the MeKB based on the event’s details. For
example, to determine the emotion status expressed
by the agent, we use the following prompt:

In the following conversation, what emo-
tion does {agent_name} express?
{conversation_history}
Please respond only with one word from
this list ["neutral", "disgusted", "afraid",
"sad", "surprised", "happy", "angry"].

The set of emotions consists of the seven emotions
listed above according to Ekman (1992). The de-
fault emotion status is set to “neutral”. The con-
versation is then summarized and archived into the
agent’s long-term memory. Concurrently, the short-
term memory (i.e. the dialogue history) is cleared,
in preparation for the next activity.

Central Fixed 
Attributes

 Occupation                                             
Education level         
Linguistic style

...

Variable Attributes

Emotional
Status

Long-term 
Memory

Short-term 
Memory

...

...

 Experienced Events 

Party

Prize 
Winning

Ongoing 
Dialogue

...

...

...

...
...

...

...

...

Change from 
“Neutral” to 

“Happy”

Saved

Stored

Figure 2: The hierarchical layers of MeKB. The more
central a layer is, the more stable its attributes are. The
experienced events at the outermost layer may influence
the second-layer variable attributes.

3.2 Agent Simulation

Agent Simulation Process. As shown in Fig-
ure 3, the agent architecture in MeKB-Sim inte-
grates a short-term and long-term memory system,
a planning system, and a MeKB-empowered pro-
filing system. The agent simulation begins by set-
ting an initial short-term goal, generated by LLMs
using prior experiences as in-context examples.
Subsequently, the planning system performs self-
reflection, which decomposes the goal into a series
of questions and then answers them independently.
These questions are fundamental in the achieve-
ment of the goal, including the identities of agents
to meet, locations for meetings, and the underlying
purposes of such interactions. After devising these
plans, the agent proceeds to the designated loca-
tion and initiates conversations with the intended
agents. After each interaction, the MeKB is up-
dated, prompting the planning system to adjust the
next planned activity accordingly.
Using MeKB in Agent Simulation. When apply-
ing MeKB in our simulation, the linguistic style
is illustrated through in-context demonstrations.
Long-term memory retrieval is based on the scene’s
purpose and conversation context, ensuring a coher-
ent and goal-oriented interaction. Other attributes
in MeKB are explicitly expressed in the prompt.
For example, the prompt framework for the re-
sponse generation is shown in Appendix A.

Regarding the long-term memory retrieval, we
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Figure 3: The overview of agent architecture in MeKB-
Sim, encompassing a memory module, a planning mod-
ule and a MeKB-based profiling module.

embed the dialogue by concatenating the dialogue
topic with the conversation history to retrieve the
most relevant and recent memory. Our retrieval
model is based on M3-Embedding (Chen et al.,
2024a). We utilize the Faiss library (Douze et al.,
2024) as our vector database for embedding stor-
age and similarity search. In this work, we only
retrieve one previous memory for generating re-
sponses in the subsequent stage considering the
length of prompts.

4 Platform Implementation

In this section, we introduce our simulation of the
sandbox environment (Sec. 4.1), and describe how
the Unity WebGL Game Interface and Interactive
Monitoring Panel facilitate user visualization of
agent statuses (Sec. 4.2).

4.1 Environment

We have developed a sandbox environment based
on “The Big Bang Theory” TV show, with plans
to support additional worlds on our platform in
the future. We choose this comedy because it con-
tains personalities that are well-known to many (e.g.
Sheldon). Specifically, we use character informa-
tion from https://the-big-bang-theory.com/
characters/, and prompt gpt-4-1106-preview
for the attribute initialization of MeKB. For the
implementation of long-term memory, we rely on
the scripts from the first eight seasons of “The
Big Bang Theory”, which are publicly available
in Sang et al. (2022). We synthesize summaries
of all scenes with gpt-3.5-turbo-1106 and store
these summaries, along with the dialogues, in a

knowledge base served as long-term memory.

4.2 Visualization Tools

Unity WebGL Game Interface. Based on Lin
et al. (2023), we create an HTML game environ-
ment using the Unity WebGL game engine to vi-
sualize our simulation results2. The front end of
MeKB-Sim is shown in Figure 4. On the left side,
a panel displays the goals and action flows for each
agent. The main screen shows the agents’ behav-
iors as they navigate various locations and initiate
conversations.

Interactive Monitoring Panel. Our interactive
monitoring panel allows users to observe the status
of various agents over time. Through this panel,
users can select an agent from the simulated world
to view its activity timeline and MeKB. Figure 7
in Appendix B displays the initial short-term goals
brainstormed for all characters, along with detailed
planning and conversations. Users can refresh to
see the latest simulation results by clicking the
"refresh data" button. Additionally, users have the
option to decide whether the activities displayed on
the timeline should be added to long-term memory.
Figure 8 in Appendix B illustrates each agent’s
current state in MeKB, allowing users to explore
how each attribute evolves over time and its impact
on the activities (see the case study in Sec. 6).

5 Experiments

We conducted two sets of experiments to assess the
reliability of LLM-based attribute updates and the
impact of MeKB on simulated activities. We first
investigate the reliability of LLM-based attribute
updates, validated by human annotating the cor-
rectness of updated attributes (Sec. 5.1). Then, we
study the effects of MeKB on the simulated activity
results, regarding the alignment with brainstormed
goals, timeline coherence and consistency with the
character profiles (Sec. 5.2).

5.1 Comparison with Human Annotations

The accurate updating of variable attributes in
MeKB is essential for human-like social simulation.
We randomly select 50 instances of MeKB evolve-
ments and let annotators label for the acceptability
of changes in variable attributes. Two graduate
students were recruited to annotate changes in per-
sonality, emotional status, and short-term goals.

2https://docs.unity3d.com/Manual/
webgl-building.html
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1

Choose different 
agents to watch

2

Goal and activity 
timeline of agent

3

4

Agents autonomously go to places and initiates 
conversations according to their plans.

5

Click “Tick” to 
start simulation.

6

Zoom In/Out

Figure 4: The Unity WebGL game interface of MeKB-Sim, showing in a pixel game style. The left-side panel
concisely displays the goals and action flows of each agent. The main screen shows the agent behaviors, including
moving to locations and initiating conversations. The interface of MeKB monitoring panel is shown in Appendix B.

Category Cohen’s κ Acceptance Rate

Personality 0.696 0.89
Emotion 0.675 0.81
Short-term Goal 0.688 0.74

Table 1: Cohen’s Kappa coefficient and acceptance rates
for changes in variable attributes.

The mean acceptance rate and the inter-annotator
agreement score (i.e. Cohen’s Kappa coefficient)
are reported in Table 1.

The results show substantial inter-rater agree-
ment (Cohen’s κ > 0.6) across all attributes (Fleiss
and Cohen, 1973). Our system achieves strong
performance in updating emotions and personality
(average acceptance > 0.8) and demonstrates mod-
erately high performance in updating short-term
goals, highlighting the reliability of LLM-based
attribute updates.

5.2 Effects of MeKB on Activities
Here we examine the effects of MeKB on simulated
activities involving six agents across ten different
scenarios. The baseline for comparison is a static
profile, utilizing the static attributes of MeKB only.

Goal Timeline Character

Static Profile 3.15 3.25 1.30
MeKB-based 4.25 3.55 2.00

Correlation 0.623 0.601 0.511

Table 2: Goal alignment, timeline coherence and char-
acter consistency scores of MeKB-based profiles and
static profiles. The Pearson correlation scores between
human annotators are also reported.

We evaluate three aspects: (1) Goal Alignment: Do
the simulated activities align with each agent’s ini-
tial brainstormed goal? (2) Timeline Coherence:
Is each agent’s activity timeline fluent and coher-
ent? (3) Character Consistency: Are the lines in
the simulation consistent with the characters from
the TV series? For the first two aspects, the same
two annotators from Sec. 5.1 participate, scoring
on a scale of 1 to 5. For the third aspect, we recruit
two annotators who are enthusiastic about The Big
Bang Theory and have watched the entire series.

Table 2 shows high inter-annotator agreement
for the first two evaluation aspects, with MeKB-
based profiling achieving better goal alignment

397



Previous Activity # 1

Amy: Hey, Penny. Can we talk? Sheldon proposed but I 
rejected him. I need some comfort, plus maybe some wine.

Penny: Oh, Amy, Let's get the wine and talk. Sheldon's a 
handful, but you know I’m here for you. Wine time!

...

Penny: Leonard's quirks are endless too, but love isn't 
about logic. It's about caring and supporting each other. 
Plus, wine helps!

Amy: I guess you're right, Penny. Thanks for always 
being my sounding board.

Previous Activity # 2

Leonard: Sheldon, I get that you're feeling overwhelmed about 
rejection. How about doing something fun and distracting like 
watch your favorite sci-fi movie marathon together?

Sheldon: OK. That could be fun.

Leonard: Cool. I'll go ask Penny if she wants to join us. 

Leonard: Hey, Penny. Sheldon 
and I were just talking about a 
movie marathon. Want to join 
us and make it a fun night?
Penny: That sounds like a 
blast. What movies are we 
watching? Got any good 
snacks lined up?

New Activity

Update Penny’s MeKB:
Emotion: from “neutral” to “happy”

Update Leonard’s MeKB:
Short-term goal: from “to be more supportive 
and present as a partner to Penny” to “Invite 
Penny to movies and promise her about being 
more supportive”.

Figure 5: An example of simulated activities and the accompanied MeKB updates in “The Big Bang Theory”.

and timeline coherence. This improvement is at-
tributed to the continuous updating of variable at-
tributes, which maintains the consistency of char-
acters’ memory and emotions across different ac-
tivities. Additional cases are discussed in Sec. 6.

For the third evaluation aspect, although MeKB
scores higher than static profiles, there remains
significant room for improvement in aligning sim-
ulated lines with the original characters. Com-
mon feedback includes that the lines are not funny
enough, diverging from the figures as remembered
from the series. Nonetheless, MeKB-Sim occa-
sionally references plots from previous seasons,
enhancing the characters’ consistency. This find-
ing aligns with cognitive conclusions in Sang et al.
(2022) that a character’s memory is crucial for hu-
mans to construct its Theory of Mind (ToM).

6 Case Study

From the case presented in Figure 5, incorporating
MeKB enables character lines to reference their pre-
vious experiences in the show, makes the overall
timeline coherent, and maintains consistent goals
and emotions across different scenes. For example,
as we simulate from the end of Season 8, both ac-
tivities #1 and #2 draw upon a long-term memory
of the season’s final episode. This memory is sum-

marized as, “Amy rejects Sheldon’s proposal and
expresses her need for space and time to re-evaluate
her relationship with Sheldon”. Based on these sim-
ulated activities, the MeKBs of the characters are
updated to reflect changes, such as Penny’s emo-
tions and Leonard’s short-term goals. These up-
dated attributes are then incorporated into the next
conversation, showing the continuous evolution of
characters throughout the simulation process.

7 Conclusion

In this paper, we introduce MeKB-Sim, a platform
specifically designed to simulate the behavior of
human-like language agents. The simulation is
based on MeKB, a dynamic personal knowledge
base aimed at providing a comprehensive theory-of-
mind modeling of an agent. To enhance interaction
with MeKB-Sim, we employ a Unity WebGL game
interface, enabling users to visually engage with the
simulation. Additionally, we offer an interactive
monitoring panel that details the planning, actions,
and the evolution of the MeKB over time.

Limitations

Our system currently supports only six agents in
a sandbox environment. Future work may ex-
tend this capacity and integrate more user-defined
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characters, more diverse profiles and underlying
LLMs (Qian et al., 2025). Additionally, future
advancements may involve the creation of story
videos, derived from plots generated by multi-agent
simulations (Maas et al., 2023; Xu et al., 2024).

It is important to note that any imperfections
in the LLMs will be inherited by the language
agents (Park et al., 2023). While the agent frame-
works may alleviate some of these issues, address-
ing them fundamentally requires improving the
LLMs and aligning their values.

Ethics Statement

Our system may assist researchers such as computa-
tional social scientists to simulate human behavior
prior to conducting costly real-world studies. Al-
though our system aims to make agents behave
more human-like, it is crucial for users to under-
stand that they are interacting with LLMs that do
not perfectly replicate real-world human behavior.
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A Prompt Template

The framework for MeKB-based response genera-
tion is shown in Figure 6. It primarily comprises
MeKB-based profiles, short-term memory (i.e., the
current conversation context), retrieved long-term
memory, and in-context demonstrations of the char-
acter’s linguistic style.

B Interface

Our visualization tools include Unity WebGL game
interface and interactive monitoring panel. The
game interface has been shown in Figure 4. As for
the monitoring panel, Figure 7 and 8 illustrate the
activity timeline and MeKB of each agent respec-
tively.
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You need to play a TV comedy character to chat with another character.

**I will give you the following information :**

1. ** Character Profile **:
- Name: {name}
- Gender: {gender}
- Occupation: {occupation}
- Personality: {personality}
- Interpersonal Relationships: {interpersonal_relationships}
- Short Term Goal: {short_term_goal}
- ...

2. ** Current Conversation Information **:
- The name of whom the character is chatting with: {chatTo}
- The topic that the character wants to talk about: {chatTopic}
- The character 's Long -Term Memory related to this topic: {chatHistory}
- The last content from the one you are talking to: {chats}

3. ** Demonstration of the character 's speaking style **:
- {dialogue_demonstration}

**You must follow the following criteria :**
- Maintain humor and mimic the character 's speaking style in this conversation.
- The conversation must be conformed to the long -term memory and the bio of the

character , and it should reflect the character 's personality traits.
- Your knowledge level should not exceed that of a normal person with the bio of

the character , unless there are relevant memories in the character 's Long -
Term Memory.

- You should just tell the sentences you want to speak in the JSON format: {"
content ":"{ name} : xxx"}

- If The last content from the one you are talking to is "None" or nothing , you
must start a conversation politely about the topic.

- If The last content from the one you are talking to is not "None" or nothing ,
you must respond appropriately to the other person 's words.

- Your reply should not exceed 30 words.

Figure 6: Prompt for MeKB-based response generation, modified from Lin et al. (2023).

Click “Refresh data” to show the 
most recent simulation results.

The plot written 
by an LLM was 
later broken 
down into each 
character's initial 
short-term goal.

1

2
Activity Timeline 
of each agent. 

3
Customization of 
each agent’s long-
term memory.

4
Conversation 
detail after 
clicking “Full 
conversation”

5 6
Stop simulation whenever you want.

Figure 7: Interactive monitoring panel: the brainstormed goals and activity timelines of each agent.
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1 Choose which 
character to 
observe its 
attributes.

Fixed attributes 
of each agent2

Variable 
attributes of 
each agent. 

3

Figure 8: Interactive monitoring panel: the MeKB of each agent.
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