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Abstract

Social simulation through large language
model (LLM) agents is a promising approach
to explore and validate hypotheses related to
social science questions and LLM agents behav-
ior. We present SOTOPIA-S%, a fast, flexible,
and scalable social simulation system that ad-
dresses the technical barriers of current frame-
works while enabling practitioners to generate
multi-turn and multi-party LLM-based interac-
tions with customizable evaluation metrics for
hypothesis testing. SOTOPIA-S* comes as a
pip package that contains a simulation engine,
an API server with flexible RESTful APIs for
simulation management, and a web interface
that enables both technical and non-technical
users to design, run, and analyze simulations
without programming. We demonstrate the use-
fulness of SOTOPIA-S* with two use cases
involving dyadic hiring negotiation and multi-
party planning scenarios.

1 Introduction

Social simulation has emerged as a powerful tool
for understanding human behavior and social dy-
namics (Ziems et al., 2023; Park et al., 2024; Man-
ning et al., 2024; Gao et al., 2023). With the ad-
vancement of role-playing abilities of large lan-
guage models (LLMs), we can now simulate realis-
tic social interactions at scale (Zhou et al., 2024c;
Li et al., 2023; Pang et al., 2024; Yang et al., 2024).
However, existing frameworks require significant
technical expertise to run and evaluate large-scale
simulations efficiently (Zhou et al., 2024c; Park
et al., 2023; Wu et al., 2023).

We present SOTOPIA-$* (Simple Social Simu-
lation System), a system designed that enables prac-
titioners without extensive technical backgrounds
to: (1) design social simulations through natural
language specifications, eliminating the need for
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programming expertise, (2) run multiple social in-
teractions efficiently via automated parallelization,
(3) customize evaluation metrics through simple
configuration settings, and (4) manage simulated
interactions and results through a web interface.

SOTOPIA-S*’s architecture separates core sim-
ulation logic from the user interface, allowing prac-
titioners to focus on experimental design rather
than implementation details. Specifically, we of-
fer SOTOPIA-API, a fastAPI-based protocol for
simulation management. Users can retrieve and up-
load characters, scenarios, evaluation metrics, and
start scaled simulations through the API. Besides
the API, we also offer a web-based application for
visualizing and editing scenarios, characters, and
simulation results. On the backend, the simulation
engine handles complex technical aspects like asyn-
chronous execution, LLM API management, and
data persistence automatically, abstracting away
the underlying complexities from the users.

To showcase the flexibility and usability of
SOTOPIA-S*, we demonstrate two use cases. First,
we use SOTOPIA-S? to examine the effects of
user personality in a hiring negotiation setting, by
simulating multiple multi-turn dyadic interactions
and evaluating the interaction outcomes. Extend-
ing beyond dyadic interactions, we also show that
SOTOPIA-S5* can be used to simulate multi-party
scenarios, where agents can act simultaneously and
make contingent offers to each other. Furthermore,
we stress test the system with a large group of
agents to showcase its scalability.

We release the code and a user guide at https:
//github.com/sotopia-lab/sotopia, a web-
site with documentation and examples at https:
//demo.sotopia.world, and a video demo at
https://youtu.be/dZq9tNgerks.

2 Related Work

SOTOPIA-S* takes inspiration from a long history

350

Proceedings of the 2025 Conference of the Nations of the Americas Chapter of the Association for Computational Linguistics: Human Language Technologies

(System Demonstrations), pages 350-360
April 30, 2025 ©2025 Association for Computational Linguistics


https://github.com/sotopia-lab/sotopia
https://github.com/sotopia-lab/sotopia
https://demo.sotopia.world
https://demo.sotopia.world
https://youtu.be/dZq9tNqerks

Framework NL Spec. Mul-Party  Auto Eval Web-UI Social Data
OASIS (Yang et al., X v X X Rich social scenarios and characters
2024) with relationships
CrewAl (CREW X v X X No existing characters and
Al scenarios, or schema
Generative Agent X v X v Limited scenarios and characters
(Park et al., 2023) based on the virtual town
S3 (Gao et al., X v X X Rich social scenarios and characters
2023) with relationships
AutoGen (Wu et al., X v X X No existing characters and
2023) scenarios, or schema
SOTOPIA X v X Rich social scenarios and characters
with relationships
SOTOPIA-§* v v v v Rich social scenarios and characters
(Ours) with relationships

Table 1: Comparison of multi-agent frameworks versus SOTOPIA-S*. NL Spec. (natural language specifications) indicates
whether one can configure simulations using natural language descriptions without programming. Mul-Party (multi-party) shows
if the framework supports more-than-two parties in the simulation. Auto Eval (automated evaluation) indicates built-in automated
evaluation capabilities. Social Data describes the type of social interaction data provided to support the simulation.

of agent-based simulation in social sciences (§2.1),
yet differentiates itself from many existing agent
simulation frameworks (§2.2).

2.1 Social Simulation and its Applications

Social simulation has been widely used to study hu-
man behavior and social phenomena. Early works
focus on using rule-based agents to study social dy-
namics (Epstein and Axtell, 1996; Gilbert, 2005),
while recent works leverage LLMs to create more
realistic and complex social interactions (Vezhn-
evets et al., 2023; Zhou et al., 2024c; Wang et al.,
2024). These simulations have been applied to
various domains, including studying social norms
(Horiguchi et al., 2024), cultural evolution (Kwok
et al., 2024), and negotiation behavior (Bianchi
etal., 2024). SOTOPIA-S? takes inspiration from
these works by providing a scalable platform that
enables researchers to easily design, run, and eval-
uate social simulations for their specific research
questions.

2.2 Multi-agent Frameworks

With the rise of LLMs, there has been a large in-
crease in multi-agent frameworks that enable inter-
actions between Al agents (Table 1). While frame-
works like OASIS (Yang et al., 2024), S3 (Gao
et al., 2023), and SOTOPIA (Zhou et al., 2024c¢)
provide rich social scenarios and character relation-
ships, they lack key features like natural language
configuration or web-based user interface, making
it difficult for users with less programming experi-
ence to design simulations. Another line of multi-
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agent frameworks, including AutoGen (Wu et al.,
2023) and CrewAI (CREW Al), primarily focuses
on problem-solving rather than social interactions.
They lack pre-built social scenarios, character pro-
files, and relationship schemas that are essential for
studying human-like social behavior. The Genera-
tive Agents framework (Park et al., 2023) includes
a web interface and multi-party support but is lim-
ited by its virtual town setting. As shown in Table 1,
SOTOPIA-S* is unique in supporting natural lan-
guage specifications for simulations, multi-party
interactions, automated evaluation capabilities, and
a web-based user interface.

3 Simulation and Evaluation Overview

In this section, we introduce the key components
required to design and execute social simulations
with SOTOPIA-S* (Figure 1). We describe the
elements to configure a simulation task, explain our
asynchronous interaction framework that enables
realistic multi-party interactions, and present our
automated evaluation capabilities.

3.1 Simulation setup

A social simulation task should at least contain a
scenario outlining the context of the simulation, a
set of characters with their attributes (Zhou et al.,
2024c; Park et al., 2023). Characters should also
have relationships as this may be required for spe-
cific scenarios.

Scenarios Scenarios contain shared information
(context, location, time) or private information
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“Thank you for considering our offer. Id like to discuss the salary and start date. Could you share your expectations?"

"Thank you for the offer! I'm excited about the opportunity. Regarding the salary, | believe a figure closer to \$115,000 would
be fair given my experience and the value | can bring to the team. As for the start date, | would prefer to begin on June 15.
How does this fit with your current needs?"

"l appreciate your perspective on the salary and start date. While | recognize the value you bring, e typically have constraints

on our offers. Would you consider a salary of $110,000 and a start date of July 1? This aligns better with our internal guidelines.”

"I appreciate your willingness to negotiate. While | th Iwould be more le with a salary of
\$115,000, as | believe it reflects my qualifications and the contributions I'm ready to make. Regarding the start date, June 15

still works best for me. Can we explore those options further?"

Figure 1: Overview of SOTOPIA-S*. The platform consists of three main components: (1) A high-performance
simulation engine with automated data persistence to Redis. (2) A RESTful API server. (3) An intuitive web-based
interface. The web Ul interface shows an dyadic example of an Al hiring manager negotiating with a candidate.

(e.g., agent-specific goals to guide their behavior).
As shown in Figure 1, a scenario could be "one
candidate is talking with the hiring manager...",
which sets the “scene” of the simulation. Each
scenario could also include constraints that deter-
mine valid character combinations, specifying re-
lationship, age, occupation, etc. Inherited from
SOTOPIA, the free-form nature of the scenario
schema allows researchers to design a wide range
of scenarios supporting a variety of research ques-
tions (Su et al., 2024; Wang et al., 2024; Zhou et al.,
2024a).

Characters Character profiles could include at-
tributes that influence decision-making: name, gen-
der, age, occupation, pronouns, personality traits
inherited from SOTOPIA.! Users can also add ad-
ditional attributes to the characters either in the pub-
lic information field or private information field
depending on whether the information is shared
with other characters during the simulation.

'Check Appendix A for more details.

Relationships We define five relationship types:
family, friend, romantic, acquaintance, and stranger.
These relationships serve two purposes: (1) satis-
fying scenario relationship constraints and (2) con-
trolling information visibility between agents. For
example, family members can see most of each
other’s profile information except secrets, while
strangers see nothing.

Episodes An episode represents a single interac-
tion session among agents role-playing their char-
acters, where agents can act asynchronously.” At
each turn, an agent can choose one of four ac-
tions: (1) speak through dialogue, (2) non-verbal
communication (e.g., gestures, facial expres-
sions) described in natural language, (3) physical
action (e.g., moving, manipulating objects), (4)
do nothing (5) leave to end the episode. Users
can further expand the action space. Episodes end

2We use asynchronous in a programming sense, meaning
that agents do not have to wait for other agents to finish their
actions before taking their own actions
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based on customizable stopping criteria that user
define, such as when an agent chooses to leave,
when a maximum turn limit is reached (default 20
turns), or when specific goals or conditions are met.
During the episode, agents act according to their as-
signed character profiles and optional social goals,
which guide their decision-making and behavior
throughout the interaction.

3.2 Async interaction framework

The core of the simulation engine is a framework
for simulating both one-on-one (dyadic) and group
(multi-party) interactions in various configurations.
Each simulation happens in parallel without inter-
fering with other simulations, which allows for
efficient and scalable social simulations.

Message broker and information asymmetry
To enable fine-grained control over information
flow between agents in the simulation, SOTOPIA-
4 uses a message broker to manage message trans-
actions between agents. When an agent performs
an action, the broker processes this action and deter-
mines how it should be perceived by other agents.
This means each agent can only observe partial
information in the simulation based on their roles
and relationships. For example, characters with
stranger relationship can not observe the public
information of other characters, while characters
with family relationship can observe most of other
characters’ information besides secrets. This al-
lows researchers to simulate realistic social inter-
actions with different perspectives and information
access (Zhou et al., 2024b).

Turn-taking Each agent in the simulation can
also act asynchronously, meaning that agents do
not have to wait for other agents to finish their
actions before taking their own actions. While
agents still need to act based on certain orders, we
provide two modes for users to configure.
Specifically, users can configure a round-robin
interaction, agents take turns in a fixed order, with
each agent acting once per turn. This mode is use-
ful for simulating scenarios with a predetermined
speaking order, such as in social deduction games
like Avalon.? In a simultaneous interaction, agents
asynchronously retrieve messages from a message
queue, decide whether to answer, and then poten-
tially produce an answer. Inspired by the Bazaar

3https ://en.wikipedia.org/wiki/The_Resistance_
(game)

framework (Adamson and Rosé, 2012), this mode
simulates conversations in a manner resembling
natural human interactions in group chats, where
the speaking order is influenced by individual read-
ing speed, cognitive processing, typing pace, and
willingness to speak.* This mode is useful for sim-
ulating unconstrained daily communications to ex-
plore more complex and nuanced social patterns.

3.3 Simulation evaluation

Quantitatively evaluating social simulations is chal-
lenging due to the complexity and dynamic nature
of social interactions. Therefore, creating auto-
mated evaluators that can measure certain proper-
ties (e.g., whether the agents achieve their goal in
the conversation) of simulation outcomes is diffi-
cult, which previous works have largely relied on
manual evaluations (Park et al., 2023; Kaiya et al.,
2023). Recent studies have shown that LLMs can
be promising tools for analyzing social simulations
(Zhou et al., 2024c; Wang et al., 2024; Zhou et al.,
2024a). SOTOPIA-S* provides a default evalua-
tion suite that uses LLMs to analyze the simulation
results. Researchers can also customize the evalua-
tion metrics.’

Default evaluation suite The default evaluation
suite contains several existing evaluation dimen-
sions such as believability, relationship, knowledge,
secret, social rules, financial and material benefits,
and goal completion to evaluate individual agents
in the simulation.® As shown in Zhou et al. (2024c¢),
LLMs can help evaluate these dimensions through
reasoning step-by-step and then providing a score
for each dimension. These LLM-based evaluations
have been shown to correlate strongly with human
judgments across multiple dimensions, particularly
for goal completion and financial benefits.

Custom evaluation Researchers can customize
the evaluation metrics. Specifically, users can de-
fine evaluation metrics tailored to their scenarios.
For example, in a hiring negotiation scenario, users
can define metrics like salary optimality (“evalu-
ate whether the agent achieved their target salary
range”) and start date flexibility (‘“assess how well
the agent negotiated their preferred start date”), and
specify score ranges (e.g., 1-5) for each metric.

*Check Appendix B for more details about turn-taking
mechanisms.

SWe do not claim that the LLM-based automatic evaluation
is better than human evaluation, but it can be a quick tool to

help researchers analyze the simulated episodes preliminarily.
Check Appendix C for more details.
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3.4 Multi-LLM Integration

Both the simulation of interactions and the evalu-
ation are powered by LLMs. To ensure the cover-
age of a wide range of LLMs and enable users
to customize the LLM used in the simulation,
SOTOPIA-S* integrates with LiteLLM’, which
provides model access, fallbacks, and spend track-
ing across 100+ LLMs. Through using LiteLLLM as
the gateway, users can easily switch between differ-
ent mainstream LL.Ms, including OpenAl, Claude,
Gemini, and even use their own LLM instances
serving as the backend of various characters in the
simulation. Although the simulation and evaluation
rely mainly on prompting LLMs, users can also use
fine-tuned models for specific tasks.

4 API and Web UI

As handling the simulation engine can be com-
plex, SOTOPIA-S* provides a flexible API and a
user-friendly web Ul enabling researchers to easily
customize, run, and analyze simulations.

41 API

The API is designed with three key goals: (1) ac-
cessibility - providing comprehensive documenta-
tion through Swagger Ul to help researchers eas-
ily understand and interact with the platform, (2)
flexibility - enabling customization of scenarios,
characters, and evaluation metrics through well-
defined schemas, and (3) scalability - supporting
concurrent simulations and real-time streaming.®

Non-streaming Operations allows user to sub-
mit requests to the simulation engine without wait-
ing for the simulation results. Specifically, the API
allows users to retrieve (GET) scenarios, characters,
relationships, and episodes, either fetching all of
them or filtering them with specific conditions (e.g.,
filtering characters by their occupation). Users can
also create new scenarios, characters, relationships,
and episodes using the POST method following the
schema defined in the API documentation. Users
can also delete (DELETE) existing scenarios, char-
acters, relationships, and episodes.

Streaming Operations allow users to receive
results dynamically, enhancing interactivity dur-
ing simulations. Specifically, the client initiates a
WebSocket connection and starts the simulation by
sending a “START_SIM” message. This message

"https://www.litellm.ai/
8Please check the Appendix D for more details.

includes details such as agents, scenarios, evalua-
tion metrics, and other simulation parameters (e.g.,
maximum simulation turns). Once the simulation
begins, the server sends updates (e.g., actions or
evaluations) to the client as they are generated, en-
suring a smooth and continuous flow of informa-
tion. When the simulation concludes, the server
sends a “FINISH_SIM” message to indicate com-
pletion.

Redis persistence To enable scalable simula-
tions, the system leverages Redis’ as a high-
performance in-memory data store. The system
automatically handles data serialization, caching,
and persistence.

4.2 Web Ul

Social simulations are complex and the results can
often be difficult to interpret. To address this chal-
lenge, SOTOPIA-S* provides a web-based appli-
cation that allows users to inspect every aspect of
the simulation. Users can also simulate social in-
teractions in a editable interface to streamline the
experimental design.

Viewing Simulation Data As shown in Figure 1,
users can click on the Scenarios tab to view all
the scenarios in the database. The Characters tab
shows all the characters and relationships in the
database. Users can also view the details of a char-
acter by clicking on it. The Episodes tab shows
episodes stored in the database. Each episode con-
tains the interaction history between characters, the
content of the scenario, and the information of the
characters. At the end of the episode, users can find
the evaluation results of the episode. Each evalua-
tion dimension, either default or user-defined, has
a score and the corresponding reasoning.

Simulating Social Interactions via Web Ul In-
vestigating certain research questions often re-
quires fast prototyping of the design of the sim-
ulation. The Simulation tab provides an interface
for users to design and simulate social interactions.
As shown in Figure 1, users can select different
characters and scenarios on the left panel, and the
simulation results will stream to the right panel in
real-time. Evaluation results of each episode will
be inferred right after the simulation finishes and
shown in the Evaluation section of the right panel.

https://redis.io/
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5 SOTOPIA-S* Use Cases

To demonstrate the flexibility and utility of
SOTOPIA-S?, we present two use cases that show-
case how researchers can leverage our system for
investigating social science hypotheses and better
understand LLM agents’ behavior. We also stress
test the system with a large group of agents to show-
case its scalability.

5.1 Dyadic Hiring Negotiations

Personality traits significantly influence negotia-
tion behavior and outcomes (Wilson et al., 2016;
Sharma et al., 2018, 2013; Brinke et al., 2015).
While studying these effects at scale is tradition-
ally expensive and time-consuming, LLM-powered
agent simulations now enable exploration of how
different personality traits shape negotiation dy-
namics (Huang and Hadfi, 2024).

Here, our experiments specifically aim to under-
stand how personality traits influence negotiation
outcomes. In the scenario, an Al hiring manager
negotiates with a simulated human job candidate
over key terms of a job offer, such as the start date
and salary. Each term has five possible options
(e.g., $100k, $120k, and etc for salary), with each
option assigned a fixed number of points (e.g., 6000
points for the candidate if the salary reaches $120k
in the end while the recruiter gets O points). The
total points available are fixed, creating a zero-sum
dynamic where one agent’s gain directly reduces
the other’s score.

To investigate this, we simulate job offer negotia-
tions where human agents with varying personality
traits—modeled along two dimensions {Extrover-
sion, Introversion} x {High-Agreeableness, Low-
Agreeableness }—interact with an Al Hiring Man-
ager. The points assigned to each choice follow
a zero-sum framework, designed to create realis-
tic trade-offs in the negotiation, with the detailed
scoring table provided in Appendix E.1. Our eval-
uation focuses on two metrics: (1) success rate,
indicating whether the negotiation concluded with
an agreement (0/1), and (2) points distribution be-
tween recruiter and candidate.

The results in Table 2 highlight that agreeable-
ness significantly impacts deal-making rates, with
highly agreeable agents achieving much higher suc-
cess rate, as well as getting higher points. This
observation is consistent with some of the social
science findings (Huang and Hadfi, 2024; Sass and
Liao-Troth, 2015), which also demonstrates that

SOTOPIA-S* could enable further investigations.

Trait Deal Made Points
High Agreeableness 0.95 5227.5
Low Agreeableness 0.00 4180

Extraversion 0.60 4802.5
Introversion 0.60 4477.5

Table 2: Impact of Agreeableness and Extraversion on
Deal Made and Points for Simulated Human Agents.
Note that the scenario has a maximum score of 8400.

5.2 Multiparty Planning Scenario

Social scientists have extensively studied how
group dynamics, power structures shape the
emergence of compromise in collective decision-
making (Levine and Prislin, 2012; Kim and Kim,
2017; Tanford and Penrod, 1984). As such inves-
tigations require resembling the dynamics of real-
time, asynchronous group interactions (e.g., some
post messages frequently thus dominating the con-
versation or contact other people privately to isolate
certain group members), SOTOPIA-S* comes in
handy for simulating such interactions, allowing
both group chat and private messages.

In this multiparty planning scenario, we investi-
gate how agents with minority opinions negotiate
and potentially compromise to align with group
consensus. The use case includes five agents dis-
cussing a collective future plan, initially presenting
divergent preferences. We setup the scenario where
Alex prioritizes work-related projects, while Tay-
lor advocates for a camping trip, with Sam, Riley,
and Jamie maintaining neutral positions. Through
group and private messaging, agents need to inter-
act with each other to reach a consensus.

During the simulation, SOTOPI A-$* facilitates
real-time communication, enabling agents to ob-
serve majority preferences and adjust their behav-
iors accordingly. As the discussion progresses, the
three neutral agents gradually shift towards pri-
oritizing the work project. Observing the major-
ity’s preference and Alex’s strong advocacy, Taylor
modifies its stance—transitioning from exclusively
promoting camping to supporting the work project
first, with camping as a subsequent consideration.
SOTOPIA-S* also supports this negotiation by al-
lowing direct messaging for persuasion and inquiry.
For instance, Riley messages Jamie to explore its
unformed preferences regarding work and camping.
Through this simulation, we observe how minority-
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opinion agents like Taylor can adapt their positions
when influenced by other agents in the group, high-
lighting the complex interplay between individual
preferences and collective decision-making. '°

5.3 Large-scale Simulation

To understand the scalability of SOTOPIA-S*, we
stress test the system with a large group of agents.
Specifically, within a Linux server (Ubuntu 22.04)
with 16 GB RAM and Intel Core i7-14650HX CPU,
we gradually increase the number of the agents
with a step size of 10. We find that such a setup
can support up to 150 agents asynchronously com-
municating with each other. Under this condition,
the system can process up to 389 interactions per
second. In the multiparty case, each agent oper-
ates in a separate process, allowing agents to be
distributed across different servers or even differ-
ent physical machines. Therefore, the number of
agents is bound by available computing resources.

6 Conclusion

In this paper, we present SOTOPIA-S%, an easy-
to-use, flexible, and scalable social simulation sys-
tem that enables diverse interactions and automatic
evaluation. Through its API and web interface,
researchers can create, customize, and analyze so-
cial simulations, even without much programming
experience. By lowering the barrier to simulate
social phenomena at scale with LLMs, SOTOPIA-
$4 opens new possibilities for understanding LLM
agent behavior and social science investigations
and enables new research directions.

Limitations and Ethical Considerations

We acknowledge several important ethical consid-
erations and limitations in this work. We organize
our discussion around three key areas: the role of
human evaluation, the gap between simulation and
reality, and the risks of anthropomorphization.
First, while SOTOPIA-S* provides automated
evaluation capabilities through LLMs, we would
like to point out that these should not be seen as
replacements for human annotation and evaluation
(Tjuatja et al., 2024). Automated metrics, while
useful for rapid prototyping and large-scale analy-
sis, cannot fully capture the nuanced social and ethi-
cal implications that human evaluators can identify.
We encourage researchers to use our automated

10please refer to video for detailed interaction.

evaluations as complementary tools alongside hu-
man evaluation, particularly when studying sen-
sitive social phenomena or making claims about
human behavior. Additionally, we acknowledge
that our automated evaluation system may perpet-
uate social biases and stereotypes present in the
training data of LLMs (Stureborg et al., 2024).

Second, it is important to recognize that our sim-
ulations, while designed to study social phenomena,
remain simplified approximations of reality. The in-
teractions in SOTOPIA-$* occur in controlled envi-
ronments with predefined scenarios, which cannot
fully capture the complexity and emergent proper-
ties of real-world social interactions. We argue that
researchers should be cautious about generalizing
findings from these simulations to real-world con-
clusions without further validation studies, yet that
findings from simulations could yield hypotheses
to test with humans. Furthermore, the behavioral
patterns observed in our simulations may not accu-
rately reflect how humans would behave in similar
situations, as they are ultimately based on language
model behaviors (Cheng et al., 2023). As LLMs
continue to advance in capabilities, the realism of
social simulations will continue to improve. How-
ever, a fundamental sim-to-real gap will likely per-
sist. This limitation presents both a challenge and
an opportunity. We argue that systematically study-
ing the inconsistencies between LLLM role-played
characters and real humans is crucial for two rea-
sons: (1) better understanding the boundaries of
using LLMs in social science applications and (2)
valuable insights into the biases, limitations, and
capabilities of LLMs themselves.

Third, we recognize the significant risks of an-
thropomorphizing Al systems, which can lead to
unrealistic expectations, potential manipulation,
and negative societal impact (Su et al., 2024; Desh-
pande et al., 2023). While studying social intelli-
gence requires simulating human-like interactions,
we emphasize that Al agents in SOTOPIA-S? are
explicitly designed as digital twins - artificial con-
structs that role-play different characters rather than
maintaining consistent human-like identities. This
design choice helps mitigate anthropomorphization
risks while still enabling research into social re-
search questions with Al agents. We encourage
users of our platform to maintain awareness of this
artificial nature and avoid attributing genuine hu-
man characteristics to these agents.
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CONTENT OF APPENDIX

In this paper, we present SOTOPIA-$, a user-
friendly system for flexible, customizable, and
large-scale social simulation. In the appendix, we
provide additional details about our system:

A Character details
B Turn-taking details
C Evaluation details;
D API details;

A Character details

Characters in the SOTOPIA-S* inherit the char-
acter schema from the SOTOPIA platform (Zhou
etal., 2024c). As shown in Figure A.1, each charac-
ter has a name, age, occupation, public information,
secret information, big five personality traits, moral
values from moral foundations theory (Simpson,
2017), and other attributes.

)

O

Zane Bennett

38+ Man - He/him - Graphic Designer

Zane Bennett finds solace in music and often plays the

guitar in his downtime.

Secret: He's secretly engaged to his best friend's ex.

Personality Info ~

Personality and Values: Zane Bennett is creative and outgoing, he values
achievement and fairness. His decision-making is unique, often finding novel
solutions to problems.

Big Five: Openness to Experience - High; Conscientiousness - High; Extraversion
- High; Agreeableness - High; Neuroticism - Low

Moral Values: Fairness/Reciprocity
Schwartz Personal Values: Achievement
Decision Making Style: Creative

MBTI: ENFJ

Figure A.1: An example character profile in SOTOPIA-
St

B Turn-taking details

Handling turn-taking is a crucial aspect of multi-
agent interactions. In SOTOPIA-S*, we offer two
turn-taking strategies namely round-robin and si-
multaneous. In the round-robin strategy, agents
take turns in a pre-defined sequential order speci-
fied by the user. Each agent acts once per round,
with turns progressing in a fixed circular sequence

until the conversation concludes or reaches a max-
imum number of turns. This structured approach
ensures orderly participation and prevents any sin-
gle agent from dominating the conversation, which
could be useful for scenarios like social deduction
games, auctions, and other scenarios where the
order of actions is fixed.

In the simultaneous strategy, agents maintain a
message queue and can decide when to act indepen-
dently. Figure B.1 illustrates how agents interact
asynchronously in SOTOPIA-S%.

C Evaluation details

For the default evaluation setting, we use the eval-
uation framework from SOTOPIA (Zhou et al.,
2024c¢). Specifically, we have the following evalua-
tion metrics:

* Goal Completion [0-10]: Measures how well
agents achieve their environment-defined so-
cial goals.

Believability [0-10]: Evaluates if agent be-
havior is natural and consistent with their char-
acter profile, considering naturalness of inter-
actions and alignment with traits.

Knowledge [0-10]: Assesses how effectively
agents acquire new and relevant information
during interactions.

Secret [-10-0]: Evaluates how well agents
maintain private information while balancing
trust-building through selective disclosure.

Relationship [-5-5]: Measures how interac-
tions affect relationships between agents, in-
cluding impact on social status and reputation.

Social Rules [-10-0]: Evaluates adherence to
both social norms (e.g., politeness) and legal
rules (institutionally enforced regulations).

Financial and Material Benefits [-5-5]: As-
sesses economic utility gained, including both
immediate monetary benefits and long-term
economic advantages.

D API details

As shown in Figure D.1, the SOTOPIA-API pro-
vides a comprehensive set of operations for manag-
ing characters, scenarios, and episodes, and evalu-
ation metrics. The interface uses different colors
to indicate the HTTP methods supported by each
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memory pool

Figure B.1: The asynchronous interaction framework for agents in SOTOPIA-S* for the simultaneous turn-taking
strategy. Each agent maintains its own message queue and can decide when to respond based on the conversation

context and its own state.

endpoint, including GET for retrieving data, POST
for creating new resources, and DELETE for remov-
ing existing resources. While common REST APIs
often include PUT for updates, we deliberately omit
this method to avoid potential errors and inconsis-
tencies that could arise from concurrent modifica-
tions. Instead, updates can be handled through a
combination of DELETE followed by POST, ensuring
data integrity.

For simulation, the POST /simulate endpoint
is a non-streaming endpoint that allows users to
simulate episodes in a large-scale manner. During
the process of the simulation, users can use GET
/simulate/status/{episode_pk} to check the
status of the simulation. For streaming simulation,
we provide the websocket endpoint for the users to
connect with the SOTOPIA-S? server and receive
the simulation results in real-time.

E Dyadic Hiring Negotiation details

Here we provide the detailed setting of our dyadic
hiring negotiation. Table E.1 shows the score allo-
cations on different choices for two roles.

FastAPI aD

default

ET /scenarios Get Scenarios All
/scenarios/{get_by}/{value} GetScenarios
/agents Get Agents All

GE /agents/{get_by}/{value} GetAgents

ET /relationship/{agent_1_id}/{agent_2_id} GetRelationship

ET /episodes Get Episodes All
/episodes/{get_by}/{value} GetEpisodes
/evaluation_dimensions/ Get Evaluation Dimensions
/evaluation_dimensions/ Create Evaluation Dimensions
/scenarios/ Create Scenario
/agents/ Create Agent
/relationship/ Create Relationship
/simulate/ Simulate

GET /simulation_status/{episode_pk} GetSimulation Status

[EZEEE) /agents/{agent_id} Deiste Agent

m /scenarios/{scenario_id} Delete Scenario

m /relationship/{relationship_id} Delete Relationship

Starting Date 6.1 6.15 7.1 7.15 8.1
Manager 0 600 1200 1800 2400
Candidate 2400 1800 1200 600 O
Salary ($k) 100 105 110 115 120
Manager 6000 4500 3000 1500 O
Candidate 0 1500 3000 4500 6000

Table E.1: Comparison of Scenarios for Starting Date
and Salary (Candidate vs. Recruiter Points)

m /episodes/{episode_id} Delete Episode

m /evaluation_dimensions/{evaluation_dimension_list_pk} Delete Evaluation Dimension List

/models GetModels

Figure D.1: The API documentation page of SOTOPIA-
S$4. The interactive Swagger Ul provides comprehensive
documentation of available endpoints, with different col-
ors indicating the HTTP methods (GET, POST, DELETE)
for each operation.
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