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Abstract

We introduce SAVIS, a sentence-level atten-
tion visualization tool that enhances the in-
terpretability of long documents processed by
Large Language Models (LLMs). By com-
puting inter-sentence attention (ISA) through
token-level attention aggregation, SAVIS re-
duces the complexity of attention analysis, en-
abling users to identify meaningful document-
level patterns. The tool offers an interactive
interface for exploring how sentences relate to
each other in model processing. Our compara-
tive analysis with existing visualization tools
demonstrates that SAVIS improves task accu-
racy and reduces error identification time. We
demonstrate its effectiveness for text analysis
applications through case studies on various
analysis tasks. SAVIS is available at https://
pypi.org/project/savis with a screencast
video at https://youtu.be/fTZZPHA55So.

1 Introduction

Attention mechanisms in language models en-
able interpretation of how models process text by
showing weights assigned to different input ele-
ments (Zhao et al., 2024). Recent Large Language
Models (LLMs) like GPT-4 (OpenAI et al., 2024)
and PaLM 2 (Anil et al., 2023) have achieved state-
of-the-art performance across various natural lan-
guage processing (NLP) tasks, using these atten-
tion mechanisms as core components. However, in-
terpreting attention patterns becomes increasingly
challenging as documents grow longer, particularly
when analyzing how models process document-
level context.

The challenge of interpretation scales with both
model size and input length. Transformer-based
models like BERT contain 144 attention heads
across 12 layers (Clark et al., 2019), each learning
distinct patterns ranging from syntactic dependen-
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cies to broader semantic relationships. For practi-
tioners without deep NLP expertise, these patterns
are complicated to interpret as they must examine
hundreds of attention patterns simultaneously. Stud-
ies show that only certain heads serve important
functions, with one study finding that only 10 out
of 48 encoder heads are sufficient to maintain trans-
lation quality in machine translation models (Voita
et al., 2019). Michel et al. (Michel et al., 2019)
found that up to 60% of attention heads can be
pruned without significantly impacting model per-
formance.

Various approaches have been proposed to vi-
sualize attention in LLMs, from early attention-
matrix heatmaps (Bahdanau et al., 2015; Rush
et al., 2015) to bipartite graph representations (Lee
et al., 2017; Liu et al., 2018). More recent tools in-
clude BertViz (Vig, 2019) for multi-scale visualiza-
tion, LIT (Tenney et al., 2020) and Dodrio (Wang
et al., 2021) for interactive analysis, and Knowl-
edgeVIS (Coscia and Endert, 2023) for semantic
exploration. However, these token-level visualiza-
tion methods face a fundamental scalability chal-
lenge: for a document with n tokens across l layers
and h attention heads per layer, practitioners must
examine l × h× n2 attention connections.

To address this challenge, we introduce SAVIS,
an attention visualization tool that enhances the
interpretability of long documents processed by
LLMs. Through case studies and comparative anal-
ysis, we demonstrate that our sentence-level ap-
proach significantly reduces the time required to
identify attention patterns while maintaining inter-
pretability. Our contributions are (1) a method for
aggregating token-level attention at the sentence
level for a more straightforward interpretation of
document-level patterns and (2) an interactive visu-
alization tool for exploring sentence relationships,
with features designed to reveal how models pro-
cess sequential information.
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(a) Inter-Sentence Attention Visualization (b) Token-Level Attention Heatmap
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Figure 1: Visualization of attention patterns in the Wikipedia article ‘Computational linguistics’ (https://en.
wikipedia.org/wiki/Computational_linguistics), using the same data and color scale for both visualizations.
(a) Our proposed inter-sentence attention visualization for 50 sentences shows clear attention patterns between key
sentences. (b) Traditional token-level attention heatmap for 2,233 tokens, demonstrating the difficulty in identifying
specific areas of interest in large documents.

2 Inter-Sentence Attention

Processing long documents with transformer-based
models requires understanding the relationships
between sentences. However, interpreting these re-
lationships through token-level attention patterns
is challenging due to their complexity. We intro-
duce inter-sentence attention (ISA), which captures
sentence-level relationships by aggregating token-
level attention patterns.

Given two sentences Sa and Sb with token in-
dices [ia, ia+1) and [ib, ib+1) respectively, we com-
pute their inter-sentence attention through a three-
step process. First, we integrate attention patterns
across layers by taking the maximum attention
score at each position: A(i, j) = maxl∈L αl(i, j),
where αl(i, j) = softmax(Ql,iK

T
l,j/

√
dk)Vl,j is

the standard scaled dot-product attention at layer
l. Here, Ql,i and Kl,j are query and key vec-
tors for tokens i and j in layer l, Vl,j is the
value vector, and dk is the dimension of key vec-
tors. We then compute attention scores between
sentence pairs by taking the maximum attention
score between any token pair in two sentences:
βh(Sa, Sb) = max(i,j)∈Sa×Sb

A(i, j) for each at-
tention head h. Finally, we aggregate these scores
across attention heads by selecting the maximum
value: ISA(Sa, Sb) = maxh∈H βh(Sa, Sb), where

H is the set of attention heads.
While prior work has used averaging across at-

tention heads (Abnar and Zuidema, 2020), we opt
for taking the maximum attention score to preserve
strong signals from individual heads. This choice
is motivated by findings that different attention
heads often specialize in capturing specific linguis-
tic patterns (Clark et al., 2019). This aggregation
approach first integrates attention patterns across
layers and then computes sentence-level attention
by identifying relationships between sentence pairs.
The process reduces the computational complexity
from O(n2) to O(m2) for a document with n to-
kens and m sentences, where n ≫ m since each
sentence typically consists of multiple tokens. This
reduction enables analysis of document-level at-
tention patterns while maintaining the most salient
connections between sentences.

3 Visualization Tool

We present SAVIS, an open-source Python library
built with matplotlib and transformers for vi-
sualizing attention patterns at multiple scales in
LLMs. The library is available at https://pypi.
org/project/savis. Implemented in Python for
Jupyter Notebook environments, SAVIS supports
transitions between sentence-level and token-level
visualizations.
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3.1 Inter-Sentence Attention Visualization

The primary interface presents attention patterns
through a dot plot visualization (Figure 1 (a)). Each
point represents an attention relationship between
two sentences, with color intensity indicating atten-
tion strength. Users can examine specific relation-
ships through a hovering mechanism by viewing
the relevant sentences and their attention scores.
The following code demonstrates the sentence-
level visualization:

1 from savis import TextGenerator , ISA ,
ISAVisualization

2
3 # Generate text and extract attention
4 generator = TextGenerator("<model_name >")
5 text , attentions , tokenizer , _, outputs = \
6 generator.generate_text(input_text)
7
8 # Compute inter -sentence attention
9 isa = ISA(outputs.sequences [0], attentions ,

tokenizer)
10
11 # Create interactive visualization
12 vis = ISAVisualization(
13 sentence_attention=isa.sentence_attention ,
14 sentences=isa.sentences)
15 vis.visualize_sentence_attention ()

3.2 Multi-Scale Analysis

SAVIS provides three complementary views for an-
alyzing attention at different scales. The sentence-
level view offers a high-level overview of document
structure through ISA patterns. This approach is
efficient for long documents where token-level vi-
sualization becomes overwhelming. As shown in
Figure 1, when analyzing a Wikipedia article with
2,233 tokens, our inter-sentence visualization re-
veals clear patterns between key sections, while the
token-level heatmap becomes difficult to interpret
due to the dense number of connections. To exam-
ine specific attention patterns in detail, users can
select any pair of sentences and visualize token-
level attention weights between them. This focused
token-level view helps understand how attention
flows between specific parts of the document:

1 # Visualize full document token attention
2 vis.visualize_token_attention_heatmap(
3 attentions , tokenizer , input_ids ,
4 layer=-1 # Specify layer
5 )
6
7 # Focus on specific sentence pair
8 vis.visualize_sentence_token_attention_heatmap(
9 attentions , tokenizer , input_ids ,

10 sentence_boundaries , sentences ,
11 sent_x_idx =0, sent_y_idx =1 # Select sentences
12 )

For token-level analysis, SAVIS integrates with
BertViz (Vig, 2019). This integration allows users
to combine our sentence-level aggregation with
established token-level visualization approaches:

1 # Prepare attention data for BertViz
2 attention_data , tokens , sentence_b_start = \
3 isa.get_sentence_token_attention(
4 sentence_x_idx =0,
5 sentence_y_idx =1
6 )
7
8 # Visualize with BertViz
9 from bertviz import head_view

10 head_view(attention_data , tokens)

3.3 Interactive Exploration

SAVIS includes interactive features for exploring
attention patterns across documents. Users can se-
lect specific layers and attention heads for detailed
analysis, and switch between different visualization
modes:

1 # Configure visualization parameters
2 vis.visualize_sentence_attention(
3 figsize =(15 ,10) # Adjust plot size
4 )
5
6 # Layer/head -specific analysis
7 vis.visualize_token_attention_heatmap(
8 attentions , tokenizer , input_ids ,
9 layer=5, # Specific layer

10 head=3, # Specific head
11 figsize =(50 ,50)
12 )

Figure 2 shows how SAVIS visualizes attention
structures. In this example, we compare standard
prompting, which shows direct attention flows,
with Chain-of-Thought (CoT; Wei et al., 2022)
prompting, where our visualization highlights se-
quential attention patterns between intermediate
reasoning steps. The figure demonstrates the ap-
plication of these strategies on two types of NLP
tasks: math word problems (Cobbe et al., 2021) and
CommonsenseQA (CSQA; Talmor et al., 2019).
Math word problems assess language models’ arith-
metic capabilities through mathematical scenarios.
CSQA presents commonsense questions that of-
ten require prior knowledge. Standard prompting
yields direct responses, while CoT prompting gen-
erates intermediate reasoning steps. The ISA pat-
terns show that CoT prompting creates stronger
connections between sentences, indicating a more
structured reasoning process.

4 Case Studies

To evaluate SAVIS’s effectiveness in real-world sce-
narios, we conducted two case studies with public
relations (PR) practitioners. Using the Gemma 7B
model (Team et al., 2024), we analyzed how PR
practitioners utilized our tool to improve their anal-
ysis of public communications. Table 1 summarizes
the quantitative results.
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A: The answer is 19.
… , how many apples do they have?

Q: The cafeteria had 23 apples.
A: The answer is 11.

How many tennis balls does he have now?
Each can has 3 tennis balls.

He buys 2 more cans of tennis balls.
Q: Roger has 5 tennis balls.

The answer is 9.
3 + 6 = 9.
A: 23 – 20 = 3.
If they used 20 to make lunch and bought 6 more, …?
Q: The cafeteria had 23 apples.
The answer is 11.
5 + 6 = 11.
2 cans of 3 tennis balls each is 6 tennis balls.
A: Roger stated with 5 balls.
How many tennis balls does he have now?
Each can has 3 tennis balls.
He buys 2 more cans of tennis balls.
Q: Roger has 5 tennis balls.

A: The answer is (a) populated areas.
Answer Choices: (a) populated areas (b) …

Where might he go?
Q: Sammy wanted to go to where the people were.

A: The answer is (b)
Answer Choices: (a) pretty flowers (b) …
Q: The fox walked from the city into …

So the answer is (a).
Of the above choices, only populated areas is a place …
A: The answer must be populated areas.
Answer Choices: (a) populated areas (b) …
Where might he go?
Q: Sammy wanted to go to where the people were.
So the answer is (b).
Of the above choices, only natural habitat is in the forest.
A: The answer must be something in the forest.
Answer Choices: (a) pretty flowers (b) hen house (c) …
Q: The fox … the forest, what was it looking for?
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Figure 2: Comparison of ISA patterns between standard and CoT prompting. Standard prompting (left) directly
answers questions without explicit reasoning steps. CoT prompting (right) offers answers through a logical pro-
gression of sentences based on intermediate reasoning steps to reach the final answer. The inter-sentence attention
visualization demonstrates how each sentence in CoT prompting contributes to the understanding and generation of
subsequent sentences. LLM-generated text is highlighted. Note that the first sentence starts from 0.

(a) Inter-Sentence Attention Visualization

Inter-Sentence Attention

Sentence
ID

(b) Focus Area

[x = 14] Generated Sentence
The answer is 1.

[y = 9] Focused Sentence
The answer is 0.

ISA: 0.28356

(b-2)

(a-1) [x = 14] Generated Sentence
The answer is 1.

[y = 13] Focused Sentence
The mention of "doing their best" 
implies a sense of effort and dedication, 
which can be related to Integrity.

ISA: 1.00000

(b-1)

Chain-of-Thought
Reasoning Process

Figure 3: Interactive visualization on the analysis of re-
views on government policies. (a) Inter-sentence atten-
tion visualization with ISA values. (a-1) CoT reasoning
steps. (b) Sentence display on hover interaction. (b-1)
High ISA between conclusion and rating. (b-2) Refer-
ence to similar example during generation.

These case studies were designed to evaluate
the Organization-Public Relationship Assessment
(OPRA; Kim and Ni, 2013) theory, a key frame-
work in PR, using SAVIS. OPRA assesses the health
and strength of relationships between organizations
and the public across four dimensions: trust, sat-
isfaction, commitment, and control mutuality (Lee
and Jun, 2013; Liu and Ni, 2021).

4.1 Case Study 1: Analysis of Environmental
Policy Public Comments

In the first case study, PR practitioners analyzed
public comments regarding proposed changes to
the National Environmental Policy Act (NEPA),

Table 1: Quantitative results of case studies.

Metric NEPA Amazon
Dataset Size (documents) 100 230
Initial Accuracy (%)

Trust 78 82.61
Satisfaction 76 81.74
Commitment 79 83.48
Control Mutuality 77 82.17
Average 77.5 82.50

Final Accuracy (%)
Trust 93 89.13
Satisfaction 94 90.00
Commitment 95 90.87
Control Mutuality 94 89.57
Average 94 89.89

ISA Threshold 0.10 0.25

collected from regulations.gov. The dataset
comprised 100 public comments, evenly split be-
tween the Trump administration’s NEPA revision
period and the Biden administration’s subsequent
policy changes.

The practitioners first conducted an initial LLM
analysis using standard prompts, achieving an av-
erage accuracy of 77.5% across all OPRA dimen-
sions in sentiment classification. Using SAVIS, they
identified a systematic bias in the LLM’s interpre-
tation of mixed-sentiment comments. For instance,
when analyzing the comment “I am writing in
strong support of the National Environmental Pol-
icy Act because NEPA is the bedrock of our work to
ensure full protection of important places for birds
and people,” the LLM initially classified trust as 0,
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OPRA Concepts

Control 
Mutuality Trust

Commitment Satisfaction

Instruction for Rating

Rate	the	review	0	or	1

Few-shot Example

Reasoning 
Example

Rating 
Example

(a) Input Prompt to the LLM (b) Output Sentences Generated by LLM

Output Sentence

Reasoning Rating

LLM

× Nexample

× Ndata

(b-1) Review Analysis with LLM

To	rate	this	sentence	in	…					0		0

It	is	difficult	to	evaluate	…		1		1

The	speaker	is	consistently	…		0		1

…

× Ndata

Ground truth rated by PR researcher
Rated by LLMReason LLM rated

O

O

X

…

Reasoning Rating

Definition 
of OPRA 
Concept

Prompt

Generated Sentences

O/X

LLM failed to comprehend
the reversed condition

Replacing the reversed condition with
the forward condition in the input prompt

(c) Inter-Sentence
Attention Visualization

(g) Improved Results

LLM-Powered Process Human-Powered Process

(e) Cause Identification

(f) Decision Making

Identified Error

The	speaker	is	consistently	…		1		1 O

Enhanced Analysis of LLM

…

…

(d) Focus Area
x:	The	answer	is	0.
y:	…	(Dependability)	(Reversed)

Correct Rating

Figure 4: Analysis of Amazon product reviews. (a) Input prompt with OPRA concepts and instructions. (b) LLM
output showing reasoning steps and ratings. (b-1) Discrepancy between LLM ratings and ground truth. (c) Inter-
sentence attention visualization. (d) Focus area examination. (e) Error identification in reversed conditions. (f) Input
prompt refinement. (g) Corrected ratings after refinement.

contradicting the explicit support for NEPA. The
visualization revealed a low ISA value of 0.06 for
this critical first sentence in the final rating step.

Based on these observations, the practitioners
implemented a CoT process in their prompts. As
shown in Figure 3 (a-1), this modification encour-
aged the LLM to generate intermediate reasoning
steps before producing a final rating. When a prac-
titioner hovers over a point of interest in Figure 3
(a), the generated and focused sentences are dis-
played as shown in Figure 3 (b). Figure 3 (b-1)
reveals that the sentence at y=13, corresponding
to the conclusion of the CoT, impacted the rating
generated in sentence x=14 (ISA=1.0). Addition-
ally, Figure 3 (b-2) indicates that the sentence at
x=14 referenced the similar example sentence at
y=9 during its generation (ISA=0.28356). Follow-
ing this implementation, the results improved. As
detailed in Table 1, NEPA’s Final Accuracy shows
consistently high performance across all OPRA
dimensions: Trust (93%), Satisfaction (94%), Com-
mitment (95%), and Control Mutuality (94%).

4.2 Case Study 2: Sentiment Analysis of
E-commerce Customer Review

In the second case study, PR practitioners analyzed
a dataset of 230 product reviews from Amazon. Fig-
ure 4 illustrates their comprehensive analysis pro-
cess using SAVIS. The process began with an input
prompt outlining OPRA concepts and instructions
for rating (Figure 4 (a)). In Figure 4 (b), the LLM
output consists of reasoning steps and final ratings.
Through this structured output, practitioners identi-
fied discrepancies between the LLM’s ratings and
ground truth as shown in Figure 4 (b-1).

Through the inter-sentence attention visualiza-
tion in Figure 4 (c) and a critical examination of the

focus area in Figure 4 (d), the practitioners iden-
tified that the LLM struggled particularly with re-
views containing reversed conditions. For example,
in reviews stating “I would have given 5 stars if...”,
the LLM misclassified these as positive reviews,
achieving an initial average accuracy of 82.5%. The
cause of this error was due to the LLM’s misunder-
standing of reversed conditions.

Based on these insights, the practitioners modi-
fied the input prompts by replacing reversed condi-
tions with forward conditions, as shown in Figure 4
(f). This adjustment aimed to eliminate the LLM’s
confusion in interpreting conditional statements.
Finally, as demonstrated in Figure 4 (g), this refine-
ment successfully corrected the previously misclas-
sified ratings. As shown in Table 1, the accuracy
in Amazon review classification increased across
all OPRA dimensions, ranging from 89.13% to
90.87%. This improvement highlighted the impor-
tance of understanding how LLMs process reversed
conditions in reviews, consistent with recent stud-
ies (Jang et al., 2022; Truong et al., 2023).

5 Comparative Analysis

We evaluated SAVIS against BertViz (Vig, 2019),
Dodrio (Wang et al., 2021), and a baseline ap-
proach without visualization. Twenty participants
analyzed the NEPA public comments (n=100) and
Amazon product reviews (n=230) for 60 minutes
each. Table 2 and Figure 5 show the results.

Using SAVIS, participants identified more er-
rors (NEPA: 7.2, Amazon: 7.8) than with other
tools, except when using the combination of
SAVIS+BertViz (NEPA: 8.8, Amazon: 9.0). Par-
ticipants also identified errors faster with SAVIS
(NEPA: 7.9 minutes, Amazon: 7.4 minutes) com-
pared to BertViz (NEPA: 11.5 minutes, Amazon:
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Table 2: Comparison of approaches with and without attention visualization for analyzing PR datasets. The numbers
represent averages from 20 participants. Initial accuracies for the four OPRA dimensions are shown in Table 1.

Metric SAVIS
(Ours)

BertViz
(Vig, 2019) SAVIS + BertViz Dodrio

(Wang et al., 2021)
Baseline

(w/o Visualization)
Environment Jupyter Jupyter Jupyter Web Jupyter
Dataset NEPA Amazon NEPA Amazon NEPA Amazon NEPA Amazon NEPA Amazon
Number of Identified Errors 7.2 7.8 5.3 6.1 8.8 9.0 6.9 7.4 1.5 1.8
Time to Identify Error (min) 7.9 7.4 11.5 11.6 8.3 7.5 8.8 8.3 46.3 42.9
Number of Prompt Revisions 2.3 3.4 3.5 4.3 2.4 3.3 2.5 3.4 4.4 5.3
Final Accuracy (%)

Trust 89.50 85.87 86.00 83.48 91.50 87.83 88.00 84.78 83.00 83.04
Satisfaction 88.00 84.78 86.50 83.70 92.00 87.61 87.50 84.35 83.50 83.26
Commitment 89.00 83.91 87.00 83.91 92.50 88.04 88.50 84.13 84.00 83.48
Control Mutuality 87.50 85.22 85.50 83.70 91.00 87.39 87.00 84.57 82.00 82.61
Average 88.50 84.95 86.25 83.70 91.75 87.72 87.75 84.46 83.13 83.10
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Figure 5: Comparative analysis of SAVIS against other
visualization tools.

11.6 minutes) and other approaches. They needed
fewer prompt revisions with SAVIS (NEPA: 2.3,
Amazon: 3.4) and achieved higher accuracy. Start-
ing from the initial values (NEPA: 77.5%, Amazon:
82.5%), participants using SAVIS improved accu-
racy to 88.5% (+11 percentage points (pp)) for
NEPA and 84.95% (+2.45pp) for Amazon. Those
using SAVIS+BertViz showed slightly higher im-
provements (NEPA: 91.75%, +14.25pp; Amazon:
87.72%, +5.22pp). Dodrio and BertViz also en-
abled improvements, while the baseline approach
had minimal improvement for both datasets.

Figure 5 shows performance over time and
across revisions. Participants using SAVIS and
SAVIS+BertViz detected errors faster, needed fewer
revisions, and reached peak accuracy in fewer iter-
ations compared to other approaches.

6 Limitations and Future Work

While our visualization tool demonstrates effec-
tiveness for PR tasks, several limitations should
be acknowledged. Our approach has been primar-
ily evaluated with a single model architecture,

and testing across diverse architectures would be
necessary to confirm broader applicability. While
SAVIS’s sentence-level visualization effectively en-
ables PR practitioners to identify patterns quickly,
token-level visualizations can complement it for
detailed analysis. Our comparative analysis shows
that while SAVIS achieves strong performance in-
dependently, combining it with token-level visual-
izations like BertViz provided additional benefits,
suggesting potential value in multi-level visualiza-
tion approaches.

For future work, we plan to develop a unified
interface that dynamically combines sentence-level
and token-level views, allowing users to begin with
simplified patterns and drill down to details where
needed. We aim to explore adaptive visualization
techniques that automatically suggest appropriate
levels of detail for different analysis tasks.

7 Conclusion

This paper introduced SAVIS, a novel visualiza-
tion tool for interpreting LLM text generation at
the sentence level. We defined inter-sentence atten-
tion (ISA) to analyze sentence relationships and
implemented a visualization approach combining
interactive features and attention patterns. SAVIS is
open-source and available at https://pypi.org/
project/savis under MIT license.

Our case studies on NEPA public comments and
Amazon product reviews demonstrated SAVIS’s
effectiveness in identifying and addressing LLM
output inaccuracies, particularly in handling com-
plex linguistic structures such as reversed condi-
tions. Comparative analysis validated our approach,
showing that practitioners using SAVIS achieved
faster error detection and higher accuracy with
fewer revisions than existing tools. This approach
offers practitioners an efficient tool for understand-
ing LLM behavior in various text analysis tasks.
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