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Introduction

The 21st Workshop on Multiword Expressions (MWE 2025) took place on May 4, 2025, in Albuquerque,
New Mexico, USA, and online, as a satellite event of the 2025 Annual Conference of the Nations of the
Americas Chapter of the Association for Computational Linguistics (NAACL 2025). The workshop was
organized and sponsored by the Special Interest Group on the Lexicon (SIGLEX) (http://www.siglex.org)
of the Association for Computational Linguistics (ACL)(https://www.aclweb.org/portal/).
The notion of multiword expressions (MWEs), i.e., word combinations that exhibit lexical, syntactic, se-
mantic, pragmatic, and/or statistical idiosyncrasies, encompasses closely related phenomena: idioms,
compounds, light-verb constructions, phrasal verbs, rhetorical figures, collocations, institutionalized
phrases, etc. Given their irregular nature, MWEs often pose complex problems in linguistic modeling
(e.g. annotation), NLP tasks (e.g. parsing), and end-user applications (e.g. natural language understand-
ing and Machine Translation), hence still representing an open issue for computational linguistics.
For this 21st edition of the workshop, our call for papers focused particularly on the following topics:

• MWE processing to enhance end-user applications;

• MWE processing and identification in the general language, as well as in specialized languages
and domains;

• MWE processing in low-resourced languages;

• MWE identification and interpretation in LLMs

• new and enhanced representation of MWEs in language resources and computational models of
compositionality as gold standards for formative intrinsic evaluation.

For this edition, all submitted papers were peer-reviewed by international experts and 75% of the sub-
mitted papers were accepted. Barbu Mititelu et al. paints the current state of the art of MWE lexica
designed for NLP purposes. A diachronic perspective is adopted by Alves et al. when investigating the
syntagmatic productivity of MWEs in English scientific writing.
The interest in endangered and low-resourced languages is still visible in the papers that report the devel-
opment of new resources, dedicated to such languages. Thus, the paper authored by Adkins et al. focuses
on Irish and on the recognition of named entities in this language, for which a tool is developed, while
also producing a small gold-standard corpus annotated with named entities. Galician is the language
for which a dataset of 240 ambiguous noun-adjective MWEs, contextualized in two sets of sentences,
is manually rated for compositionality at token level, being also added information about frequency,
ambiguity, and productivity. Markantonatou et al. propose the first Standard Modern Greek Universal
Dependencies treebank annotated with Verbal MWEs, while also using it to evaluate the performance
of models in MWEs identification tasks. A new resource for European Portuguese, namely a corpus
annotated for verbal idioms, is reported by Antunes et al.
The development of multilingual resources is also an area of research represented in this workshop:
Sentsova et al. introduce MultiCoPIE, a multilingual corpus of potentially idiomatic expressions in
Catalan, Italian, and Russian, as well as the cross-lingual transfer of the potentially idiomatic expressions
disambiguation task from English to the three languages in this new resource.
LLMs are found in several tasks: Kissane et al. examine how LLMs capture lexical and syntactic prop-
erties of phrasal verbs and prepositional verbs at different neural network layers. Adkins et al. compare
both monolingual and multilingual BERT models fine-tuned on named entity recognition task. LLMs are
also used to generate synthetic idiom datasets and to evaluate their effectiveness in training task-specific
models for idiomaticity detection.

Verginica Barbu Mititelu, Mathieu Constant, A. Seza Doğruöz, Voula Giouli, Gražina Korvel, Atul Kr.
Ojha, Alexandre Rademaker (MWE-2025 Organizers and Co-Chairs)
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Ranka Stanković Stanković, University of Belgrade
Sabine Schulte im Walde, University of Stuttgart
Shiva Taslimipoor, University of Cambridge
Stan Szpakowicz, University of Ottawa
Stella Markantonatou, ATHENA RIC
Tiberiu Boros, Adobe Systems
Tunga Gungor, Bogazici University

v



Keynote Talk: Meaning Construction at the Syntax-Lexis
Nexus

Nathan Schneider
Associate Professor of Linguistics and Computer Science at Georgetown University (USA)

Abstract: When words and grammar come into contact, things sometimes get messy: idiosyncratic ex-
pressions and patterns disobey ordinary principles of regularity and compositionality. A useful point of
reference is the theoretical perspective of Construction Grammar, which exhorts us to view linguistic
knowledge in terms of form-function mappings—at all levels of granularity. How can this perspective
inform a broad-coverage, multilingual approach to lexicosyntactic conundrums? First, I will discuss im-
plications for corpus annotation: while some multiword expressions and names (e.g. "at least", "in order
to", "Chapter 1") test the limits of categorical annotation standards like Universal Dependencies, UD
treebanks nevertheless enable empirical investigation of some functionally-defined constructions across
languages. Second, I will discuss efforts to interpret the latent representations of constructional form
and meaning in transformer language models, with the NPN construction (noun-preposition-noun, as in
"face to face") as a case study.

Bio: Nathan Schneider is a computational linguist. As Associate Professor of Linguistics and Com-
puter Science at Georgetown University, he leads the NERT lab, looking for synergies between practical
language technologies and the scientific study of language, with an emphasis on how words, grammar,
and context conspire to convey meaning. He is the recipient of an NSF CAREER award to study NLP
vis-à-vis metalinguistic enterprises like language learning, linguistics, and legal interpretation. Recently,
he has weighed in on specific interpretive debates in U.S. law; one of these analyses was cited by U.S.
Supreme Court justices in a major firearms case. He is active in the NLP community—especially ACL’s
SIGANN and SIGLEX—and the Universal Dependencies project; and cofounded the SOLID forum for
empirical research on legal interpretation. Prior to Georgetown, he inhabited UC Berkeley, Carnegie
Mellon University, and the University of Edinburgh. Apart from annotation scheming and computational
modeling, he enjoys classical music and chocolate chip cookies.
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