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Abstract

Warning: Due to the property of the coun-
terspeech generation (CSG) topic, this paper
presents some content that may be offensive or
upsetting.

Multilingual ~ counterspeech  generation
(MCSG) contributes to generating coun-
terspeech with respectful, non-offensive
information that is specific and truthful for
the given hate speech, especially those for
languages other than English. Generally, the
training data of MCSG in low-source language
is rare and hard to curate. Even with the
impressive large language models (LLMs),
it is a struggle to generate an appreciative
counterspeech under the multilingual scenario.
In this paper, we design a pipeline with a
generation-reranking mode to effectively
generate counterspeech under the multilingual
scenario via LLM. Considering the scarcity of
training data, we first utilize the training-free
strategy, 1i.e., in-context learning (ICL),
to generate the candidate counterspeechs.
Then, we propose to rerank those candidate
counterspeech via the Elo rating algorithm
and a fine-tuned reward model. Experimental
results on four languages, including English
(EN), Italian (IT), Basque (EU) and Spanish
(ES), our system achieves a comparative
or even better performance in four metrics
compared to the winner in this shared task.

1 Introduction

Hate speech (HS) refers to any form of commu-
nication that belittles or discriminates against in-
dividuals or groups based on attributes such as
race, religion, ethnic origin, sexual orientation, dis-
ability, or gender (Ward, 1997; Nockleby, 2000),
raising the concern to a toxic environment that
affects both individuals and society as a whole
(Williams, 2019). A promising countermeasure,
counterspeech (CS) which response to HS that uses
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Hate Speech:  We should ban homosexuals.
~ Counter Speech:  When will the love prosper
and the hatred start to dissi-
pate? I will not only respect
my fellow LGBT+ people, 1

will promote their rights.

Table 1: An example of counter speechf generation for
hate speech.

positive, inclusive, and factual communication to
challenge harmful narratives, can effectively help
address the issue while promoting a more respect-
ful environment (Schieb and Preuss, 2016; Munger,
2017; Mathew et al., 2018; Shin and Kim, 2018), an
example as shown in Table 1 Recently, numerous
non-governmental organizations (NGOs) have en-
listed volunteers to create counter speech by hand
to address hate speech. Nevertheless, due to the
overwhelming volume of hate speech online each
day, automating CS generation could be more effec-
tive in reducing the need for human involvement.
Therefore, increasing studies explored automating
CS generation which we focus on in this paper.
The one line of studies in CS generation relies on a
mass of labeled data. For example, Zhu and Bhat
(2021) proposes to train an RNN-based variational
encoder-decoder model from scratch, to generate
the multiple candidate CS and then obtain the best
one from the candidate pool via pruning-selection
pipeline. However, the kind of methods may be
limited by the scale of labeled data. The perfor-
mance of their model will significantly deteriorate
when the labeled data is limited or unavailable, i.e.,
low-source CS generation. The other line of stud-
ies in CS generation is that integrates the powerful
large language models (LLMs) when generating
CS (Saha et al., 2024; Wang et al., 2024; Podolak
et al., 2024). Although the impressive capacity of
LLMs, generating a high-quality CS via LLMs re-
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mains a challenge due to the complexity of CS gen-
eration task, specifically for low-source language
scenarios.

In this paper, we propose a generation-reranking
pipeline to excavate the capacity of LLM in CS gen-
eration, specifically for the low-source language
scenarios. Inspired by the success in in-context
learning (ICL) (Wei et al., 2022), we first propose
to inject a few of HS-CS pair examples into the
prompt of LLMs. Furthermore, considering the
complexity of CS generation, we employ chain-of-
thought (CoT) (Wang et al., 2022; Zhang et al.,
2023), a step-by-step inference mechanism, to
prompt LLM to generate CS candidates. For the
whole generation stage, we obtain a set of CS can-
didate by multiple sampling. To ensure diverse and
contextually rich outputs, the generation of each
CS candidate in set uses different few-shot exam-
ples that are randomly sampled from the training
set.

Once the CS candidates set are obtained, we
search the best CS from it via two re-ranking meth-
ods: 1) Point-wise scoring method, which intro-
duces a point-wise scorer to independently assess
each CS candidate. Each CS candidate is evaluated
based on a scoring model, e.g., a reward model, and
the one with the highest score is selected as the fi-
nal CS output. 2) Pair-wise Comparison Method: it
first pairs CS candidate in set randomly, then does
a comparison for each pair of CS candidate. These
pair-wise comparison results are used to compute
an Elo rating for each candidate. The comparison
will be performed in multiple rounds, and the later
rounds will pair the CS candidate via their ELO rat-
ing, i.e., the CS candidate with higher ELO scores
is more likely to be paired with the other having
comparative ELO scores. This ELO-based compar-
ison makes the ranking process more fair, and is
more effective in finding the best one from the CS
candidate set. Similarly, after all rounds of compar-
ison are done, we take the CS candidate with the
highest ELO rating as the final output.

Overall, our contribution can be summarized as
follows:

* We propose to build a generation-reranking
pipeline to effectively obtain high-quality CS
from the LLM.

* We propose to combine ICL and CoT to
prompt LLM and generate CS candidates dur-
ing the generation stage, which can effectively
overcome the complexity and data scarcity of
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low-source language for the CS generation
task.

* We propose two re-ranking methods, which
can further excavate the high-quality CS from
the candidates set.

* We conduct extensive experiments and anal-
ysis, including lower-source and high-source
languages, demonstrate effectiveness of our
proposed approach.

2 Related Work

We introduce the related works in automatic CS
generation along the following two lines: 1) gener-
ating CS via the full-training model; 2) generating
CS via the pre-training model.

Generating CS via Full-Training Model. Sev-
eral studies have explored generating effective
counterspeech by training a model from scratch.
Qian et al. (2019) train a seq2seq model over
their collected dataset, then use a combination of
automatic generation and human input to create
CS. Hua et al. (2019) propose to integrate a re-
trieval model to empower the seq2seq CS gener-
ation model. Zhu and Bhat (2021) proposed an
automated pipeline for generating and filtering can-
didate CS. Different from them, our work focus on
effectively utilizing the pre-trained LLMs to obtain
high-quality CS.

Generating CS via Pre-Training Model. The
pre-trained models, including LLMs, have shown
their powerful ability in various natural language
processing (NLP) tasks. Tekiroglu et al. (2020) in-
troduced innovative techniques for generating coun-
terspeech with a GPT-2 model, followed by expert
editing. Chung et al. (2020) examined the creation
of Italian CS by fine-tuning the pre-training model.
Tekiroglu et al. (2022) further analyses several such
language models and decoding strategies after fine-
tuning them. Rodrguez et al. (2023) use and anal-
yse the performance of GPT-3 in the CS generation
task. Saha et al. (2024) further presents a compre-
hensive analysis about the CS generation capacity
of various LLMs, including GPT-2 (Radford et al.,
2019), DialoGPT (Zhang et al., 2020), ChatGPT
(OpenAl, 2023) and FlanT5 (Chung et al., 2022).
Otherwise, they also provide the different prompt-
ing strategies for generating different types of CS
and analyze the impact of such strategies on the
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Figure 1: Overview of our proposed CS generation pipeline.

performance of the models. Different from these
studies, our work is not limited CS generation of
LLMs and proposes an additional re-ranking phase
to more effectively mine the high-quality CS.

3 Methodology

3.1 Overview

In this section, we describe our pipeline design,
as depicted visually in Fig. 2. During inference,
our pipeline first utilizes LLMs to generate several
candidate responses in a few-shot, chain-of-thought
manner. This approach aims to ensure diverse and
contextually rich outputs by leveraging effective
prompt engineering techniques. Once the candidate
responses are generated, we introduce two distinct
methods for re-ranking them:

Point-wise Scoring Method: We use a point-
wise scorer to independently assess each candidate
response. Each response is graded based on a scor-
ing model, and the response with the highest score
is selected as the final output.

Pair-wise Comparison Method: We implement
a pair-wise comparison mechanism. Here, pairs
of candidate responses are randomly selected and
compared against each other based on their relative
quality. The pair-wise comparisons are used to
compute Elo ratings for each candidate, and the
response with the highest Elo rating is ultimately
chosen.

The detailed implementation of each module in

49

our pipeline is elaborated in the following subsec-
tions.

3.2 Candidate Generation

First, during the candidate generation phase, we
adopt two common techniques used in the prompt
engineering stage of large language models: In-
context Learning (ICL) and Chain-of-Thought
(CoT). Specifically, we follow the classic few-shot
approach by selecting a number of examples from
the training set to serve as the context for the LLM
input. We then guide the model to reason step by
step, with the ultimate goal of generating responses
that mimic the style of the examples from the train-
ing set. The specific prompt template is as follows:

Regarding the number of examples used in the
few-shot approach and the selection strategy, we
will provide a detailed explanation and testing in
the subsequent experimental section.

3.3 Point-wise Scorer Training

Without loss of generality, when introducing the
method, we assume responding to a single hate
speech. In training our point-wise scoring model,
our goal is to predict the quality of a given counter
speech response r, given the hate speech instance
q, and background knowledge k. To achieve this,
we first collect a dataset. Specifically, we generate
k different response candidates, [ry, ..., 7], for
each sample in the training set. Next, we use a
scoring function S(-), to evaluate each generated
response. To ensure a comprehensive evaluation,



You are tasked with counteracting hate speech. Provide counter-narrative sentences in [LANG] in
response to the following hate speech statements, drawing upon the provided background
knowledge sentences and hate attributes. Please ensure that you consider the following points:

1. The counter-narrative should be directly relevant fo the hate speech statement.
2. Key terms from the background knowledge must be used verbatim, without modification.
3. The counter-narrative should closely mirror the expression, style, and length of the provided

examples below.

Example [i]:

Hate Speech: [HS] Background Knowledge: [BK] Hate Attribute: [HA] Counter Narrative: [CN ]

Hate Speech: [HS] Background Knowledge: [BK] Hate Attribute: [HA] Counter Narrative:

Please approach the response process systematically and outline your reasoning step by step.

- First, analyze the style and length of the provided examples.

- Second, carefully review the background knowledge and identify the key points.

- Finally, based on the guidelines outlined in the "Task Description" section, generate your final

counter-speech.

The generated content should be enclosed within {TEXT}.

Figure 2: Prompt template for our CS generation.

we incorporate metrics related to the similarity
to g;. Specifically, we use RougeL, BLEU, and
BertScore, which together capture both character-
level and semantic-level similarity. We also intro-
duce a high-level quality evaluation through the use
of JudgeLLM. JudgelLM leverages the capabilities
of the language model to provide a more nuanced
assessment of response quality, considering factors
that may not be captured purely through similarity.
The final evaluation score s;, for each response r;,
is computed as follows:

si = S(ri) = RougeL(r;,g) + BLEU (14, 9)
+ BertScore(r;, g)
+ o - Judge LM (r;, g)
(1)

Here, o is a weighting parameter that balances
the contribution of JudgeLM relative to the sim-
ilarity metrics, and g is the golden response cor-
responding to this hate speech. Next, to better
utilize the data and improve the model’s general-
ization capability, we adopt a Bradley-Terry style
approach and train a scoring model: o(r;;q, k),
which is used to score each response r; given the
hate speech and background knowledge. The spe-
cific loss function is as follows:
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L =Espysseflo(riig, k) —o(rj;q.k)) (2)
, where f(-) refers to the sigmoid function.

3.4 Re-ranking Process

In the re-rank process, we select the best response
from [rq, ..., 7). Specifically, we employ two dif-
ferent strategies: point-wise scoring and pair-wise
scoring.

For the point-wise scoring approach, we use
the score model trained in the previous subsec-
tion to evaluate each response individually: §;
o(ri; g, k). Since the input to the scoring model
contains only the hate-speech, the response, and
the background knowledge, we can score the re-
sponses during the testing phase without the need
for a golden response. Finally, we select the re-
sponse with the highest score as our final answer.

For the pair-wise scoring approach, we employ
JudgeLLM as an evaluator. JudgelLM is a scoring
model based on a large language model that can as-
sess pairs of text and determine the relative quality
between them. We utilize this feature of JudgeLM
to compute the Elo-Rating between different re-
sponses, which then serves as the basis for selecting
the final response. Simply put, Elo rating serves a
method to evaluate the relative quality of responses,



by continually updating their ratings based on pair-
wise comparisons. The Elo rating is updated using
the following formula:

3

where R/, represents the updated rating of response
A Where R, represents the updated rating of re-
sponse A, R4 is the current rating, K is a constant
that determines the sensitivity of rating changes,
S 4 is the actual outcome (1 if A wins, O otherwise),
and E 4 represents the expected outcome, which is
calculated as follows:

Ry=Ra+ K- (Sa— Ea),

1
= 1+ 10(R37RA)/400

“

Ex

This formula allows us to iteratively update the
ratings for each response, ultimately allowing us to
rank the responses based on their performance in
head-to-head comparisons. The response with the
highest Elo rating is selected as our final answer.

4 Experiments

4.1 Setup

Dataset Description. We utilize the dataset from
the First Workshop and Shared Task on Multilin-
gual Counterspeech Generation, designed to sup-
port the development of models for generating
CS. This multilingual dataset includes instances
in English, Italian, Spanish and Basque, enabling a
comprehensice, multilingual evaluation on varied
LLMs. Each instance comprises a HS post accom-
panied by background knowledge, and a manually
curated golden response representing effective CS.
The dataset is divided into training, validation, and
test sets, with 396, 100, 100 instances in each split
and each language.

LLM Generation Settings. In the default config-
uration, we use GPT-40-mini to balance cost and
performance. For specific generation parameters,
a temperature of 1.2 and top-p of 1 are selected to
enhance the diversity of generated candidates. By
default, the model generates £ = 20 responses for
each HS.

Paired Dataset Collection. To construct the
paired dataset for training the point-wise scorer,
we generate multiple responses for each HS and
score them individually based on Equation 1. Us-
ing these scores, we create 6,840 training samples
and 760 test samples, which contain different hate
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speech instances. Each sample consists of one high-
scoring response and one low-scoring response.

Point-Wise Scorer Model. For the scorer model,
we adopt LLaMA-3 8B as the base model, replac-
ing its final layer with a linear projection to pre-
dict a single scalar value. To reduce training costs,
we employ the LoRA (Hu et al., 2021) method
with » = 8 and a = 16, and incorporate flash
attention (Dao et al., 2022) to accelerate training.
The training process uses the AdamW optimizer
(Loshchilov, 2017) with a learning rate of 1 x 1074,
We train the model with a batch size of 16 for a
single epoch.

Metrics. We utilize the official evaluation met-
rics for our experimental setup, which are cate-
gorized into two types. The first type focuses on
assessing the similarity between our generated re-
sponses and the reference CS across semantic, lex-
ical, and stylistic dimensions. These metrics in-
clude RougeL (Lin, 2004), BLEU (Papineni et al.,
2002), BertScore (Zhang* et al., 2020), and Nov-
elty (Wang and Wan, 2018). The second type har-
nesses the capabilities of large language models
(LLMs) to automatically evaluate the quality of our
CS, exemplified by JudgeLM (Zhu et al., 2023).
The first type effectively measures whether the gen-
erated responses leverage training data to produce
style-consistent and human-like CS. However, it
has limitations, particularly in its inability to holis-
tically assess whether the CS is sharp and com-
prehensive. On the other hand, the second type
allows for a more global evaluation but is suscep-
tible to biases inherent in language models, such
as favoring responses generated by similar mod-
els or preferring longer responses (Hu et al., 2024;
Chen et al., 2024). To address these individual
shortcomings, we integrate both types of evalua-
tion criteria, achieving a more comprehensive and
balanced assessment of CS quality.

4.2 Main Results

We present the performance of our proposed meth-
ods in Table 2. Winner and Reference indicate
the CS generation metrics for the best-performing
team and the human-annotated golden responses,
respectively. I-C represents generating CS with
Integrated Chain-of-Thought (ICL and CoT) but
without the re-ranking phase. I-C + PwC and I-C +
PwS denote the final CS output obtained through
Pair-wise Comparison and Point-wise Scoring re-
ranking methods, respectively. Here are some key



System

JudgeLM Rougel. BLEU BertScore

Length Novelty

English CS generation task

Wimner 25230 190 49 708 847 830
Our submissionl (I-C) 1635.0 40.4 27.2 78.2 38.2 80.7
Our submission2 (I-C + PwC) 2087.5 33.6 18.8 76.1 48.3 80.8

Oursubmission3 (1-C+PwS) 16820 466 344 804 392 790
Reference 1175.5 100.0  100.0 100.0 32.7 77.7

Basque CS generation task

_Winmer 24655 82 15 __ 664 675 _ _B68
Our submissionl (I-C) 1484.5 18.3 6.3 72.1 30.2 87.2
Our submission2 (I-C + PwC) 1881.5 17.7 5.6 72.4 34.5 86.8
Our submission3 (I-C + PwS) 1722.0 23.3 10.5 74.2 32.1 86.5
Reference 1534.5 100.0  100.0 100.0 26.5 85.3

Italian CS generation task

_Winmer 19855 __2L1 89 ____ 726__ 1014 821
Our submissionl1 (I-C) 1260.5 36.1 21.7 77.2 40.8 80.9
Our submission2 (I-C + PwC) 1792.0 30.8 16.6 75.9 49.5 80.3
Our submission3 (I-C + PwS) 1372.5 41.1 26.6 79.1 41.9 79.1
Reference 929.5 100.0  100.0 100.0 35.3 77.9

Spanish CS generation task

_Winmer 20020 242 8% __ BS___93___736
Our submissionl (I-C) 1228.5 36.8 21.7 77.6 43.1 77.5
Our submission2 (I-C + PwC) 1728.0 33.5 17.7 76.7 52.3 77.4
Our submission3 (I-C + PwS) 1339.5 41.9 27.2 79.4 43.2 75.8
Reference 899.0 100.0  100.0 100.0 36.9 75.1

Table 2: Performance of Our submissions, Winner, Reference on test set with four languages. I-C denotes generating
the CS only integrates ICL and CoT without the re-ranking phase. I-C + PwC and I-C + PwS denote we obtain the
final CS output via Pair-wise Comparison and Point-wise Scoring re-ranking methods, respectively.

observations:

Our method consistently achieves competitive
performance across all metrics. As mentioned
in the previous subsection, optimizing CS gener-
ation requires considering multiple metrics simul-
taneously. Our results demonstrate that our de-
sign effectively addresses this challenge. Notably,
compared to the Winner, all our submissions show
significant improvements in RougeL., BLEU, and
BertScore. For example, the I-C + PwS submis-
sion outperforms the Winner by +27.6, +29.5, and
+9.6 in these three metrics for the English CS gen-
eration task. This suggests that our ICL and CoT
techniques effectively prompt the LLM to generate
CS in a style that more closely resembles human
outputs. Additionally, our method remains highly
competitive in the JudgeLLM metric, further demon-
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strating its overall effectiveness.

Our method are less likely to overfit to the
judge model. As previously discussed, longer
responses may exploit the judge model and result
in inflated scores. However, our method effec-
tively controls the response length while maintain-
ing quality. For instance, the average length of the
I-C submission is 38.2, whereas the Winner’s sub-
mission averages 84.7, which may contribute to the
slight gap in the JudgeLM metric. Importantly, the
average length of our submissions closely aligns
with the human reference, further indicating that
our submissions favor a human-like CS style.

PwC substantially improves the JudgeLM met-
ric. In the PwC method, we continuously se-
lected CS pairs and used JudgeLM to compare
and rate them via Elo rating. The results indicate



Selection Strategy Rougel. BLEU BertScore Length Novelty
_Random 272 _14% ____ 742 393 805
BertScore-based 26.6 14.0 74.3 40.1 80.7
Similarity-based 26.2 13.7 74.2 40.4 80.4

Table 3: Comparision of performance for various example selection strategies. Notably, the performance here is

based on the 20 shots.

Selection Strategy Rougel. BLEU BertScore Length Novelty
I-C (20-shor) 27.2 14.9 74.2 39.3 80.5
“I-shot 186 59 711 419 811
S-shot 22.6 9.8 72.7 41.1 80.9
10-shot 25.4 12.6 73.7 40.3 80.4
30-shot 27.1 14.4 74.2 39.3 80.1
50-shot 26.8 14.1 73.7 39.9 79.7

Table 4: The comparison of performance when using various numbers of examples to perform in-context learning.

Selection Strategy Rougel. BLEU BertScore Length Novelty
e 272 149 42 393 805
w/o CoT 25.5 13.0 72.3 38.1 79.8

Table 5: The ablation study of Chain-of-thought. Notably, the performance here is based on the 20 shots.

that JudgeLLM’s comparisons are consistent, and
the selected responses effectively maximize the
Judgel.M score. Comparing I-C and I-C + PwC,
we observe that the latter achieves a significantly
higher JudgeLM score (e.g., +452.5 points for En-
glish). However, we also note a slight decline in
performance on other metrics, supporting our asser-
tion that CS generation involves multi-objective op-
timization, where improving one metric may lead
to trade-offs in others.

PwS enhances all metrics simultaneously. To
avoid scenarios where improving some metrics re-
sults in declines in others, we designed a point-wise
scorer that integrates multiple metrics, as shown in
1. Our findings show that I-C + PwS consistently
improves upon I-C across all metrics. Therefore,
we believe that this method has the potential to
identify the Pareto optimal solution for this multi-
objective optimization problem.

4.3 Ablation Study and Discussion

Here we use the merged development set (with the
four language subsets), to discuss and analyze our
proposed approach.
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Example Selection Strategy. During the ICL
phase, we incorporate some examples as a part of
input to prompt the LLM generates CS with a sim-
ilar style to human beings. As previous literature
demonstrates, the performance of ICL is highly
related to the examples chosen (Lu et al., 2022).
Thus, we analyze different strategies for example
selection to pursue better CS results. We evaluate
3 example selection strategies: 1) Randomly select
examples in the training dataset. 2) Select examples
whose hate speech (HS) has a higher BERTScore
compared to the HS of input. 3) Select examples
whose hate speech (HS) has a higher semantic sim-
ilarity compared to the HS of input, which is mea-
sured by Jina LM (Sturua et al., 2024). We list their
performances in Table 3. The results show that us-
ing similarity or BERTScore based methods can
be not useful compared to a simple random strat-
egy. This is probably because HS generation needs
more diverse contexts for better generation, while
previous methods may limit the context’s diversity
instead.

Effect of Numbers of Examples. The number of
examples is also crucial for the few-shot strategy.
Under-number examples may prevent the model’s



ICL capabilities from being fully utilized, while
over-number examples could introduce extra infor-
mation burden, resulting in negative results. We
compare the performance of ICL under different
example numbers and the results is shown in Tale
4. We can observe that using 20 examples can
maximizes the model’s ICL capabilities.

Effect of Chain-of-Thought. We discuss the ef-
fect of applying Chain-of-Thought here. As shown
in Table 5, the CoT can greatly improve the quality
of CS in all metric such as + 1.9 Bertscore. This
suggest the CoT is an effective strategy to enhance
CS generation, by breaking down the complex gen-
eration process into several easier steps.

5 Conclusion

In this paper, we propose an effective pipeline
for automatically generating multilingual counter-
speech (MCSGQG) to combat hate speech with re-
spectful and truthful responses, particularly in non-
English languages. Due to the scarcity of train-
ing data for low-resource languages, we propose
a pipeline that combines generation and rerank-
ing. More specifically, the proposed approach uses
in-context learning (ICL) to create candidate re-
sponses without extensive training data via the pow-
erful LLMs. These candidates are then reranked
using the Elo rating algorithm and a fine-tuned re-
ward model. The experimental results show that
our system performs comparably or better than the
best entry in the shared task across four languages:
English, Italian, Basque, and Spanish.
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