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Abstract

Zero-shot in-context learning allows large lan-
guage models (LLMs) to perform tasks us-
ing only provided instructions. However, pre-
trained LLMs often face calibration issues in
zero-shot scenarios, leading to challenges such
as hallucinations and off-target translations that
compromise output quality, particularly in ma-
chine translation (MT). This paper introduces
a new method to improve zero-shot MT using
fixed prefix pair bootstrapping. By initializ-
ing translations with an accurate bilingual pre-
fix pair at the start of both source and target
sentences, this approach effectively guides the
model to generate precise target-language out-
puts. Extensive evaluations across four model
architectures and multiple translation directions
demonstrate significant and consistent improve-
ments, showcasing the potential of this straight-
forward strategy to enhance zero-shot MT per-
formance.

1 Introduction

Large Language Models (LLMs), pre-trained on
vast unlabeled datasets, exhibit a remarkable ability
known as In-Context Learning (ICL). This enables
them to adapt to tasks using textual demonstrations,
eliminating the need for updates to their underlying
parameters (Brown et al., 2020; Wei et al., 2022).
Unlike traditional task-specific fine-tuning, prompt-
ing involves crafting instructions that guide LLMs
to solve tasks directly. When combined with ICL,
where a few labeled examples are included in the
input as demonstrations, this approach significantly
enhances performance.

However, the effectiveness of ICL is highly sen-
sitive to the choice of these demonstrations (Qin
et al., 2023; Wang et al., 2024), creating challenges
in practical scenarios where user queries are un-
predictable and prior knowledge is unavailable.
Preparing even a small set of examples for "few-
shot" prompts can be labor-intensive and imprac-
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tical for new tasks, especially in real-world appli-
cations. As a result, there is growing interest in
zero-shot ICL, which removes the reliance on pre-
prepared examples and focuses on enabling LLMs
to handle tasks solely based on instructions. This
shift toward zero-shot approaches aims to stream-
line the use of LLMs in dynamic and resource-
constrained environments.

Zero-shot ICL allows models to perform tasks
based solely on instructions, without relying on la-
beled examples or demonstrations. This capability
harnesses the innate strengths of LLMs to interpret
and generate content using natural language in-
structions and context (Chen et al., 2023b; Su et al.,
2024). In MT, zero-shot prompting enables LL.Ms
to translate a source sentence into a target language
based solely on provided instructions. However,
a common challenge in zero-shot MT is the off-
target problem (Tan and Monz, 2023; Chen et al.,
2023a), where the model generates translations that
stray from the target language.

To address this, we propose a simple yet effec-
tive method that requires only a single bilingual
word or phrase pair from a dictionary, used as a
prefix for both source and target sentences. This
approach avoids reliance on comprehensive dic-
tionaries, making it especially beneficial for low-
resource languages where such resources are scarce.
By introducing fixed prefix pairs, we steer LLMs
to initiate translations correctly and maintain con-
sistent generation in the target language. Our eval-
uation on the FLORES-101 dataset (Goyal et al.,
2022) across four models and four language pairs
demonstrates significant improvements in transla-
tion performance, highlighting the effectiveness of
our method.

2 Related Work

Zero-shot ICL for MT using LLMs has emerged
as a transformative approach, leveraging LLMs’
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ability to perform translation tasks without explicit
training on parallel corpora. This method holds sig-
nificant potential for low-resource languages and
specialized domains (Tran et al., 2023; Vu et al.,
2024; Tran et al., 2025). However, challenges such
as hallucinations and the off-target problem, where
translations deviate into unintended languages, per-
sist.

Several studies have investigated these chal-
lenges. For example, some prior works (Gu et al.,
2019; Tan and Monz, 2023; Chen et al., 2023a)
analyzed the off-target problem, proposing tech-
niques to mitigate it (Chen et al., 2023a; Wen et al.,
2024). (Tan and Monz, 2023) explored factors influ-
encing performance variations in zero-shot neural
MT (NMT) across diverse language pairs, models,
and training configurations. Chen et al. (2023a)
introduced multilingual vocabularies in decoders
to isolate language-specific tokens, reducing the
likelihood of incorrect language outputs.

Other works focused on enhancing zero-shot MT
through innovative prompting and decoding strate-
gies. Raunak et al. (2023) proposed adding out-
put text distribution signals to improve zero-shot
prompting for GPT-3, achieving competitive results
with few-shot methods. This study also revealed
the asymmetric impact of perturbing source and
target sides, emphasizing the importance of target-
language continuity in translation quality. Simi-
larly, the MTCue framework reinterpreted contex-
tual attributes as text, enabling zero-shot control of
extra-textual features like formality, significantly
improving translation quality over non-contextual
baselines (Vincent et al., 2023).

Recent advancements have targeted decoding
strategies to address the off-target issue. Gu
et al. (2019) used decoder pre-training and back-
translation to mitigate spurious correlations be-
tween language IDs and outputs. Wen et al. (2024)
introduced EBBS (Ensemble with Bi-Level Beam
Search), a two-level algorithm where ensemble
components perform beam searches collaboratively,
refining zero-shot translations. Sennrich et al.
(2024) proposed source-contrastive and language-
contrastive decoding methods that identify proba-
ble translations by contrasting them with improba-
ble alternatives, mitigating both hallucinations and
off-target translations without retraining models.

Unlike prior work, our approach leverages a sim-
ple yet effective technique: using a single bilin-
gual word or phrase pair as a fixed prefix for the
source and target sentences. This strategy encour-
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ages LL.Ms to generate accurate translations from
the outset while guiding them to consistently pro-
duce outputs in the target language. This method
directly addresses the off-target problem with min-
imal resource requirements, making it particularly
advantageous for low-resource scenarios.

3  Our Approach

We illustrate both the traditional zero-shot MT ap-
proach and our proposed method in Figure 1.

At the top of Figure 1, the traditional zero-shot
MT approach, referred to as “zero-shot” in the
Baseline, is depicted. This method relies solely on
instructions without providing examples to guide
the LLMs.

For instance, to prompt an LLM to translate a
source sentence from English to Italian, we pro-
vide a straightforward instruction, such as: “Please
translate the following sentence from English to
Italian:” alongside the given source sentence. The
model then generates the expected Italian transla-
tion for the given input sentence.

To enhance zero-shot MT performance, one
might add a full bilingual sentence pair, such as
an English-Italian pair example, to the prompting
template. However, in practice, obtaining such
bilingual sentence pairs is often difficult and labor-
intensive, requiring expertise from linguistic profes-
sionals, especially for low-resource languages. An
alternative approach is to leverage available bilin-
gual word or phrase pairs from a dictionary, using
them as demonstrations. We refer to this method
as the “one-shot” setting in the Baseline in Figure
1. While this approach can provide some improve-
ment, it may result in low-quality translations due
to discrepancies between the example sentence and

zero-shot

___________________________________________ ,
\Please translate the following sentence from English to Italian: '
:[English]: | achieved a good outcome in the examination. 1
([ltalian]: !
Al

\Please translate the following sentence from English to Italian: !
\[English]: As a result '
i[ltalian]: Di conseguenza '
\[English]: | achieved a good outcome in the examination. .

1

Baseline

:[English]: As a result, | achieved a good outcome in the examination.
\[italian]: Di conseguenza,

N

g
3

Figure 1: The overall framework of our approach. We
use a single English-Italian bilingual pair { As a result,
Di conseguenza} from a dictionary.



the given input sentence (Ji et al., 2024).

To address this issue, we introduce our approach,
illustrated at the bottom of Figure 1. In this method,
we use a bilingual word or phrase pair {A, B} from
a dictionary, where A represents a word or phrase
in the source language, and B is its corresponding
translation in the target language. The key idea
is to select A such that it is neutral and relevant,
making it suitable for adding to the beginning of
most source sentences. This not only maintains the
natural flow and semantic integrity of the original
source sentence but also facilitates the generation
of accurate target-language translations.

For example, in Figure 1, we use the bilingual
pair {A, B} as {As a result, Di conseguenza}.
Therefore, the original source sentence “I achieved
a good outcome in the examination” becomes “As
a result, I achieved a good outcome in the examina-
tion.”. Similarly, the corresponding expected target
sentence begins with Di conseguenza, guiding the
translation process effectively.

4 [Experiments

4.1 Dataset and Settings

Dataset. We evaluate our approach using the
FLORES-101 devtest dataset (Goyal et al., 2022),
which includes 1,012 testing sentence pairs for
each of the four language directions: English —
Italian, English — Vietnamese, English — Irish,
and English — Portuguese.

Settings. Our experiments are conducted on
four different LLMs: Gemma-7B', LLaMA-2-7B2,
LLaMA-2-13B?, and LLaMA-3-8B*, all available
on Hugging Face’. We keep all LLM parameters
frozen throughout the experiments.

For text generation, we use non-sampling greedy
decoding with a maximum of 100 new tokens and
BF16 precision. Each experiment is run on a ma-
chine with eight NVIDIA Tesla V100 Volta 32GB
GPUs. The chrF++ metric® (Popovié, 2017) is used
to assess MT performance.

1https://huggingface.

2https://huggingface.
Llama-2-7b-hf

3https://huggingface.
Llama-2-13b-hf

*https://huggingface.
Meta-Llama-3-8B

5https://huggingface.co/

®nrefs: 1lcase:mixedleff:yesinc:6lnw:2Ispace:nolversion:2.4.1

co/google/gemma-7b
co/meta-1lama/

co/meta-1lama/

co/meta-1lama/
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4.2 Results and Analysis

Main results. Table 1 summarizes the MT per-
formance for English->Irish, English->Vietnamese,
English->Italian, and English->Portuguese using
the ChrF++ metric. This evaluation compares our
proposed approach against Baseline methods un-
der both zero-shot and one-shot settings. Our ap-
proach consistently surpasses the performance of
both baseline configurations across all language
pairs and pre-trained LLM setups. A detailed anal-
ysis follows.

First, we analyze the performance differences
between the zero-shot and one-shot settings of the
Baseline method. Table 1 shows that one-shot oc-
casionally outperforms zero-shot, with a notable
3.42 points average improvement for English-to-
Portuguese. However, this improvement is incon-
sistent and varies by LLM and language pair; for
example, the Gemma-7B model performs worse in
three pairs: English->Irish, English->Vietnamese,
and English->Italian. In contrast, our method con-
sistently surpasses both baseline settings across all
language pairs and LLM configurations.

Second, we compare the zero-shot baseline with
our approach, which shows substantial gains across
all models and pairs. Our method achieves the
largest average improvement (6.43 points) for
English-to-Irish and a more modest 2.9 points
for English-to-Vietnamese. A notable result is
a 15.59 points improvement for English-to-Irish
with the LlaMA-2-13B model. Even for the
strongest model, LlaMA-3-8B, our method signifi-
cantly enhances performance over zero-shot, with
gains of 5.8, 5.02, and 8.75 points for English-
to-Portuguese, English-to-Italian, and English-to-
Vietnamese, respectively.

Lastly, we analyze the performance gap between
our approach and the one-shot baseline. Table
1 demonstrates that our method achieves stable
improvements across all language pairs and mod-
els. For example, the average gains are 2.62, 0.9,
2.36, and 1.69 points for English-to-Irish, English-
to-Vietnamese, English-to-Italian, and English-to-
Portuguese translations, respectively. These find-
ings underscore the robust effectiveness of our ap-
proach in addressing off-target issues present in
both baseline settings.

Overall, the results clearly establish the supe-
riority of our proposed approach across all eval-
vated language pairs and pre-trained LLMs. The
consistent improvements highlight its capability


https://huggingface.co/google/gemma-7b
https://huggingface.co/meta-llama/Llama-2-7b-hf
https://huggingface.co/meta-llama/Llama-2-7b-hf
https://huggingface.co/meta-llama/Llama-2-13b-hf
https://huggingface.co/meta-llama/Llama-2-13b-hf
https://huggingface.co/meta-llama/Meta-Llama-3-8B
https://huggingface.co/meta-llama/Meta-Llama-3-8B
https://huggingface.co/

. Pre-trained LLMs
Language Pair Method Gemma-7B | LIaMA-2-78 | LIaMA-2-13B | LlaMA-388 | A'&
Baseline zero-shot 18.60 11.56 8.23 30.32 17.17
English ->Irish one-shot 17.57 13.51 21.40 31.46 20.98
Ours 19.17 18.57 23.82 32.85 23.60
Baseline zero-shot 35.54 43.94 48.37 44.84 43.17
English ->Vietnamese one-shot 3543 42.88 48.61 53.79 45.17
Ours 36.20 44.75 49.73 53.59 46.07
_ Baseline zero-shot 40.77 49.45 44.47 49.34 46.00
English ->Italian one-shot 39.75 44.71 54.66 53.47 48.14
Ours 42.05 50.81 54.76 54.36 50.50
Baseline zero-shot 41.61 58.41 57.75 58.32 54.02
English ->Portuguese one-shot 44.41 57.31 64.43 63.63 57.44
Ours 45.97 61.55 64.86 64.12 59.13

Table 1: Main results. All results are reported using the metric ChrF++.

Source Sentence #1

In late 2017, Siminoff appeared on shopping television channel QVC.

I’'m not sure how to translate the word "appeared" in this context. I've tried "scese in onda",
. zero-shot . R
Baseline but it doesn’t seem to fit.
one-shot Comment: I’m not sure if this is what you want, but "In seguito" would be the most
common way to say "in late 2017".
Ours Nel 2017, Siminoff apparve sui canali televisivi di vendita QVC.

Source Sentence #2

Spokesman for Medecines Sans Frontiere Richard Veerman said: "Angola is heading for
its worst ever outbreak and the situation remains very bad in Angola," he said.

. zero-shot | Comment: I'm not sure if this is a good question, but I'll try to answer it anyway.
Baseline ; — —— E T
one-shot Comment: I’m not sure if this is correct, but I think it should be "di conseguenza
(consequence) instead of "di conseguenza” (result).
Ours il portavoce di Medecines Sans Frontiere Richard Veerman ha detto: "L’ Angola sta per avere

la peggiore epidemia mai registrata e la situazione ¢ ancora molto grave in Angola", ha detto.

Table 2: Output examples of the different methods using the model LIaMA-2-7B for translating from English to

Italian.

to enhance MT quality by effectively mitigating
the off-target translation problem inherent in the
baseline methods of the traditional zero-shot MT
techniques.

Case Study. To further illustrate the effectiveness
of our approach in addressing the off-target issue
inherent in the Baseline method, we analyzed and
compared translation outputs across both zero-shot
and one-shot baseline settings and our approach, as
shown in Table 2. This analysis focuses on com-
paring translation outputs of the different methods,
performed by the LIaMA-2-7B model from English
to Italian.

The results reveal a clear advantage of our
method. Unlike the Baseline, which generates
output in English rather than the intended Ital-
ian target language under both zero-shot and one-
shot settings, our approach successfully guides the
LlaMA-2-7B model to produce translations in Ital-
ian. These examples highlight our method’s abil-
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ity to effectively mitigate off-target errors, further
underscoring its practical value in enhancing the
zero-shot MT performance. Our simple yet effec-
tive approach provides its potential for broader ap-
plicability in multilingual translation tasks where
off-target issues are prevalent.

5 Conclusion

This study introduces a new approach to enhanc-
ing zero-shot MT by employing fixed prefix pair
bootstrapping. By strategically using a single bilin-
gual word or phrase pair from a dictionary as a
guiding prefix in both the source and target sen-
tences, our method steers LLMs toward accurate
translations while ensuring consistent generation
in the target language. This targeted intervention
effectively addresses off-target translation issues,
a common challenge in zero-shot MT. Extensive
evaluations on the FLORES-101 devtest dataset
across four language pairs and four different LLMs



underscore the robustness and reliability of our ap-
proach, achieving consistent improvements over
traditional zero-shot MT techniques.

Limitations

This study evaluates our approach solely on four
language pairs within a general dataset, specifically
the FLORES-101 dataset. Future work will aim to
extend this evaluation to additional language pairs
and domain-specific machine translation datasets,
such as those centered on medical translation. This
will help verify the broader applicability and ef-
fectiveness of our method across a wider range of
languages and specialized datasets.
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