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Abstract

Large Language Models (LLMs) have im-
proved performance across various natural lan-
guage processing tasks. Despite these improve-
ments, LLMs continue to face significant chal-
lenges, such as grammatical issues and code-
switching to English, when applied to low-
resource languages like Cantonese in Machine
Translation (MT) scenarios. By addressing the
unique linguistic and contextual challenges of
Cantonese, we present a novel strategy to im-
prove the understanding and translation capa-
bilities of LLMs for Cantonese-to-Mandarin
MT. Our strategy comprises three key compo-
nents: (1) Syntax and Part-of-Speech (POS)
fine-tuning, where we use the Universal Depen-
dencies (UD) corpus to fine-tune LLM, focus-
ing on the linguistic structures of Cantonese; (2)
Specialized Cantonese to Mandarin sentence
pairs, collected from diverse sources such as
Cantonese grammar textbooks and manually
translated sentences across various domains, to
expose the model to a wide range of linguistic
contexts; (3) Post-processing with additional
LLMs, where we introduce additional LLMs
to improve the initial translations, correcting
Mandarin grammar and punctuation. Empirical
evaluations on human-created test sets show
that our proposed strategy improves translation
performance and outperforms existing commer-
cial translation models with at least 3 BLEU
scores. Additionally, our strategy also benefits
other LLMs and a reversed translation direction,
demonstrating its generalization and effective-
ness.

1 Introduction

The rapid advancement of Large Language Models
(LLMs) has impacted various Natural Language
Processing (NLP) tasks, including Machine Trans-
lation (MT), where LLMs leverage extensive pre-
training to capture a wide range of linguistic pat-
terns and contextual information to improve trans-
lation quality (Feng et al., 2024; Enis and Hopkins,

2024). Cantonese, a major Chinese dialect spoken
primarily in Hong Kong, Macau, and parts of south-
ern China, has unique linguistic characteristics that
differ from standard Mandarin (Matthews and Yip,
2013).

As Figure 1 shows, lexical divergence represents
a cardinal disparity between Cantonese and Man-
darin, revealing not solely in lexical choice but
also encompassing frequent usage, notably func-
tion words. At the syntactic level, although both
dialects exhibit a broad alignment, they diverge
markedly in specific facets. An example is the
inversion of double object ordering, wherein Man-
darin adheres to a [human object] + [thing object]
configuration, while Cantonese reverses this to a
[thing object] + [human object] construct (Snow,
2004; Matthews and Yip, 2013). Code-switching
to English is a common phenomenon in Cantonese,
which is not typically observed in standard Man-
darin. However, the English used in these code-
switching instances often deviates from formal En-
glish grammar and instead follows Cantonese gram-
matical structures in most cases (Li, 2000). This
unique form of code-switching often results in a
blend of Cantonese syntax and English vocabulary.
These differences, including distinct phonology,
syntax, and vocabulary, pose challenges for exist-
ing LLMs in MT scenarios, which are often trained
on Mandarin-centric datasets and lack the neces-
sary linguistic knowledge to handle Cantonese ef-
fectively (Jiang et al., 2024; Wen-Yi et al., 2024;
Hong et al., 2024a).

To address these challenges, we propose a novel
strategy to improve the performance of LLMs in
Cantonese-to-Mandarin MT. Our strategy incorpo-
rates syntax and Parts-of-Speech (POS) fine-tuning,
specialized Cantonese-to-Mandarin sentence pairs,
and post-processing with additional LLMs within
the translation pipeline. Experimental results show
that our strategy significantly improves LLM per-
formance in Cantonese-to-Mandarin translation
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Figure 1: Examples of lexical, syntax and English code-switching differences between Cantonese and Mandarin.

tasks, yielding higher BLEU scores on a human-
created test set. Moreover, other LLMs also benefit
from our proposed strategy to improve translation
performance and are better able to handle reverse
translation from Mandarin to Cantonese. Our main
contributions are as follows.

• We propose a fine-tuning strategy for LLMs
that enhances Cantonese-to-Mandarin MT
task. This includes syntax and POS predic-
tion, reordering, and random masking. We
also compile a diverse data set from vari-
ous sources1 and introduce a post-processing
framework using additional LLMs for better
grammar and punctuation correction.

• Our proposed strategy significantly improves
the performance of Yi-1.5-34B in Cantonese-
to-Mandarin translation. Experimental results
reveal that across five domain-specific gold
test sets, BLEU scores improved by at least 3
points. Additionally, our strategy is applicable
to LLMs of various sizes and types. Most
models show an average BLEU score increase
of 3 points, with smaller models displaying
even more significant performance gains.

• Our strategy extends beyond Cantonese-to-
Mandarin MT, it is equally effective for
Mandarin-to-Cantonese translation. It high-
lights the flexibility of our strategy and the
effective capture of linguistic knowledge for
low-resource language.

2 Related Work

Existing studies on Cantonese-to-Mandarin MT
primarily focus on translating from Mandarin to
Cantonese. Unlike widely studied language pairs

1Our dataset can be found at https:
//huggingface.co/datasets/HKAllen/
cantonese-chinese-parallel-corpus

such as English-to-Mandarin, Cantonese is a low-
resource language, and large-scale, high-quality
parallel data for Cantonese is limited. The scarcity
has prompted the exploration of diverse methods
for corpus construction and translation improve-
ment. (Liu, 2022) conduct parallel sentence min-
ing to generate a substantial number of sentence
pairs, significantly improving translation quality.
Additionally, (Dare et al., 2023) compare differ-
ent model architectures, tokenization schemes, and
embedding structures to investigate the linguis-
tic differences between Mandarin and Cantonese.
(Zhang et al., 2022) propose a non-autoregressive
MT model for Mandarin to Cantonese translation
where it improves the intelligibility and naturalness
of synthesised speech.

In recent years, traditional neural MT models
have increasingly turned to LLMs to handle Can-
tonese sentences. (Hong et al., 2024b) perform a
CANTONMT pipeline using LLMs to process Can-
tonese sentences and fine-tuning translation targets.
(Jiang et al., 2024) discuss LLM’s factual genera-
tion, mathematical logic, complex reasoning, and
general knowledge in Cantonese and translation
scenarios. (Guo et al., 2024) propose a strategy
called TALEN, where it shows how to translate
source sentence to target sentence via Cantonese
syntax patterns. These studies highlight the grow-
ing importance of LLMs in advancing the state-of-
the-art in low-resource language MT, particularly
for Cantonese.

However, most studies have concentrated on
Mandarin-to-Cantonese translation, leaving the
Cantonese-to-Mandarin direction underexplored.
This directional bias is likely driven by practical
needs, such as converting standard Mandarin text
into Cantonese for use in regions where Cantonese
is spoken, including Hong Kong and Guangdong
Province in China. Despite the progress made
in Mandarin-to-Cantonese translation, there are

https://huggingface.co/datasets/HKAllen/cantonese-chinese-parallel-corpus
https://huggingface.co/datasets/HKAllen/cantonese-chinese-parallel-corpus
https://huggingface.co/datasets/HKAllen/cantonese-chinese-parallel-corpus
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still gaps in the performance and discussion of
Cantonese-to-Mandarin translation that need to be
further investigated.

3 Methodology

In this section, we provide detailed descriptions of
each module in our Cantonese-to-Mandarin trans-
lation strategy. Figure 2 shows the overall pipeline
of the proposed translation strategy.

3.1 Syntax and POS Fine-Tuning

Syntax and POS fine-tuning comprises three pre-
diction tasks designed to fine-tune LLM in one
fine-tuning step, as shown in Figure 3.

First, we use 1,004 sentences from the PUD Can-
tonese corpus2 (Wong et al., 2017), which are an-
notated with gold-standard syntax and POS tags.
From these, 30% of the annotated Cantonese sen-
tences are randomly selected for the single-word
syntax and POS prediction task. One or more Can-
tonese words are randomly selected in each Can-
tonese sentence, and the LLM is required to pre-
dict the syntactic role or POS tag of these selected
words. The purpose of this task is to enable the
LLM to initially learn precise Cantonese syntax and
POS tagging knowledge via annotated sentences,
which differs from the unsupervised learning dur-
ing pre-training and is more specific and accurate.

Second, another 30% of the annotated Cantonese
sentences from the PUD Cantonese corpus are used
for the syntax and POS reordering task. Given a
gold annotated Cantonese sentence, the syntactic
structure and POS tags of this sentence are com-
pletely shuffled (each Cantonese word contains its
unique tag) and provided as input to the LLM. The
LLM must reorder these tags based on the content
of the input Cantonese sentence and the shuffled
syntactic and POS information, ensuring they con-
form to the correct grammatical and lexical struc-
ture of the sentence. The goal of this task is to
enhance the LLM’s ability to understand the order
of syntactic and POS tags in input Cantonese sen-
tences, handling the complex linguistic structures
and varied contexts of Cantonese.

Finally, 40% of the annotated Cantonese sen-
tences from the PUD Cantonese corpus are used
for the randomly masking POS to predict syntax
task. Certain POS tags are randomly masked, and
the LLM is required to infer the masked POS tags

2https://universaldependencies.org/treebanks/
yue_hk/index.html

using the known POS information and further pre-
dict the syntactic roles of the corresponding words.
This is to strengthen the LLM’s ability to integrate
lexical and syntactic knowledge, improving its rea-
soning capabilities when dealing with incomplete
or partial information.

3.2 Specialized Cantonese-Mandarin
Sentence Pairs

Given that Cantonese is a low-resource language
and existing open-source Cantonese-Mandarin par-
allel corpora are extremely limited, some of these
corpora even involve machine-translating Can-
tonese to Mandarin for MT training sets3456789.
We have undertaken additional efforts to collect and
expand the available Cantonese-Mandarin parallel
corpora. Specifically, we select and collect a sub-
stantial number of Cantonese situational dialogues
and their corresponding Mandarin translations from
Cantonese language textbooks and websites. These
dialogues cover a wide range of domains, providing
rich contextual information. Additionally, we com-
pile a list of Cantonese-Mandarin item correspon-
dence vocabulary and collect Cantonese sentences
from multiple domains, which are then translated
into Mandarin manually. We integrate these newly
collected Cantonese-Mandarin sentence pairs into
a new dataset and combined it with existing open-
source Cantonese-Mandarin parallel corpora to
form a more comprehensive and diverse resource
as a training set, as shown in Table 1.

3.3 Post-Processing with Additional LLMs

To further optimize the translation results, we have
additionally trained two specialized LLMs for post-
processing the initial translations. One LLM is
designed to correct potential language errors in
Mandarin sentences, while the other focuses on
correcting punctuation errors, as shown in Figure
4. The output Mandarin translation first passes

3opus.nlpl.eu/results/yue&cmn/
corpus-result-table

4opus.nlpl.eu/wikimedia/yue&zh/v20230407/
wikimedia

5https://github.com/kiking0501/
Cantonese-Chinese-Translation

6https://github.com/meganndare/cantonese-nlp?
tab=readme-ov-file

7https://opus.nlpl.eu/TED2020/zh&zh_cn/v1/
TED2020

8https://huggingface.co/datasets/botisan-ai/
cantonese-mandarin-translations

9https://huggingface.co/datasets/raptorkwok/
cantonese-traditional-chinese-parallel-corpus

https://universaldependencies.org/treebanks/yue_hk/index.html
https://universaldependencies.org/treebanks/yue_hk/index.html
opus.nlpl.eu/results/yue&cmn/corpus-result-table
opus.nlpl.eu/results/yue&cmn/corpus-result-table
opus.nlpl.eu/wikimedia/yue&zh/v20230407/wikimedia
opus.nlpl.eu/wikimedia/yue&zh/v20230407/wikimedia
https://github.com/kiking0501/Cantonese-Chinese-Translation
https://github.com/kiking0501/Cantonese-Chinese-Translation
https://github.com/meganndare/cantonese-nlp?tab=readme-ov-file
https://github.com/meganndare/cantonese-nlp?tab=readme-ov-file
https://opus.nlpl.eu/TED2020/zh&zh_cn/v1/TED2020
https://opus.nlpl.eu/TED2020/zh&zh_cn/v1/TED2020
https://huggingface.co/datasets/botisan-ai/cantonese-mandarin-translations
https://huggingface.co/datasets/botisan-ai/cantonese-mandarin-translations
https://huggingface.co/datasets/raptorkwok/cantonese-traditional-chinese-parallel-corpus
https://huggingface.co/datasets/raptorkwok/cantonese-traditional-chinese-parallel-corpus
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Figure 2: Overall pipeline of the proposed translation strategy, where the LLM undergoes syntax and POS fine-
tuning, followed by MT fine-tuning, and additional LLMs improve and correct the initial Mandarin outputs.

Figure 3: Syntax and POS fine-Tuning on LLM includes three tasks: single word syntax and POS prediction, syntax
and POS reordering, and randomly masking POS to predict syntax.

Figure 4: Post-processing with additional LLMs. In the Mandarin output sentence "I like and coffee tea and
juice", some errors are present. First, LLMs detect and correct the punctuation: "I like and coffee, tea and juice."
Subsequently, the sentence is further corrected: "I like drinking coffee, tea and juice." Due to the linguistic
differences between Mandarin and English, this example may not fully capture the intended meaning of the original
Mandarin sentence above.

Source Number of Sentences
Open-source Data Set 200,843
Human Collection 27,433
Human Translation 78,474

Table 1: In addition to the existing open-source datasets,
Cantonese-Mandarin parallel sentence pairs also come
from two other sources: Human Collection, which in-
volves manually collecting additional sentence pairs,
and Human Translation, which involves manually trans-
lating Cantonese sentences
.

through an LLM that specializes in correcting punc-
tuation errors in Mandarin sentences. This model
is trained to identify and correct various punctu-
ation errors, such as missing commas, incorrect
periods, and misplaced quotation marks. By fo-
cusing on punctuation, this LLM ensures that the
translated text adheres to the standard conventions
of written Mandarin, enhancing its readability and
clarity. Following this, the text is processed by
the second LLM, which is designed to correct po-
tential language errors in the Mandarin sentences.
This model can identify and correct issues such as
grammatical mistakes, lexical errors, and syntactic
irregularities, ensuring that the translated text con-
forms to the grammatical rules and conventions of
standard Mandarin.
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4 What Happens to Translation
Performance?

We demonstrate the effectiveness of our proposed
strategy for LLM in Cantonese-to-Mandarin MT
task. We also conduct ablation experiments to high-
light the impact of specific components of our strat-
egy on the model’s performance.

4.1 Experiment Settings

We evaluate the effectiveness of the proposed strat-
egy using the BLEU score. The training set con-
sists of 303,682 sentence pairs, while the valida-
tion set contains 3,068 sentence pairs. We col-
lect Cantonese sentences from social media and
the Cantonese Wikipedia and have them manually
translated into Mandarin to form our gold test set.
The test set is divided into five categories: Con-
versation (Conv), Finance (Fin), History (Hist),
Technology (Tech), and Biology (Bio) to provide
a more detailed evaluation of the model’s perfor-
mance improvement. The conversation category
contains 1,000 gold-standard Cantonese-Mandarin
translations, while each of the other categories in-
cludes 200 sentence pairs. We also incorporated
commonly used commercial translation engines
(Google Translate10, Microsoft Translator11, and
Baidu Translator12) for comparison to validate the
effectiveness of our proposed strategy.

In the experiments, we fine-tune Yi-1.5-34B13

(AI et al., 2024) using instruction tuning and Low-
Rank Adaptation (LoRA) (Hu et al., 2021) with the
following parameters: rank of the low-rank decom-
position = 4, scaling factor for LoRA = 8, learning
rate = 0.0005, training epochs = 2, optimizer =
AdamW, quantization bit = 4, and per GPU train-
ing batch size = 6 for the first step of syntax/POS
fine-tuning. For the MT fine-tuning step, we in-
crease the rank of the low-rank decomposition to
8, training epochs = 2 and the scaling factor for
LoRA to 16. Additionally, we use the THUCTC
news dataset14 to fine-tune Yi-1.5-9B15 for punctu-
ation correction. We manually remove or disorder
punctuation in Mandarin sentences to serve as in-
puts, and the LLM detects and corrects these errors
to produce correctly punctuated sentences. We also

10https://translate.google.com
11https://www.bing.com/translator
12https://fanyi.baidu.com/mtpe-individual/

multimodal
13https://github.com/01-ai/Yi-1.5
14http://thuctc.thunlp.org/
15https://huggingface.co/01-ai/Yi-1.5-9B

employ the NLPCC202316, MuCGEC17, and Py-
corrector18 datasets to fine-tune the same type of
LLM for addressing Mandarin grammatical errors.
These LLMs are trained with LoRA where rank of
the low-rank decomposition = 8, scaling factor for
LoRA = 16, learning rate = 0.0005, training epochs
= 3, AdamW optimizer, and a per GPU training
batch size = 16. The experiments are conducted
on 8 NVIDIA A100 40GB GPUs and 16 NVIDIA
V100 32GB GPUs.

4.2 Results

As shown in Table 2, commercial MT engines
display varying levels of effectiveness in trans-
lating Cantonese to Mandarin, with Microsoft
Bing generally surpassing other commercial en-
gines. However, Yi-1.5-34B-baseline model, fine-
tuned using collected open-source dataset, demon-
strates better translation performance compared
to the commercial engines. When applied to our
specialized Cantonese-Mandarin sentence pairs
(Yi-1.5-34B-v1), we observe further improvement
across all domains, where each domain increases
at least 1 BLEU score. It confirms our specialized
Cantonese-Mandarin sentence pairs is in enhancing
translation quality, emphasizing the advantage of
incorporating multi-domain training set to achieve
higher accuracy in translations.

Despite utilizing only 1,004 Cantonese sentences
for syntax/POS fine-tuning, the translation perfor-
mance of Yi-1.5-34B-v2 shows a significant im-
provement, leading to at least a 2-point increase
in BLEU scores compared to Yi-1.5-34B-baseline.
This suggests that fine-tuning the grammatical
structures of Cantonese sentences beforehand can
provide a strong foundation for subsequent MT
task fine-tuning. Targeted enhancements of specific
linguistic knowledge in LLMs may yield better im-
provements than simply increasing the training set
size. The difference between Yi-1.5-34B-v3 and
Yi-1.5-34B-v4 lies in the use of additional LLMs
for correcting Mandarin outputs. While Yi-1.5-
34B-v4 achieves the highest BLEU scores, the im-
provement over Yi-1.5-34B-v3 is marginal. This
is likely because the initial Cantonese fine-tuning
with syntax/POS addressed most grammatical and
structural corrections, leaving little room for further
enhancement by post-processing.

16http://tcci.ccf.org.cn/conference/2023/
taskdata.php

17https://github.com/HillZhang1999/MuCGEC
18https://github.com/shibing624/pycorrector

https://translate.google.com
https://www.bing.com/translator
https://fanyi.baidu.com/mtpe-individual/multimodal
https://fanyi.baidu.com/mtpe-individual/multimodal
https://github.com/01-ai/Yi-1.5
http://thuctc.thunlp.org/
https://huggingface.co/01-ai/Yi-1.5-9B
http://tcci.ccf.org.cn/conference/2023/taskdata.php
http://tcci.ccf.org.cn/conference/2023/taskdata.php
https://github.com/HillZhang1999/MuCGEC
https://github.com/shibing624/pycorrector
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Domains (Cantonese→Mandarin)
SSP Syntax/POS LLMs Conv Fin Hist Tech Bio

Baidu Translator 46.872 43.619 62.447 65.635 54.446
Google Translate 43.515 46.366 77.991 72.140 63.479
Microsoft Bing 40.776 47.865 83.769 74.259 63.603
Yi-1.5-34B-baseline ✗ ✗ ✗ 48.367 50.101 83.676 75.713 67.107
Yi-1.5-34B-v1 ✓ ✗ ✗ 50.524 51.865 85.092 77.456 68.606
Yi-1.5-34B-v2 ✗ ✓ ✗ 51.317 52.590 85.723 79.079 70.649
Yi-1.5-34B-v3 ✓ ✓ ✗ 52.001 53.413 87.116 81.025 71.350
Yi-1.5-34B-v4 ✓ ✓ ✓ 52.125 53.686 87.400 81.304 72.021

Table 2: Cantonese-to-Mandarin MT BLEU scores on different domains. SSP denotes specialized Cantonese-
Mandarin sentence pairs collected by us. If SSP is not checked, the model uses the original open-source dataset.
Syntax/POS refers to syntax and POS fine-tuning, LLMs represents post-processing with additional LLMs.

Figure 5: Translations of the given Cantonese sentence from different translation engines. Red markings indicates
key Cantonese components and incorrect translation results from commercial translation engines, while blue
represents our translations.

As illustrated in Figure 5, the left example
demonstrates that the Microsoft translation fails
to correctly identify the Cantonese particles "ge3"
(indicating possession or modification) and "go2
paai4" (indicating a specific period or phase). Both
Google and Baidu Translate interpret "go2 paai4"
as a general time reference, while only our model
accurately translates these Cantonese particles. In
the right example, the Cantonese sentence positions
the verb "teng1" (to hear) at the end as a comple-
ment, emphasizing that the information has been
conveyed or understood by the recipient. Microsoft
and Baidu translations adopt a direct approach
(thing + verb), which is not grammatically appro-
priate in Mandarin (verb + thing). Only Google
Translate and our model considered the grammati-
cal structure of Mandarin and translated correctly,
with our model additionally incorporating punctua-
tion into the translation.

5 What Happens to Other Models?

The experiments presented above demonstrate the
effectiveness of our proposed strategy in improving
Cantonese-to-Mandarin MT performance. How-
ever, a question remains: does this strategy also
enhance the translation performance when applied
to other LLMs? To investigate this, we conduct
additional experiments using the latest state-of-the-

art LLMs and traditional MT models to evaluate
the generalizability of our strategy and its poten-
tial impact on the field of MT. These experiments
involve fine-tuning multiple LLMs with the same
LoRA configurations and datasets, comparing their
performance on the same tasks.

5.1 Experiment Settings

We employ another LLM with the same parameter
size, Qwen-2.5-32B19 (Team, 2024), alongside Yi-
1.5-9B, GLM-4-9B 20 (GLM et al., 2024), and the
smaller MiniCPM3-4B21 (Hu et al., 2024). The
training settings and datasets used for these models
are consistent with those utilized for Yi-1.5-34B on
Cantonese-to-Mandarin MT task, where all models
undergo the same syntax/POS fine-tuning process,
the same training set and additional LLMs for post-
processing to ensure a fair comparison. Only Qwen-
2.5-34B uses 4 bits quantization.

Traditional MT models such as NLLB-1.3B
(Costa-jussà et al., 2022), M2M100-1.2B (Fan
et al., 2021), and mRASP (Lin et al., 2020) adopt
different fine-tuning settings and do not support
syntax/POS fine-tuning due to their different work-
ing mechanisms. These models use a learning rate

19https://huggingface.co/Qwen/Qwen2.5-32B
20https://huggingface.co/THUDM/glm-4-9b
21https://huggingface.co/openbmb/MiniCPM3-4B

https://huggingface.co/Qwen/Qwen2.5-32B
https://huggingface.co/THUDM/glm-4-9b
https://huggingface.co/openbmb/MiniCPM3-4B
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= 0.0005, batch size = 32, and the optimizer =
Adam. For the Adam optimizer, β1 is set at 0.9 and
β2 at 0.999, with a weight decay of 0.01. Further-
more, all models utilize an early stopping strategy
during the fine-tuning process to prevent overfitting.
All experiments are conducted on 8 NVIDIA A100
40GB GPUs and 16 NVIDIA V100 32GB GPUs.

5.2 Results
Table 3 demonstrates that the proposed strategy
provides significant benefits for LLMs of different
scales, although the extent of BLEU score improve-
ments varies. Overall, the Average Improvement
Score (AvgIS) for models after applying our strat-
egy increases by at least 3 points. Qwen-2.5-32B
model achieved the highest BLEU scores across all
domains. In contrast, GLM-4-9B and Yi-1.5-9B
models also show significant improvements, par-
ticularly in the Conv domain. The smaller-scale
MiniCPM3-4B model shows an improvement with
an AvgIS of 3.733 points after applying the strategy,
with this improvement in BLEU score surpassing
that of the 32B and 9B LLMs. Smaller-scale mod-
els exhibit more substantial performance gains after
fine-tuning, while larger-scale models achieve fur-
ther improvements in absolute performance levels.
This indicates that larger models, with their greater
number of parameters, can capture more complex
and general language features and structures, thus
performing better in low-resource translation tasks.

Traditional MT models, such as NLLB-1.3B,
M2M100-1.2B, and mRASP, show significant
performance improvements even without syn-
tax/POS fine-tuning strategies. Notably, the AvgIS
of M2M100-1.2B and mRASP are substantially
higher than those of other LLMs, with values of
5.941 and 4.576, respectively. However, their
BLEU scores in each domain still fall short of those
achieved by the latest LLMs, further confirming the
advantage of LLMs in low-resource language trans-
lation tasks. The parameter size of the 32B LLM
is over three times that of the 9B LLM, leading to
significant differences in hardware requirements.
Yet, the BLEU scores across various domains do
not exhibit a threefold difference. This suggests
that while increasing the parameter size can im-
prove model performance, the marginal gains in
translation quality diminish as the model size ex-
ceeds a certain point. Therefore, focusing solely on
increasing model size may not be the most effective
approach to achieving significant improvements in
MT tasks, especially in low-resource scenarios.

6 What Happens to a Reversed Direction?

To further validate the robustness of our proposed
strategy, we extend our experiments to the reverse
translation direction, from Mandarin to Cantonese.
It allows us to examine whether the improvements
observed in Cantonese-to-Mandarin translation are
specific to that direction or generalize to the op-
posite direction as well. We aim to establish its
broader applicability and reliability in real-world
MT scenarios. This comprehensive validation not
only enhances the credibility of our strategy but
also contributes significantly to the broader field
of MT, especially for low resource languages like
Cantonese.

6.1 Experiment Settings

We continue to use Baidu Translate, Google Trans-
late, and Microsoft Bing as reference for current
commercial MT performance. Beyond the Yi-1.5-
34B model, we have incorporated additional LLMs,
namely GLM4-9B, and MiniCPM3-4B. The fine-
tuning methods for these LLMs remain consistent
with those used in our previous experiments. We re-
verse the translation direction of the dataset, while
the number and division of sentence pairs in the
training and test sets remain unchanged, with the
source language now being Mandarin and the tar-
get language being Cantonese. All experiments are
conducted on 8 NVIDIA A100 40GB GPUs and
16 NVIDIA V100 32GB GPUs.

6.2 Results

According to Table 4, when the translation di-
rection is switched to Mandarin-to-Cantonese,
Google Translate shows the best overall perfor-
mance among the three commercial translation en-
gines. In contrast, the other two engines experience
significant declines, with BLEU scores in most do-
mains dropping by at least 5 points. This highlights
substantial differences in model adaptability across
different language pairs in commercial translation
engines.

Similar issues are observed in LLMs, where sim-
ply fine-tuning via collected open-source datasets
as training sets does not effectively improve their
translation performance. Neither small nor large
parameter LLMs can surpass that of Google Trans-
late. For instance, without our strategy, Yi-1.5-34B
only achieves a BLEU score of 75.941 in the Hist
domain, which is lower than that of Google Trans-
late and fails to demonstrate the advantages of its
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Models Strategy BLEU Scores (Cantonese→Mandarin) AvgIS

SSP Syntax/POS LLMs Conv Fin Hist Tech Bio

Qwen-2.5-32B ✗ ✗ ✗ 48.038 51.224 84.130 77.872 69.088 -
Qwen-2.5-32B-ours ✓ ✓ ✓ 52.169 54.838 86.440 80.603 71.660 +3.071

GLM-4-9B ✗ ✗ ✗ 45.885 50.477 82.167 74.922 67.485 -
GLM-4-9B-ours ✓ ✓ ✓ 51.966 52.616 84.839 79.556 69.533 +3.514

Yi-1.5-9B ✗ ✗ ✗ 48.733 49.351 83.286 74.840 66.758 -
Yi-1.5-9B-ours ✓ ✓ ✓ 51.720 52.304 85.236 79.538 70.269 +3.279

MiniCPM3-4B ✗ ✗ ✗ 46.960 50.883 81.050 72.178 65.889 -
MiniCPM3-4B-ours ✓ ✓ ✓ 51.219 52.569 84.435 79.317 68.085 +3.733

NLLB-1.3B ✗ ✗ ✗ 39.498 40.930 59.407 64.108 54.944 -
NLLB-1.3B-improved ✓ ✗ ✓ 43.789 44.234 61.456 67.789 56.082 +2.986

M2M100-1.2B ✗ ✗ ✗ 42.480 45.541 58.194 65.173 55.924 -
M2M100-1.2B-improved ✓ ✗ ✓ 45.725 51.628 65.969 72.604 61.093 +5.941

mRASP ✗ ✗ ✗ 37.281 38.568 46.643 55.180 50.301 -
mRASP-improved ✓ ✗ ✓ 40.463 42.675 54.322 59.036 54.361 +4.576

Table 3: The BLEU scores of different LLMs and traditional translation models after applying our strategy across
different domains. SSP denotes specialized Cantonese-Mandarin sentence pairs collected by us. If SSP is not
selected, the model utilizes the original open-source dataset. NLLB, M2M100, and mRASP are not suitable for
syntax/POS fine-tuning, as they do not follow the same working mechanism as LLMs.

Models Strategy BLEU Scores (Mandarin→Cantonese)

Conv Fin Hist Tech Bio

Baidu Translator - 45.095 39.112 63.254 55.160 56.557
Google Translate - 43.017 53.051 77.441 72.251 70.969
Microsoft Bing - 44.332 36.530 65.560 64.774 58.298
Yi-1.5-34B ✓ 45.956 54.623 78.401 73.607 72.285

✗ 43.198 51.029 75.941 71.693 69.707
GLM-4-9B ✓ 45.614 49.364 78.582 69.731 69.022

✗ 44.248 48.952 77.285 67.587 68.187
MiniCPM3-4B ✓ 42.598 51.656 73.330 69.613 57.512

✗ 41.500 50.123 71.538 67.154 56.348

Table 4: BLEU scores of various models across domains in Chinese-to-Cantonese translation, where ✗ denotes
training on open-source datasets without employing our specific strategy and ✓ indicates the application of our
strategy by the model.

34B parameter size. But after applying our pro-
posed strategy, Yi-1.5-34B’s BLEU scores in all
domains surpass those of commercial translation
engines, with each domain seeing an increase of ap-
proximately 2 BLEU scores. Similarly, GLM-4-9B
and MiniCPM3-4B exhibited comparable results,
with BLEU scores in each domain improving by
at least 1 point. This suggests that although larger
model parameters are beneficial for low-resource
translation, directly fine-tuning LLMs with paral-
lel corpus datasets may fail to fully develop their
potential. While Cantonese has been the source
language in previous experiments, the benefits of
LLMs acquiring its linguistic knowledge can also
extend to scenarios where Cantonese is the target
language then. Additionally, the BLEU scores of

LLMs in all domains do not increase as much as
when Cantonese is the source language, indicating
that the proposed strategy or translation direction
may still be constrained by directionality effects in
MT scenarios.

7 Conclusion

In this paper, we present a strategy to improve
translation performance in low-resource language
MT scenarios, focusing on Cantonese-to-Mandarin
translation. Our approach enables Yi-1.5-34B
to better understand Cantonese sentence struc-
tures through syntax/POS fine-tuning. By lever-
aging a custom-compiled dataset and additional
LLMs for post-processing, we significantly im-
prove Cantonese-to-Mandarin translation perfor-
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mance, with BLEU scores increasing by at least
5 points compared to current commercial MT en-
gines. This strategy is effective not only for Yi-1.5-
34B but also for other LLMs, particularly smaller
parameter models. Furthermore, our experiments
show that LLMs continue to benefit from this strat-
egy in the reverse translation direction, achieving
higher BLEU scores than commercial MT engines
and baseline versions of LLMs.

8 Limitations

Due to time and GPU resource constraints, we
adopt a more resource-friendly approach using
LoRA for LLM fine-tuning, where full parameters
fine-tuning has not been confirmed and discussed.
Additionally, the BLEU score has some limitations
as it primarily measures n-gram overlap and may
not fully capture the fluency, coherence, and accu-
racy of the translations. Future work can explore
the performance of the LLM with full parameter
fine-tuning and additional evaluation metrics, such
as METEOR, ROUGE, or human evaluations, to
provide a more comprehensive evaluation of the
model’s performance.
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