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Abstract

The Norman Conquest of 1066 C.E. brought
profound transformations to England’s admin-
istrative, societal, and linguistic practices. The
DEEDS (Documents of Early England Data
Set) database offers a unique opportunity to
explore these changes by examining shifts in
word meanings within a vast collection of Me-
dieval Latin charters. While computational lin-
guistics typically relies on vector representa-
tions of words like static and contextual em-
beddings to analyze semantic changes, existing
embeddings for scarce and historical Medieval
Latin are limited and may not be well-suited
for this task. This paper presents the first com-
putational analysis of semantic change pre- and
post-Norman Conquest and the first system-
atic comparison of static and contextual embed-
dings in a scarce historical data set. Our find-
ings confirm that, consistent with existing stud-
ies, contextual embeddings outperform static
word embeddings in capturing semantic change
within a scarce historical corpus.

1 Introduction

The Norman Conquest of 1066 is a pivotal event
in English history, marked by the introduction of
new administrative and cultural practices by the
Normans. This transformation is evident in the Me-
dieval Latin charters — official documents record-
ing legal agreements, grants, rights, and privileges
— preserved in the DEEDS (Documents of Early
England Data Set) corpus (Gervers et al., 2018).
One implication of these transformations is the shift
in language usage and word meanings within the
Medieval Latin charters, illustrated by the follow-
ing examples: comes generally meant “official” in
Anglo-Saxon charters, but in Norman documents,
it consistently appeared as a title meaning “earl”
or “count”; proprius (“one’s own”) was used by
the Anglo-Saxons to indicate signing a document
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“with one’s own hand,” whereas the Normans used
it to refer to property ownership. Investigating
these changes in word meanings before and after
the Norman Conquest — a process known as lex-
ical semantic change (LSC) — provides insights
into the cultural and societal transformations while
also posing challenging research questions on how
to systematically model this change.

In the field of computational linguistics, various
methods have been proposed for modeling lexi-
cal semantics and thereby for studying semantic
changes. In earlier years, static word embedding ap-
proaches, where each word was mapped to a fixed
vector representation based on its co-occurrence
patterns with other words within a corpus (Mikolov
et al., 2013; Bojanowski et al., 2017), were dom-
inant and proven effective in LSC studies (Kim
et al., 2014; Hamilton et al., 2016). In more recent
years, contextual representations, which provide
different vectors for the different contexts in which
a word appears (Devlin et al., 2019; Peters et al.,
2018), have achieved state-of-the-art performance
in LSC studies, likely due to their ability to handle
phenomena like polysemy and homonymy more ef-
fectively than static representations (Martinc et al.,
2019; Giulianelli, 2019; Kutuzov et al., 2022).

Despite the successes of contextual embeddings
in LSC research, they are typically trained on large
corpora (Davies, 2010; Michel et al., 2011) and
require significantly more training data than static
embeddings due to their more complex architec-
tures and larger parameter sizes (Bommasani et al.,
2021). This poses a challenge for studies involv-
ing smaller data sets such as the DEEDS Medieval
Latin corpus, which contains only 17k charters and
3M tokens — considerably smaller than the billion-
token corpora typically used to train contextual
embeddings (Davies, 2010; Michel et al., 2011).
Meanwhile, the Medieval Latin charters contain
a rich and expansive vocabulary, including local
dialects and borrowings from other languages (e.g.,
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the Anglo-Saxon manuscripts include an extensive
amount of Old English). These factors collectively
raise concerns about the adaptability and relative
performance of existing embedding methods in this
scarce and heteroglossic data set.

Therefore, this paper aims to address the re-
search gap in Medieval Latin charters with the fol-
lowing contributions:

• We present the first LSC study on Medieval
Latin charters from England to understand
the semantic change induced by the Norman
conquest. These English Latin charters are
exclusively a collection of legal documents
pertaining to property rights whose topic and
genre are quite different from other medieval
Latin corpora described in section 2.3.

• We provide a systematic comparison be-
tween static embeddings and contextual em-
beddings in modeling semantic change within
Medieval Latin charters, which offers insights
into the adaptability of these models within
the context of a scarce and heteroglossic cor-
pus.

The rest of this paper is organized as follows.
Section 2 summarizes the previous literature on
static and contextual embeddings. Section 3 pro-
vides a detailed introduction to the DEEDS data
set. Section 4 outlines the training process for the
different embedding methods on this corpus.1 Sec-
tions 5 and 6 present the experiments, results, and
discussions related to evaluating these embedding
methods in capturing semantic change.

2 Related Work

The standard computational approach for lexical se-
mantic change (LSC) analysis involves separately
training embeddings for different periods within
a corpus (Gulordava and Baroni, 2011), and then
measuring the distance between the representations
of a given word across these periods. In this sec-
tion, we review the current approaches of semantic
change analysis using static and contextual em-
beddings and their applications to Medieval Latin
corpora.

2.1 Static Word Embeddings
Early methods for word embeddings relied on co-
occurrence count-based techniques (Deerwester

1Corpus and codes available at: https://anonymous.
4open.science/r/historical-text-embedding-C328/
README.md

et al., 1990; Turney and Pantel, 2010). With the rise
of deep neural networks, prediction-based models
became more popular. These include the Continu-
ous Bag-of-Words model (Mikolov et al., 2013),
which encodes contextual information by predict-
ing target words from their surrounding context;
the Continuous Skip-gram model (Mikolov et al.,
2013), which predicts surrounding words based
on the target word; and the Subword model (Bo-
janowski et al., 2017), which improves these ap-
proaches by learning context vectors through sub-
word tokenization.

The integration of these prediction-based em-
beddings into LSC studies began with Kim et al.
(2014). Building on this, Hamilton et al. (2016)
showed that neural-based diachronic embeddings
outperform traditional count-based methods. Sub-
sequent research further enhanced these techniques
by incorporating subword models to improve repre-
sentation quality, particularly for low-resource and
morphologically rich languages (Xu et al., 2019;
Xu and Zhang, 2021).

In LSC, aligning embedding spaces across peri-
ods is important for meaningful semantic change
analysis. One effective strategy is weight initializa-
tion, where word embeddings share initial training
weights across periods. Kim et al. (2014) intro-
duced incremental initialization, initializing each
year’s weights with the previous year’s vectors. For
scarce corpora, Montariol and Allauzen (2019) pro-
posed internal initialization, which trains a base
model on the entire corpus before fine-tuning for
each period, and backward external initialization,
which starts with pre-trained embeddings for the
last period and trains in reverse. These strategies
align embeddings across periods and address data
scarcity, making them suitable for Medieval Latin
charters.

2.2 Contextual Embeddings
Unlike static word embeddings, which provide a
single fixed vector for each word, contextual em-
beddings generate unique representations for each
word usage based on its context. BERT (Bidirec-
tional Encoder Representations from Transformers)
(Devlin et al., 2019) is a leading example of such
models. Early studies, including Hu et al. (2019),
Giulianelli (2019), and Martinc et al. (2019), ap-
plied contextual embeddings to lexical semantic
change (LSC). For instance, Martinc et al. (2019)
fine-tuned a pre-trained BERT model on another
corpus and aggregated embeddings to represent all

https://anonymous.4open.science/r/historical-text-embedding-C328/README.md
https://anonymous.4open.science/r/historical-text-embedding-C328/README.md
https://anonymous.4open.science/r/historical-text-embedding-C328/README.md
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instances of a word within a time-slice subcorpus.
Contextual embeddings have since demonstrated
strong performance in LSC tasks across languages
such as English, German, and others (Kanjirangat
et al., 2020; Rodina et al., 2021; Montariol and Al-
lauzen, 2021; Kurtyigit et al., 2021; Kutuzov et al.,
2022).

However, most contextual representations are
trained on large, modern corpora, leaving histor-
ical corpora underexplored. Addressing this gap,
Qiu and Xu (2022) introduced histBERT, a BERT
model adapted to historical American English
(COHA), which outperformed the standard BERT
in detecting semantic changes in historical texts.
Another approach is training BERT models from
scratch for historical data. Manjavacas Arevalo
and Fonteyn (2021) developed MacBERTh, trained
on historical English from 1450–1900, showing
better results than adaptation-based methods. Sim-
ilarly, Beck and Köllner (2023) extended this ap-
proach to German with GHisBERT, trained on texts
dating back to 750 C.E. These methods not only
align contextual embeddings with historical data
but also provide valuable insights for developing
embeddings suited to Medieval Latin, a scarce and
historical language.

2.3 Towards Medieval Latin Embeddings
Training word embeddings for Medieval Latin
presents unique challenges due to a limited size
of training corpora when compared to contempo-
rary and modern languages. Several efforts have
been made to construct Medieval Latin corpora to
improve embedding training. Notable examples in-
clude the Dictionary of Medieval Latin from British
Sources (Latham et al., 1975), which documents
the Latin vocabulary used in Britain from 540
to 1600 C.E; Index Thomisticus, a digital corpus
of Thomas Aquinas’s 13th-century works (Busa,
1973); the Polish Medieval Latin Lexicon (Plezia
and Weyssenhoff-Brożkowa, 1992), covering the
10th to mid-15th centuries; and the Frankfurt Latin
Lexicon (Mehler et al., 2020), spanning the 6th
to 9th centuries. These efforts have facilitated the
development of high-quality static Latin word em-
beddings using CBOW, Skip-gram, and subword
models. However, the topics and genres on which
they focus differ from the DEEDS corpus in that
DEEDS corpus is a collection of legal charters
which primarily focuses on the rights of owner-
ship and transfer of properties within Anglo-Saxon
and Norman periods, which are critical sources for

understanding impacts of the Norman conquest.
Contextual embeddings are believed to require

even larger corpora, making their training on Me-
dieval Latin languages more challenging than static
embeddings. Although no contextual embeddings
have been directly trained on Medieval Latin, some
works have focused on Latin more broadly: Devlin
et al. (2019) introduced Multilingual BERT, trained
on the Wikipedia corpus for over 100 languages,
including Latin; Bamman and Burns (2020) trained
a BERT model specifically for Latin on a vast cor-
pus of 600M tokens spanning from 200 B.C.E. to
the present; Luis A. Vasquez trained a Latin BERT
model on the Classical Language Toolkit (CLTK)
corpus.2

The historical language change of Latin has long
attracted scholarly interest, and with the develop-
ment of Latin corpora and word embeddings, re-
searchers can now understand these changes com-
putationally. For example, Sprugnoli et al. (2020)
analyzed Latin language change between the Clas-
sical and Medieval/Christian eras and evaluated
different Latin embeddings on this task; Ribary
and McGillivray (2020) detected semantic split in
words with general and legal meanings by building
Latin word embeddings from a 6th-century Roman
law sourcebook; and SemEval 2020 (Schlechtweg
et al., 2020) included a task to calculate seman-
tic change between the pre-Christian and Christian
eras, using carefully annotated data from the La-
tinISE corpus (McGillivray and Kilgarriff, 2013).

However, significant research gaps still remain
in the analysis of semantic change in Medieval
Latin. First, there has been no computational eval-
uation of semantic change in the context of the
Norman Conquest, a period marked by substan-
tial administrative, cultural, and linguistic shifts
(Gervers et al., 2018). Second, although contex-
tual embeddings have proven more powerful than
static embeddings in large contemporary corpora,
there is a lack of contextual embeddings specif-
ically trained on scarce and historical Medieval
Latin corpora, so a systematic comparison between
these approaches is still needed.

3 Data

For our analysis, we used Medieval Latin charters
from DEEDS (Documents of Early England Data

2https://huggingface.co/LuisAVasquez/
simple-latin-bert-uncased

https://huggingface.co/LuisAVasquez/simple-latin-bert-uncased
https://huggingface.co/LuisAVasquez/simple-latin-bert-uncased
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Set).3 The DEEDS database contains transcripts of
over 70K Latin charters from the 7th to the 14th
century. Of these, 40K pertain to England, and 17k
are dated. They are official documents issued by
kings and commoners and deal with the transfer of
property and property rights.

In this study, we focused on the 17k dated char-
ters, as the dates were essential for splitting the
corpus for semantic change analysis. We split the
corpus into three sets: the Anglo-Saxon period
(from 589 to 1066 CE), referred to as ANG in later
sections; the Norman period (from 1066 to 1153
CE), referred to as NOR; the later post-conquest pe-
riod up to 1272 CE (also called Plantagenet period),
referred to as PLA. Table 1 provides a summary of
the corpus data.

ANG NOR PLA

Time Span 589-1065 1066-1153 1154-1272
# of Charters 1432 4050 12926
# of Tokens 0.49M 0.76M 2.80M

Table 1: Overview of the Medieval Latin corpus

The main focus of this paper is the semantic
change induced by the Norman conquest (i.e., the
transition from ANG to NOR periods, referred to
as AN in the later section). For comparison, we
also examine the transitions from NOR to PLA,
referred to as NP.

4 Models

4.1 Static Word Embeddings

We used the Continuous Skip-gram model with
subword information (Mikolov et al., 2013; Bo-
janowski et al., 2017), as implemented in the Fast-
Text module in the Gensim library (Řehůřek and
Sojka, 2010), to generate static word embeddings
for each period. We adopted the incremental ini-
tialization from Kim et al. (2014) as well as in-
ternal and backward external initialization from
Montariol and Allauzen (2019). Due to resource
constraints, we only tuned the embedding sizes
(100 and 300) and the number of training epochs
(10, 30, and 50) for each period and reported the
best results.4 All other hyperparameters were kept
at their default settings in the FastText module.

3https://deeds.library.utoronto.ca/content/
about-deeds

4See Appendix A for details

Incremental Initialization: The embeddings
from the previous period were used to initialize the
embeddings for the subsequent period (incremen-
tally). We refer to this model as Incremental in
later sections.

Internal Initialization: We trained a base model
on the full corpus for 50 epochs, which was then
used to initialize the embeddings for the first period,
with subsequent period embeddings being updated
incrementally. We refer to this model as Internal
in later sections.

Backward External Initialization: We utilized
pre-trained Latin word embeddings from Grave
et al. (2019) on Common Crawl and Wikipedia as
the base model. Then, we incrementally updated
each period’s embeddings from the most recent to
the oldest, a reverse updating process that might
be beneficial to our corpora, which have lower vol-
umes in the older periods (Montariol and Allauzen,
2019). We refer to this model as External in later
sections.

4.2 Contexual Embeddings
BERT Trained from Scratch: We pre-trained a
BERT model from scratch on the full Medieval
Latin charters corpus using the hyperparameters
recommended by Manjavacas and Fonteyn (2022)
in historical English and Beck and Köllner (2023)
in historical German. The model consists of 12
hidden layers, each with 768-dimensional embed-
dings, and 12 attention heads, with a vocabulary
size of 32,000 tokens. Training was conducted over
10 epochs with a batch size of 8 using the masked
language modeling (MLM) task, where 10% of the
tokens were randomly masked. We refer to this
model as MLatin-BERT in later sections.

BERT Adapted from Pre-trained Models:
For comparison, we continued training two Latin
BERT models on the Medieval Latin charters
corpus: the first, Latin-BERT by Bamman and
Burns (2020) 5, which was trained on a diverse
range of Latin corpora with 600M tokens span-
ning from 200 B.C.E. to the present, and the
second, simple-latin-bert-uncased by Luis A.
Vasquez 6, which was trained using corpora from
the Classical Language Toolkit (CLTK). Both mod-
els were configured with standard BERT hyperpa-
rameters with a hidden size of 768 and 12 layers.
They were further trained from their last check-

5https://github.com/dbamman/latin-bert
6https://huggingface.co/LuisAVasquez/

simple-latin-bert-uncased

https://deeds.library.utoronto.ca/content/about-deeds
https://deeds.library.utoronto.ca/content/about-deeds
https://github.com/dbamman/latin-bert
https://huggingface.co/LuisAVasquez/simple-latin-bert-uncased
https://huggingface.co/LuisAVasquez/simple-latin-bert-uncased
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points on the Medieval Latin corpus for an addi-
tional 4 epochs, as recommended by the original
BERT paper (Devlin et al., 2019). We refer to these
models as Ada-BERT-Bam and Ada-BERT-Vas, re-
spectively, in later sections.

Tokenizer: We pre-trained a tokenizer for all
described models, which accounts for the diverse
word forms in the Medieval Latin charters. The to-
kenizer was trained with the same hyperparameter
settings outlined by Beck and Köllner (2023) using
the HuggingFace BertWordPieceTokenizer mod-
ule with a vocabulary of 32000 and a maximum
sequence length of 512.

Extract Word Embeddings: To enable direct
comparison between contextual and static embed-
dings in the semantic change analysis, we followed
the method described by Martinc et al. (2019) to
extract word embeddings from contextual embed-
dings for each time period (discussed in Section 3),
as detailed in Algorithm 1.

5 Lexical Similarity Analysis

5.1 Similarity Measures

To evaluate the applicability of different embed-
ding models in analyzing semantic change within
the Medieval Latin charters, we conducted a se-
mantic similarity analysis across various periods
following the approach of Beck and Köllner (2023).
Specifically, for a given word w occurring in two
periods t1 and t2, we computed the cosine similar-
ity between their embeddings wt1 and wt2 using
the following formula:

Cos(wt1 ,wt2) =
wt1 ·wt2

∥wt1∥∥wt2∥
(1)

A lower cosine similarity score between periods
suggests a potential semantic shift in the word’s
meaning (Kim et al., 2014; Giulianelli, 2019).

In our analysis, we divided the data into three
periods, as outlined in Section 3, and therefore,
for each word, we computed two cosine similar-
ity measures: COSAN , representing the transition
from ANG to NOR and COSNP , representing the
transition from NOR to PLA. We will refer to the
above labels in later sections.

5.2 Data Set Labeling

To quantitatively assess the performance of differ-
ent embedding methods, we applied the following
labeling procedure to the data set. We selected com-
monly occurring words with a relative frequency

Algorithm 1 Extract and average word embeddings
from contextual embeddings for a time period
Input: Medieval Latin texts for a given time pe-
riod, C = {S1, S2, . . . , Sn}, where Si is a sentence.
Contexual embeddings E = {ES1 ,ES2 , . . . ,ESn},
where ESi ∈ RL×d is the embedding matrix for
sentence Si.
Output: Word embeddings W ∈ RM×d, where
M is the number of distinct words in C.

1: Initialize word embedding matrix W
2: for each distinct word wj ∈ C do
3: Initialize embedding setsWj = {}
4: end for
5: for each sentence Si ∈ C do
6: Si ← 1

4

∑L
l=L−3E

(l)
i {Compute sentence

embedding using last four layers}
7: for each word wj ∈ Si do
8: Identify the word pieces Pj correspond-

ing to word wj using offset mappings.
9: Compute word embedding: w

(Si)
j ←

1
|Pj |

∑
p∈Pj

S
(p)
i {Compute word embed-

ding for wj in sentence context Si}
10: Store w

(Si)
j in setWj

11: end for
12: end for
13: for each word wj in vocabulary do
14: w̄j ← 1

|Wj |
∑

w
(Si)
j ∈Wj

w
(Si)
j {Compute

average embedding}
15: Store w̄j in W
16: end for
17: return W

exceeding five occurrences per 100,000 in all pe-
riods, resulting in 662 words in total. Three Latin
specialists with domain knowledge were asked to
make a binary decision on whether the meaning
of each word had changed from the Anglo-Saxon
to the Norman period (marked as 1) or remained
unchanged (marked as 0), which were then used
as semantic change labels for subsequent studies.
For each period, the labelers made their decisions
on a word by reviewing 10 sample sentences con-
taining the word. If all three labelers agreed on
a label, the word was classified as either changed
(for positive cases, 41 words) or unchanged (for
negative cases, 297 words)7. Examples of changed
words include finis, which shifted from meaning

7The list of changed and unchanged words can
be found at: https://anonymous.4open.science/r/
historical-text-embedding-C328/README.md

https://anonymous.4open.science/r/historical-text-embedding-C328/README.md
https://anonymous.4open.science/r/historical-text-embedding-C328/README.md
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Static Contextual

Incremental Internal External MLatin-BERT Ada-BERT-Bam Ada-BERT-Vas

AN δµ 0.054* −0.004 0.002 0.047* 0.037* 0.055*
ρ −0.169* 0.018 −0.120 −0.481* −0.395* −0.360*

NP δµ 0.011 −0.015 −0.003 0.009 0.006 0.012
ρ −0.003 0.055 −0.072 −0.135* −0.126* −0.141*

Table 2: Quantitative results of static and contextual embeddings in semantic for the AN and NP periods. Two
metrics are reported: δµ indicates the difference in mean cosine similarity between the unchanged and changed
word groups, and ρ represents the correlation between semantic change labels and cosine similarity measures for
each target word across two periods. An asterisk (*) denotes statistically significant results (t-test, p < 0.01).

"end" or "completion" in Anglo-Saxon times to
"fine" as a payment in a final agreement in Nor-
man, and honorifice, which originally meant "hon-
orable" or "honorably" in the context of a king’s
duties, but in Norman documents referred specif-
ically to the manner in which land was held by a
feudal lord. Examples of unchanged words include
pronouns (e.g., meus, "my"), numbers (e.g., cen-
tum, "hundred"), greetings (e.g., salute, "hello"),
and prepositions (e.g., post, "after"; usque, "un-
til"). In cases where no consensus was reached, the
words were excluded from both categories. Our
analysis focused solely on the 338 target words
that were clearly categorized as either changed or
unchanged.

6 Results

6.1 Semantic Change in AN Period
Given our primary focus on the semantic changes
induced by the Norman Conquest, we first present
the results of COSAN (i.e., the cosine similarity
between the embeddings from the Anglo-Saxon
and Norman periods for a given word) across dif-
ferent embedding models (as discussed in Section
4). The AN section of Table 2 reported two per-
formance metrics: the difference in the averages
of the COSAN between unchanged and changed
words (as discussed in Section 4), δµ, where a
larger difference indicates a better ability to dis-
tinguish between the two groups; the Pearson cor-
relation, ρ, between the binary change labels and
COSAN for all target words, with values rang-
ing from -1 (strong negative correlation, the most
desirable outcome) to 1 (strong positive correla-
tion, the least desirable outcome). All contex-
tual embeddings demonstrated statistically signif-
icant δµ values. The correlation coefficient fur-
ther highlighted the better performance of contex-

tual embeddings in semantic change analysis, with
MLatin-BERT achieving the strongest negative cor-
relation (ρ = −0.481) and outperforming mod-
els adapted from pre-trained Latin BERT. Among
the static embedding methods, Incremental and
External showed fair results, with the correct
direction of δµ and a moderate negative correla-
tion between true semantic change labels and co-
sine similarity, although the correlation was much
weaker than that of the contextual models. In con-
trast, Internal produced results opposite to those
expected.

Figure 1a displays a more detailed distribu-
tions, mean values, and 95% confidence intervals
of COSAN for both the changed and unchanged
word groups. Contextual embeddings consistently
showed an obvious difference between the distri-
butions of changed and unchanged words, with
changed words centering around much lower co-
sine similarity scores. Notably, Ada-BERT-Vas pro-
duced lower similarity for both word groups com-
pared to MLatin-BERT and Ada-BERT-Bam. The re-
sults for static embeddings reveal several concerns:
while Incremental identified the correct differ-
ence in mean values (with the mean cosine similar-
ity being smaller for the changed word group), it
did not show a significant difference in the distri-
bution shapes between the two word groups. The
External model exhibited a difference in distri-
bution, but the absolute difference in mean cosine
similarity was marginal (only around 0.002). The
Internal approach produced completely opposite
to the expected results.

Overall, these results suggest that contextual em-
beddings are more effective at capturing semantic
changes and distinguishing changed words from
unchanged words, even in a scarce and historical
language setting, which demonstrates the adaptabil-
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(a) AN period

(b) NP period

Figure 1: Distribution of cosine similarity for changed and unchanged words across different embedding models –
AN period (top) and NP period (bottom). The dashed lines represent the mean cosine similarity for changed and
unchanged words across the two periods and for each model. The shaded areas represent the 95% confidence
intervals.

ity of contextual embeddings to smaller data sets
beyond what has been shown in existing literature.
Additionally, we found that both static and contex-
tual models trained from scratch (Incremental
and MLatin-BERT) performed better than those
adapted from pre-trained embeddings, likely due
to the lack of high-quality base representations for
Medieval Latin texts.

6.2 Comparison Across Periods

For comparison, we also report the distributions,
δµ between the unchanged and changed groups of
COSNP (i.e., the cosine similarity between the em-
beddings from the Norman and Plantagenet periods
for a given word), and the correlation ρ between se-
mantic change labels and COSNP . We expect the
AN period to have a smaller mean value across all
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words, a larger mean difference between changed
and unchanged words, and a more negative correla-
tion between COSNP and semantic change labels
than for NP period, based on the assumption that
the semantic change from the Anglo-Saxon period
to the Norman period is more significant than from
Norman to Plantagenet (often seen as a continua-
tion of Norman ruling) due to the profound linguis-
tic, cultural, and sociological shifts triggered by the
Norman Conquest (Clanchy, 2012).

The results from Figure 1b indicate that all con-
textual embeddings find higher distribution center
values for both changed and unchanged words dur-
ing the NP period than AN period. Additionally,
the NP section of Table 2 reveals that LL contex-
tual embeddings identify significantly larger δµ and
more negative ρ during the AN periods. These
results suggest that contextual embeddings effec-
tively differentiate periods of dramatic semantic
change from relatively stable periods. Among
the static embeddings, although the Incremental
and External approaches correctly demonstrate
smaller δµ and weaker ρ in the NP period com-
pared to the AN period, they fail to capture the
difference in absolute mean cosine similarity, as
both models display lower mean cosine similarity
across all word groups in the NP period than in the
AN period.

7 Conclusion

This paper represents the first effort to explore se-
mantic changes in the Medieval Latin charters as
a result of the Norman Conquest, and the first to
systematically implement and compare static and
contextual word embeddings in the context of the
scarce and historical corpus. Our evaluation on
the DEEDS Medieval Latin charters corpus with
manually labeled semantic changes demonstrates
that contextual embeddings outperform static word
embeddings, even on a scarce and complex his-
torical data set. This finding is consistent with
results from large contemporary data sets and con-
firms the adaptability of contextual embeddings to
smaller data sets beyond what has been shown in
existing literature. Furthermore, consistent with
previous work on building contextual embeddings
for historical corpora (Manjavacas Arevalo and
Fonteyn, 2021; Beck and Köllner, 2023), training
from scratch yields better performance in capturing
the correlation between semantic change labels and
similarity measures.

Limitations

This research opens new avenues for historical lin-
guistics by providing a framework to explore se-
mantic change in Medieval Latin charters and un-
derstand the social, cultural, and political impacts
of the Norman Conquest. One could utilize the se-
mantic change analysis framework discussed in this
paper as a knowledge discovery process to learn
previously unrealized shifts in word meaning.

However, this study also faces certain limitations.
As an initial exploration of diachronic embeddings
in Medieval Latin charters, we lack a gold standard
data set for semantic change detection and were
only able to construct binary semantic change la-
bels due to resource constraints. Future work could
involve collaboration with more Medieval Latin
scholars to develop a continuous semantic change
index ranging from zero to one, which could allow
for more informative and rigorous quantitative eval-
uations of our models and establish a benchmark
for subsequent research in this field. Additionally,
this study has primarily used cosine similarity be-
tween word embeddings from different periods as
the metric for modeling semantic change, which
may not be the most appropriate measure. Future
research could explore alternative distance-based
metrics, such as Average Pairwise Distance (APD)
and Inverted Cosine Similarity over Prototypes
(PRT), as suggested in previous studies (Giulianelli
et al., 2020; Kutuzov et al., 2022).
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A Hyperparameter Experiments for
Static Embeddings

This section details the hyperparameter selection
for static embeddings. Figure 2 illustrates how
the evaluation metrics in AN period, δµ and ρ
(see detailed definitions and significance in Section
6.1), vary across different hyperparameter settings,
specifically the number of training epochs (10, 30,
and 50) and the embedding size (100 and 300).

For the Incremental approach, the best hyper-
parameters were found when the embedding size
was set to 100 and the number of training epochs
was 50. A clear trend emerges where an embedding
size of 100 outperforms a size of 300. Addition-
ally, with a embedding size of 100, increasing the
number of training epochs leads to better results,
whereas with a embedding size of 300, fewer train-
ing epochs yield better outcomes.

In the External approach, the optimal hyper-
parameters were identified when the embedding
size was 100 and the training epochs were set to
10. There is a trend indicating that smaller embed-
ding sizes and fewer training epochs produce better
results for this approach.

For the Internal approach, the best perfor-
mance was observed when the embedding size was
300 and the number of training epochs was 10.
However, the results do not exhibit a consistent
trend across different hyperparameter settings and
embedding sizes.
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Figure 2: Heatmaps showing the evaluation metrics
varying across different hyperparameter settings, with
δµ (top) and ρ (bottom).

B Effect of Model Size on Contextual
Embeddings

In this section, we examine how the size of a BERT
model trained from scratch affects performance dur-
ing the AN period. In addition to the MLatin-BERT
model, we trained two smaller models: a small
BERT model (4 attention heads, 4 hidden layers,
and an embedding size of 256) and a medium
BERT model (8 attention heads, 8 hidden layers,
and an embedding size of 512), both of which are
smaller than MLatin-BERT.8 As shown in Table 3,
there is a clear trend where larger model sizes re-
sult in better performance, evidenced by the greater
differences in mean cosine similarity and stronger
correlations between the semantic change labels
and cosine similarity for larger models. These find-
ings are consistent with established scaling laws
(Kaplan et al., 2020).

Small Medium MLatin-BERT

δµ 0.012 0.028 0.047
ρ −0.250 −0.327 −0.481

Table 3: Evaluation metrics (δµ and ρ) across dif-
ferent model sizes: Small, Medium, and Large
(MLatin-BERT).

8Future work could explore larger BERT models, which
we did not pursue due to resource constraints.

C Effect of Adaption on Contextual
Embeddings

In this section, we examine how adapting a pre-
trained BERT model to Medieval Latin charters
affects performance. We replicate the study for the
AN period using Latin-BERT (Bamman and Burns,
2020). Table 4 shows that domain adaptation of the
pre-trained Latin BERT model to Medieval Latin
charters enhances its ability to identify semantic
change, as evidenced by the greater difference in
mean cosine similarity and the stronger correlation
between the semantic change labels and cosine
similarity observed in the Ada-BERT-Bam model.

Latin-BERT-Bam Ada-BERT-Bam

δµ 0.020 0.037
ρ −0.326 −0.395

Table 4: Evaluation metrics (δµ and ρ) for Bamman and
Burns (2020)’s Latin BERT (Latin-BERT-Bam) and the
adapted version (Ada-BERT-Bam).


	Introduction
	Related Work
	Static Word Embeddings
	Contextual Embeddings
	Towards Medieval Latin Embeddings

	Data
	Models
	Static Word Embeddings
	Contexual Embeddings

	Lexical Similarity Analysis
	Similarity Measures
	Data Set Labeling

	Results
	Semantic Change in AN Period
	Comparison Across Periods

	Conclusion
	Hyperparameter Experiments for Static Embeddings
	Effect of Model Size on Contextual Embeddings
	Effect of Adaption on Contextual Embeddings

