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Abstract

This study presents BiasAdapt, a novel data
augmentation strategy designed to enhance the
robustness of automatic media bias detection
models. Leveraging the BABE dataset, Bi-
asAdapt uses a generative language model to
identify bias-indicative keywords and replace
them with alternatives from opposing cate-
gories, thus creating adversarial examples that
preserve the original bias labels. The contribu-
tions of this work are twofold: it proposes a
scalable method for augmenting bias datasets
with adversarial examples while preserving la-
bels, and it publicly releases an augmented ad-
versarial media bias dataset. Training on Bi-
asAdapt reduces the reliance on spurious cues
in four of the six evaluated media bias cate-
gories.

1 Introduction

Automatic media bias detection has gained signifi-
cant attention with more capable language models.
Systems that automatically detect media bias can
help media consumers better identify slanted re-
porting, help journalists uncover overlooked biases,
and help researchers evaluate the reporting land-
scape (Hamborg et al., 2019; Spinde et al., 2021).
However, existing models often rely on spurious
cues for classification decisions, which can lead
to a superficial understanding of bias and compro-
mise their generalization capabilities and objectiv-
ity (Wessel and Horych, 2024). Data augmentation
techniques can mitigate the reliance on such short-
cuts (Wang et al., 2023). Training data for systems
that automatically detect media bias originates pre-
dominantly from small, manually labeled datasets
(Wessel et al., 2023) with associated high labeling
costs (Hamborg, 2020; Spinde et al., 2021). Clas-
sical data augmentation techniques would require
manual relabeling for every augmented sentence,
as, for instance, random swaps of words or dele-
tions could alter the bias of a sentence. To mini-
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mize the high manual relabeling costs, an adapta-
tion is required. BiasAdapt, a process designed to
enhance the robustness of automatic media bias de-
tection systems, aims to address this.! BiasAdapt
identifies keywords associated with predefined cat-
egories such as gender, origin, or political affili-
ation. It then generates and replaces alternative
words from opposing subcategories. In this study,
this adversarial augmentation process is performed
on the BABE dataset (Spinde et al., 2021). The
augmented data serves as training data, reducing re-
liance on spurious cues in four of the six evaluated
media bias categories. However, these modifica-
tions also affect classification performance in some
categories, requiring further investigation.

The process of augmenting an existing data set
with adversarial data using LLMs is transferable to
domains beyond the detection of media bias. It al-
lows for label-preserving alterations of predefined
dimensions with accurate content exchanges that
require an in-depth understanding of the sentence.

2 Related Work

Media bias, a phenomenon where the information
presented in the media is skewed, has been the sub-
ject of significant research (Hamborg et al., 2019;
Baumer et al., 2015; Spinde et al., 2023). Advances
in bias detection, mainly through transformer-
based methodologies, have notably improved clas-
sification accuracy (Spinde et al., 2021, 2023).
Despite these advancements, a persistent
challenge is the dependence on small, narrowly
focused, manually annotated datasets (Wessel
et al.,, 2023). This limitation often results in
models that overfit and generalize poorly. Recent
work by Wessel and Horych (2024) highlights
that transformer-based models in automatic

'The dataset and code are publicly available under

https:
//github.com/martinpwessel/BiasAdapt-Repository.
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media bias detection predominantly target highly
connotative words and do not grasp the nuance
of context. This leads to reliance on unreliable
indicators or spurious cues for classification
decisions, manifesting itself as inconsistent bias
determinations under stress tests. Spurious cues in
this context are superficial lexical features, such
as demographic terms or political affiliations, that
bias detection models incorrectly rely on to classify
bias instead of analyzing the actual linguistic and
contextual indicators of bias.

Wessel and Horych (2024) introduce a CheckList-
based invariance test (INV) (Ribeiro et al., 2020)
to assess the resilience of bias detection models
to irrelevant input alterations. They define seven
bias categories -gender, origin, religion, political
affiliation, occupation, politician names, and
disability- based on prior literature and practical
observations of bias-related word associations.
Their CheckList-based invariance test systemati-
cally examines whether altering terms within these
categories (e.g., replacing a male-associated name
with a female-associated one) changes the model’s
classification. If the model’s bias determination
fluctuates despite maintaining sentence semantics,
it suggests reliance on spurious cues rather than
true contextual understanding. Wessel and Horych
(2024) report significant disparities in model
behavior across datasets. For example, words
linked to gender or origin frequently influence
bias predictions, implying that classifiers are using
these cues instead of analyzing how bias is actually
expressed. Such findings emphasize the necessity
of model refinement for more robust detection
methods.

Wang et al. (2023) propose adversarial training and
data augmentation to enhance model robustness.
Jia and Liang (2017) showcase the utility of
adversarial examples in evaluating and enhancing
the robustness of natural language processing
models, a key consideration in detecting and
mitigating media bias. Additionally, Shafahi et al.
(2019) highlight the significance of adversarial
data augmentation in addressing the subtleties of
language, suggesting its essential role in refining
models tasked with understanding nuanced biases.

This study refines media bias detection through
adversarial data augmentation, addressing the
limitations of existing methods. Techniques
like frequency-guided word substitution (FGWS)
(Mozes et al., 2021) and adversarial text modifi-
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cations (Samanta and Mehta, 2017) often fail to
preserve bias labels, requiring costly human re-
annotation (Sabou et al., 2012) when biases are
unintentionally altered. When, for instance, words
are randomly added or deleted, a previously unbi-
ased sentence might now be biased. The strategy
proposed in this study offers key improvements:

* Label Preservation: Maintains label integrity,
reducing the need for manual re-labeling
(Zhang and Wallace, 2015).

* Contextual Sensitivity: Ensures coherent aug-
mentations by considering keyword context,
which prevents misplaced examples (Wei and
Zou, 2019).

* Bias Specificity: Targets bias mitigation,
avoiding reinforcement of existing biases
(Dixon et al., 2018).

3 Methodology

The BiasAdapt augmentation process expands the
dataset to improve bias detection within text-based
content. The process begins with an existing an-
notated dataset. In this case, the BABE (Spinde
et al., 2021) data set consists of sentences that are
binary labeled for bias. The next step identifies
keywords within each sentence by predefined cate-
gories. A keyword is any word that can clearly be
attributed to one category. For instance, for gender,
every gender-associated word is a keyword; for re-
ligion, every religion-associated word, and so on.
For the context of media bias, these categories are
gender, origin, religion, political affiliation, occupa-
tion, and politician names as defined by Wessel and
Horych (2024).2 As these categories need to be pre-
defined before the annotation, prior knowledge of
where spurious cues may arise in the specific con-
text is necessary. BiasAdapt identifies keywords by
individually querying each sentence to a generative
language model. For all prompts, GPT-3.5 Turbo
(Brown et al., 2020) is used. The language model
returns the identified keywords and the associated
category (gender, origin, etc.). Once more, these
words are queried using the same language model
with instructions to generate alternative words for
each keyword. The process queries the same lan-
guage model again, instructing it to generate alter-
native words for each keyword. These alternatives

“Wessel and Horych (2024) also include the category dis-
ability. This category was excluded from this analysis because

the BABE data set contains only a few words associated with
disability, leaving too few permutations for meaningful effects.



must come from opposing categories, ensuring they
are associated with, for instance, an opposite politi-
cal affiliation, gender, or a different religion.

The alternative words then substitute the original
terms in the sentence to create new instances, each
maintaining the initial bias label. The bias label
remains unchanged because the substituted key-
words belong to the same predefined category, en-
suring that the sentence’s bias, whether introduced
through framing or word choice, is preserved. Bias
can arise from how a sentence is structured but also
from the connotations of specific words. For exam-
ple, replacing "he’ with ’she’ in "He lacks the tough-
ness for leadership’ retains gender bias because the
stereotype about leadership remains intact. Simi-
larly, swapping ’Christian’ with "Muslim’ in "Pol-
icy unfairly favors Christian values’ maintains reli-
gious bias by preserving the critical framing of the
sentence. In political contexts, replacing ’left-wing
politician’ with ’right-wing politician’ in a sentence
about corruption does not alter the underlying bias,
as the negative framing remains the same. Like-
wise, in occupation-based bias, exchanging ’artist’
with ’construction worker’ in *Artists contribute
little to the economy’ preserves bias against cer-
tain professions. Since these substitutions maintain
the same bias patterns, the augmentation process
ensures that the dataset’s labels remain consistent.
This only works for predefined bias categories with
predefined opposing subcategories that substitu-
tions can be taken from. In some cases, substitu-
tions may interact with the sentence structure in
ways that subtly alter the perceived bias. For exam-
ple, in ’She is caring and nurturing,’” substituting
’she’” with "he’ could challenge the stereotype that
these traits are inherently feminine, as men are less
commonly associated with these characteristics in
traditional gender roles. This demonstrates that
substitutions in certain contexts may shift or rein-
force bias depending on the societal associations
linked to the words involved. While the augmenta-
tion process follows strict category-based substitu-
tions, potential context-dependent bias shifts are a
limitation of this method.

Figure 1 displays the augmentation process with
an example sentence from the BABE dataset.
Each sentence may contain multiple identified key-
words, each with a list of alternative words, re-
sulting in numerous possible permutations. When
substituting these keywords, the rest of the sentence
and its label remain unchanged. That is why gener-
ating too many permutations can lead to overfitting
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when the data is used for model training. For this
study, three permutations per original sentence are
found to be the best trade-off between introducing
adversarial examples and the prevention of overfit-
ting. However, this might vary depending on the
dataset size, sentence complexity, and length. The
three permutations are chosen by randomly sam-
pling alternative words from the word lists. The
training setup ensures no data leakage between the
training, test, and validation data, as original and
altered sentences are always in the same set.

This process creates an Adversarial BABE dataset,
which is then used to train a language model to
automatically detect media bias. Its detection ca-
pabilities are compared to that of a model trained
solely on BABE. The performance of the models is
evaluated using the test sets from Wessel and Ho-
rych (2024). The test set consists of 1,900 binary-
labeled sentences distributed over the categories
(50% of which are classified as biased). Within
each category, variance serves as a metric for spu-
rious cues: Higher values suggest that the model
relies on shortcuts rather than general language un-
derstanding. For example, if the model does not
use gender as a factor in classification, accuracy
should remain consistent across sentences contain-
ing male, female, and non-binary keywords. Both
models are based on a pre-trained RoOBERTa model
to ensure comparability with Spinde et al. (2021).
The model training ends based on an early stopping
criteria.

4 Results

The augmentation of the BABE dataset through Bi-
asAdapt significantly increases the dataset size to
14,659 entries, adding 10,986 entries to the original
collection. Not for every original sentence per-
mutations can be constructed, as not all sentences
contain words that are identified as keywords being
associated with one of the predefined categories.
While the distribution within categories remains
equal, the occurrence of relevant keywords differs
between categories depending on their occurrence
in the BABE dataset. In the initial step, a total of
4,906 keywords are identified and replaced. The
most frequently modified categories are gender
(1,469 identified keywords) and politician names
(1,232), followed by origin (609), political affilia-
tion (464), religion (97), and occupation (35). This
distribution is primarily influenced by the topic
choices of the BABE dataset. This study’s eval-



Figure 1: Examplary augmentation process using Bi-

asAdapt. The sentence is biased because the phrase

"dug his heels in" conveys a negative subjective judg-

ment about the politician’s stance.

Sentence Label
"Gov. Greg Abbott dug his heels in
Original Tuesday in a TV interview explaining why | Biased
Texas [...]"
Identification of | "Gov. Greg Abbott dug his heels in
key words and |Tuesday in a TV interview explaining why Biased
category Texas [...]"
Generation of Politician Location
aItem(ajtive Ron DeSantis New York
woras Tate Reeves Nebraska
"Gov. Ron DeSantis dug his heels in
Tuesday in a TV interview explaining why| = Biased
Augmented New York [...]
data " . ;
Gov. Tate Reeves dug his heels in
Tuesday in a TV interview explaining why| = Biased

Nebraska [...]"

uation, detailed in Table 1, employs F1-scores to
compare performance across six bias categories
using the INV test set established by Wessel and
Horych (2024). The results are displayed by sub-
category and then averaged for a category score.
Furthermore, the variance among subcategory re-
sults is calculated per category.

The comparison reveals two principal findings:
Firstly, in four out of six categories, the model
trained with the BiasAdapt-augmented dataset dis-
plays a lower classification performance variance
(remaining the same in the remaining categories).
As the variance is the primary measure for reliance
on spurious cues, this indicates that BiasAdapt con-
tributes to a more consistent classification perfor-
mance across different subcategories and reduces
reliance on spurious cues. Secondly, the overall
performance in the gender category dropped sig-
nificantly after training on Augmented BABE, im-
proved for political affiliation, and remained rela-
tively stable for all other categories.

5 Discussion

BiasAdapt successfully identifies and replaces
relevant keywords though there is still an under-
representation of certain categories with little
occurrence in the original dataset. The observed
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Table 1: The detection results (F1-Scores) on the INV
test set by subcategories. Variance values are shown in
brackets behind the average scores.

Category Subcategory Augmented BABE BABE

Male 0.54 0.68

Gender Female 0.54 0.75

Non-binary 0.54 0.69
Average 0.54 (3.0e-6) 0.71 (0.001)

European 0.92 0.94

Origin African 0.94 0.99

8 Asian 1.00 1.00
Average 0.95 (0.001) 0.98 (0.001)

Christian 0.87 0.89

Religion Islam 0.90 0.89

8 Atheism 0.79 0.80
Average 0.86 (0.002) 0.85 (0.002)

Conservatives 0.95 0.97

Politician names Liberals 0.91 0.91

@ ® Socialists 092 0.89
Average 0.93 (2.0e-4) 0.92 (0.001)

Left-wing 0.96 0.91

. . Right-wing 091 0.80

Political Affiliation Centrist 096 0.88
Average 0.94 (6.0e-4) 0.86 (0.002)

Services 0.65 0.70

Occupation Creative Arts and Media 0.67 0.68

P Trades and Manual Labor 0.67 0.64
Average 0.66 (7.0e-5) 0.67 (0.0005)

decrease in variance for a majority of categories
due to the BiasAdapt augmentation underscores
the method’s effectiveness in diminishing the
model’s dependence on predefined bias-indicative
keywords. The reduced reliance on keywords
suggests that augmentation helps the model
analyze the text holistically rather than fixating on
specific terms. However, this does not work for all
categories, and intra-category differences remain.

The decrease in performance observed in the gen-
der category raises important questions about the
role of spurious cues in automated bias detection.
Unlike political affiliation or origin, where bias
is often directly linked to framing, gender bias
tends to involve more implicit associations tied
to societal roles or traits. The reliance on these
implicit cues might have served as a shortcut,
aiding model performance in some cases. In
the context of gender, keyword substitutions can
interact with these subtleties, potentially altering
the strength or direction of bias in ways that are
difficult to predict.

The relative stability in F1-Scores across the
other categories suggests that the model’s ability
to detect bias in these areas is less disturbed by
reducing reliance on spurious cues. This could
indicate that the model’s prior results in these
categories were less dependent on problematic
shortcuts or, alternatively, that the augmentation
process more effectively preserves the essential
signals of bias within these contexts.



6 Future Work

Several avenues for research emerge from the find-
ings of this study. Further investigations into why
the performance changed for two categories, as
well as why the variance did not decrease for two, is
necessary. Expanding the scope of model architec-
tures tested, including a diverse array of language
models, could provide a more comprehensive un-
derstanding of BiasAdapt’s applicability and effec-
tiveness. This would enable a broader assessment
of the augmentation process across different com-
putational frameworks for bias detection.

To mitigate potential shifts in bias, future work
could explore filtering mechanisms that detect
when a keyword replacement significantly alters
a sentence’s framing. Additionally, human eval-
uation of augmented sentences could help assess
whether bias labels remain appropriate after substi-
tution, particularly in the gender category.
Addressing the limitation related to the require-
ment for predefined bias categories, future re-
search could explore developing more adaptive,
exploratory methods for identifying potential bi-
ases. Such approaches could leverage unsupervised
learning techniques or advanced content analysis
methods to uncover hidden or emergent bias cat-
egories, thereby broadening the scope and appli-
cability of the BiasAdapt method. Moreover, an
important direction for future work is investigat-
ing whether methods like BiasAdapt can indirectly
contribute to improving models’ contextual under-
standing of texts by reducing models’ reliance on
spurious cues. This could involve integrating tech-
niques to enhance semantic comprehension and in-
ferential reasoning within models, thereby address-
ing one of the fundamental challenges in automatic
bias detection.

7 Conclusion

This study presents BiasAdapt, a data augmenta-
tion strategy aimed at improving the robustness of
media bias detection systems through adversarial
examples. By leveraging prior knowledge of spu-
rious cue dependencies, BiasAdapt demonstrates
that data augmentations utilizing large language
models (LLMs) can have a measurable impact on
improving bias detection performance. Making
a significant corpus available for public use lays
the groundwork for further exploration in the field.
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While the focus on a single model and a select num-
ber of bias categories limits the generalizability
of the findings, this work demonstrates the poten-
tial of leveraging LLMs for dataset augmentation
and increased robustness in media bias detection.
Despite the demonstrated benefits, further inves-
tigations to better understand model behavior is
necessary. Still, it encourages expanding the scope
and transfer to other areas of text analysis with
prerequisites similar to media bias.

Limitations

Primarily, the analysis is confined to using a single
model architecture, specifically a RoBERTa model.
Though beneficial for ensuring comparability with
prior work such as Wessel and Horych (2024), this
choice restricts understanding how the proposed
BiasAdapt augmentation might perform across a
broader spectrum of model architectures. Another
limitation arises from the reliance on GPT3.5 to
generate alternative words. Manual inspections
have revealed instances where GPT3.5 may incor-
rectly identify keywords or suggest inappropriate
alternatives. While these errors are infrequent and
do not significantly detract from the overall efficacy
of the augmentation, they underscore the need for
caution and oversight in using generative language
models for data augmentation tasks. Furthermore,
the replacement can lead to generic or contextually
inconsistent replacements, where sentences remain
grammatically correct but become unrealistic or
lose their meaning.

Additionally, the BiasAdapt approach assumes
a priori knowledge of bias categories and subcat-
egories, necessitating predefined taxonomies for
media bias. This requirement could constrain the
method’s applicability, as it presupposes theoretical
or empirical insights into potential sources of spu-
rious cues. While this study addresses the issue of
over-reliance on specific cues for bias detection, it
does not tackle the broader challenge of enhancing
models’ contextual understanding. This limitation
points to an inherent constraint in the scope of the
current methodological approach. Lastly, querying
an LLM for each sentence and generating multiple
permutations can be computationally intensive and
time-consuming, particularly for large datasets.
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