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Abstract

We aim to develop a library for classifying af-
firmative and negative user responses, intended
for integration into a dialogue system devel-
opment toolkit. Such a library is expected to
highly perform even with minimal annotated
target domain data, addressing the practical
challenge of preparing large datasets for each
target domain. This short paper compares sev-
eral approaches under conditions where little
or no annotated data is available in the target
domain. One approach involves fine-tuning a
pre-trained BERT model, while the other uti-
lizes a GPT API for zero-shot or few-shot learn-
ing. Since these approaches differ in execution
speed, development effort, and execution costs,
in addition to performance, the results serve
as a basis for discussing an appropriate con-
figuration suited to specific requirements. Ad-
ditionally, we have released the training data
and the fine-tuned BERT model for Japanese
affirmative/negative classification.

1 Introduction

In dialogue systems, classifying whether a user’s
response to a system’s question is affirmative or
negative is a crucial and fundamental task. One
reason for this is that the dialogue flow needs to
be switched on the basis of the classification re-
sult (Figure 1). Although conducting dialogues
using large language models (LLMs) has recently
become possible, current systems may still strug-
gle with progressing dialogues as intended by the
system developers. The classification is also essen-
tial for deciding whether the system should retain
the information, such as user preferences or fac-
tual knowledge, included in the system’s question
(Figure 2).

Users do not always respond to yes/no questions
with simple expressions such as ‘Yes’ or ‘That’s
right.’ These types of responses are known as in-
direct answers (Louis et al., 2020). Furthermore,

Have you ever been to Kyoto?

Yes/No question

(Affirmative or Negative)

What places did you visit?

Where do you want to go in Kyoto?

if the response is affirmative:

if the response is negative:

Figure 1: Example of dialogue flow changing on the
basis of affirmative/negative classification.

Do you want talk about history?

Yes/No question

In which century was Kyoto
thriving the most?

Affirmative Negative

The user wants to talk
about history

The user does not want to talk
about history

Figure 2: Example of acquiring user preferences on the
basis of affirmative/negative classification.

the user utterance shown in Figure 2, for example,
is generally a question, but in a specific domain, it
should be regarded as affirmative because it demon-
strates interest in the topic. Such domain-specific
classification also needs to be considered. There-
fore, simple rule-based classification has its limi-
tations, and utilizing machine learning, including
LLMs, is a promising approach.

However, machine learning-based methods re-
quire training data. Collecting sufficient dialogue
data and annotating it with correct labels is not
practical for dialogue system developers who com-
bine ready-for-use modules in toolkits. They pre-
fer to minimize costs while still achieving a high-
performance classifier.

We present experimental results on developing
the affirmative/negative classifier when little or no
annotated data is available in the target domain.

mailto:komatani@sanken.osaka-u.ac.jp
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The goal of this work is not to pursue higher
performance but to discuss which configuration
would be most appropriate for use in dialogue sys-
tem development toolkits. We assume a situation
where only a few dozen examples can be prepared
by developers and used as target domain data. Sev-
eral methods can be employed: fine-tuning a pre-
trained BERT model (Devlin et al., 2019) with data
from a different domain and the small amount of
target domain data, and using a GPT API with few-
shot learning by providing the target domain data
as few-shot samples. Pre-trained models have be-
come useful for several tasks, such as in extracting
entity-value pairs for state tracking (Hudeček and
Dusek, 2023; Bang et al., 2023).

In our experiments, we used dialogue data col-
lected from real users during the finals of the Di-
alogue Robot Competition 2023 (Minato et al.,
2024) as the test set. We incrementally added target
domain data for fine-tuning or as few-shot samples
and evaluated the classification performance. On
the basis of the results, we discuss an appropriate
configuration of the classifier, considering not only
performance but also execution speed, development
effort, and execution cost.

The contributions of this paper are as follows.

• We present experimental results to help de-
termine appropriate configurations of an affir-
mative/negative classifier for dialogue system
development toolkits.

• We have released the training data1 and
the general model for Japanese affirma-
tive/negative classification2.

2 Related Work

Several methods have been developed for classify-
ing whether user responses are affirmative or neg-
ative. Asao et al. (2020) implemented a classifier
using BERT, and Watanabe et al. (2023) developed
the models using BERT and GPT. Such studies
assumed large amounts of annotated data in the
target domain. Several corpora containing indirect
answers have also been collected and made pub-
licly available (Louis et al., 2020; Damgaard et al.,
2021; Sanagavarapu et al., 2022; Müller and Plank,
2024). In contrast, our goal is to provide an easily

1https://huggingface.co/datasets/ouktlab/
Hazumi-AffNeg-Data

2https://huggingface.co/ouktlab/
Hazumi-AffNeg-Classifier

accessible classifier that can be integrated into di-
alogue system development toolkits, such as Rasa
Open Source (Bocklisch et al., 2017) and DialBB
(Nakano and Komatani, 2024). This paper shares
the results of approaches that aimed at reducing the
required effort by eliminating the need to collect
and annotate large datasets.

Classifying whether an utterance is affirmative
or negative can be considered a part of dialogue act
classification (Stolcke et al., 2000), which has been
addressed in various studies (Khanpour et al., 2016;
Ahmadvand et al., 2019; Raheja and Tetreault,
2019). However, there are cases where an affirma-
tive/negative classification cannot be made solely
on the basis of the dialogue act. Often, there are ex-
pressions specific to the target domain, as shown in
the example in Figure 2, and to situations where the
preceding system utterance is a Yes/No question.

Phenomena such as indirect answers (Louis et al.,
2020) have been theoretically examined from a
linguistic perspective. Ginzburg et al. (2022) pro-
vided a taxonomy of responses to questions, while
Enfield et al. (2018) analyzed responses to polar
questions across 14 languages. Studies on dialogue
management have also considered such responses
(Larsson, 2002).

3 Experiment

Several methods were compared with minimal or
no use of target domain data. The less annotated
data required, the lower the cost for developers to
build dialogue systems.

3.1 Task Formulation

Affirmative/negative classification is defined as
follows: the input consists of a single exchange,
specifically a pair comprising a Yes/No question
from the system and the subsequent user response.
The output is a three-class label: affirmative, neg-
ative, or other. The instructions for annotation,
including details of the ‘other’ class, can be found
in Appendix A.

3.2 Compared Methods

Five methods were considered:

(B0) Fine-tuning a BERT model with a large
amount of data from a different domain.

(B1) Fine-tuning a BERT model with a small
amount of target domain data.

https://huggingface.co/datasets/ouktlab/Hazumi-AffNeg-Data
https://huggingface.co/datasets/ouktlab/Hazumi-AffNeg-Data
https://huggingface.co/ouktlab/Hazumi-AffNeg-Classifier
https://huggingface.co/ouktlab/Hazumi-AffNeg-Classifier


311

(B2) Fine-tuning a BERT model with a large
amount of data from a different domain and
then further fine-tuning with a small amount
of target domain data.

(L0) Using a GPT API with zero-shot learning.

(L1) Using a GPT API with few-shot learning.

The target domain data consist of exchanges
(pairs of Yes/No questions and their responses)
with annotated correct labels, similar to data from
a different domain. (B0) and (L0) use no target
domain data. For few-shot learning3 in (L1), the
target domain data are used in the prompts.

We chose BERT because publicly available pre-
trained models are accessible. We also selected a
GPT API for its generally high accuracy and ease of
use but excluded fine-tuning of the GPT API due to
its high costs. Performance comparison with other
open-source LLMs will be left for future work.

3.3 Data
For the test data, we used dialogue data obtained
from the finals of the dialogue robot competition
(Minato et al., 2024). The domain is a tourist infor-
mation task focused on Kyoto. These data were col-
lected from 20 participants from the general public
during the competition. From these conversations,
we extracted 191 pairs of system Yes/No questions
and the subsequent user responses. Consequently,
128 exchanges were labeled as affirmative, 56 as
negative, and 7 as other.

For the target domain data, we used the dialogue
data collected in our laboratory using a system
(Yanagimoto et al., 2023) developed for the compe-
tition. Thus, the domain is the same as the test data.
We extracted 131 pairs of the system’s Yes/No
questions and user responses. After two annota-
tors labeled these pairs following the instructions
in Appendix A, a high agreement rate of 0.977 was
achieved. Therefore, one of the annotators labeled
the remaining data, and the annotation results were
considered the ground truth. The test data and those
from a different domain were also annotated on the
basis of the same criteria. The distribution of the
131 labels was 85 affirmative, 35 negative, and 3
other.

Note that, since we used speech recognition re-
sults as the user utterances in the target domain

3Since the amount of target domain data is relatively small,
even when all of it is used, we refer to (L1) in this setting as
few-shot learning.

data, these may contain speech recognition errors
and spelling mistakes. We did not manually correct
these errors to better reflect real-world usage, as
our goal is to develop a practical toolkit.

As data from a different domain, we used
the Hazumi corpus (Komatani and Okada, 2021),
which is a multimodal dialogue corpus recording
chit-chat conversations between a human partic-
ipant and a system. It initially includes 12 top-
ics, but, in practice, centers around several topics
such as food, games, and movies. Crucially, these
topics differ from those in the target domain data
and test data (tourist information in Kyoto). From
the transcriptions (a total of 18,162 exchanges),
we extracted 4,143 pairs of Yes/No questions and
responses, labeled as follows: 2,864 affirmative,
1,017 negative, and 262 other.

3.4 Experimental Settings

As the BERT pre-trained model for (B0) to (B2),
we used tohoku-nlp/bert-base-japanese-v24

and fine-tuned it using the JNLI script available at
JGLUE5(Kurihara et al., 2022) with the same pa-
rameters except for a batch size of 8 due to machine
constraints.

In (B1) and (B2), the experiments were con-
ducted using either a portion or all of the target do-
main data. Note that the topic of the target domain
data is only tourist information in Kyoto. When us-
ing a portion, the partial data size varied from 10 up
to 130, in increments of 10. The partial data were
randomly selected from the target domain data, and
this process was repeated five times. If the selected
partial data did not contain all three-class labels,
that subset was not used. We then calculated the av-
erage accuracy on the test data over the remaining
subsets of each data size.

For (L0) and (L1), we used OpenAI’s gpt-4o-
2024-05-136. We set the temperature parameter
to 0.0 to obtain results as consistently as possible,
and used the default values for the other parame-
ters. An example prompt used in (L0) is shown
in Appendix B. In (L1), similarly to in (B1) and
(B2), experiments were conducted using either a
portion or all of the target domain data. The par-
tial data used were the same as in (B1) and (B2)
and were incorporated into the prompt as few-shot
examples. However, to reduce experimental costs,

4https://huggingface.co/tohoku-nlp/
bert-base-japanese-v2

5https://github.com/yahoojapan/JGLUE
6https://openai.com/index/hello-gpt-4o/

https://huggingface.co/tohoku- nlp/bert-base-japanese-v2
https://huggingface.co/tohoku- nlp/bert-base-japanese-v2
https://github.com/yahoojapan/JGLUE
https://openai.com/index/hello-gpt-4o/
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Method Accuracy
(B0) 0.817
(B1) with all target domain data 0.958
(B2) with all target domain data 0.942
(L0) 0.763
(L1) with all target domain data 0.949

Table 1: Accuracies with no target domain data and with
all target domain data.

Figure 3: Accuracies when parts of target domain data
were used in experimental settings (B1), (B2), and (L1).

only data sizes of 20, 30, 50, 80, and 130 were used,
and each size was tested only three times, provided
the randomly selected partial data contained the
three class labels. Although the training data had
imbalanced label distributions, we did not make
adjustments, as it did not cause noticeable issues.

3.5 Results

Table 1 shows the results for (B0) and (L0), along
with the results for (B1), (B2), and (L1) when all
of the target domain data were used. More de-
tailed results, including precision, recall, and F1
scores for the three labels, are provided in Table 3
in Appendix C. Neither (B0) nor (L0) achieved
high accuracy. In contrast, when all target domain
data were used, (B1), (B2), and (L1) eventually
exhibited similar performance levels, which can be
considered sufficiently accurate compared to the
human annotation agreement rate.

Figure 3 displays the results for (L1), (B2),
and (B1) as the amount of the target domain data
increased. They performed better with smaller
amounts of target domain data, in that order.

4 Error Analysis and Discussion

As shown in Figure 3, particularly while less target
domain data were available, (B2) performed better
than (B1). This was likely due to incorporating
general patterns of affirmation and negation into
the model through fine-tuning with the Hazumi

System: Do you have any concerns about Maruyama Park?
User: Can I walk there from Keage Incline?
(Correct) Affirmative; (Classified as) Other

System: Do you have any other questions?
User: Thank you, I’m fine.
(Correct) Negative; (Classified as) Affirmative

Figure 4: Examples of common errors in (B0)

data. (L1) performed even better with less data,
presumably due to the extensive training data and
the GPT model structure.

We examined the incorrect classification results
in (B0) to investigate why the absence of target
domain data results in low accuracy. A common
pattern involved users responding to a system’s
questions with questions, as shown in Figure 4.
Although users implicitly responded without ‘yes’
or ‘no,’ it appears that the different domain data,
Hazumi, had too few instances of such patterns.
These patterns also frequently resulted in errors
in (L0). More detailed analysis with examples is
provided in Appendix D.

Various surrounding factors in system develop-
ment and operational circumstances (Nakano et al.,
2024) should be considered when implementing
and operating practical dialogue systems. There are
several differences between pre-trained BERT mod-
els and GPT APIs beyond just accuracy, such as
execution speed, development effort, and execution
costs. Pre-trained BERT models are available for
free, whereas GPT APIs require usage fees, making
budget considerations necessary, and also require
network connections, which can sometimes cause
response delays. On the other hand, fine-tuning
BERT can be time-consuming, and the resulting
models are large, requiring considerable disk space
and memory. In contrast, GPT APIs do not neces-
sarily require training and impose less burden on
the local machine. Therefore, the best approach
should be chosen on the basis of the specific condi-
tions.

5 Concluding Remarks

This paper presented an approach to developing
an affirmative/negative response classifier using
a small amount of target domain data. We have
released the annotations for affirmative/negative
classification on the Hazumi datasets, along with
the classifier based on the BERT model, fine-tuned
with this data.

The experimental results may be specific to the
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particular dataset used. The performance depends
on the model used, as well as the content of the data
used for fine-tuning and few-shot learning. Never-
theless, we believe that the results and discussion
could serve as a useful reference for developing
dialogue systems, especially when working with
little or no target domain data.

Future work includes conducting experiments
using other datasets and models, and extending our
approach to languages other than Japanese. Ad-
ditionally, we will not only focus on binary affir-
mative/negative classification but also address the
classification of agreement and disagreement (Gok-
cen and de Marneffe, 2015), which is crucial for
dialogue management and knowledge acquisition
(Komatani et al., 2022).

Limitations

In the experimental performance comparison pre-
sented in this paper, only a BERT model and a GPT
API were used as representative models. Further
evaluations using various other models are also
necessary. The performance also depends on the
content of the data used for fine-tuning and few-
shot learning.

The experiments focused solely on the Japanese
language, so conducting experiments in other lan-
guages, including English, remains a task for future
work.
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Label Yes/No question Response
1. Affirmative Are there any places you recommend? I recommend Okinawa.
1. Affirmative Have you seen it? I have seen it on TV.
2. Negative Have you actually seen it? I have only seen it on TV.
2. Negative Do you plan to go there? I will think about it.
3. Indeterminate Do you like trains? I think they are useful.
4. Does not answer Are you interested in fashion? What is ‘kasshon (misheard)’?

Table 2: Examples provided to the annotators

A Instructions for Annotators

We asked annotators to assign one of the follow-
ing four labels to each exchange (a pair consisting
of a system Yes/No question and the subsequent
user utterance). Examples, such as those shown in
Table 2, were also provided to them.

1. Affirmative

2. Negative

3. Indeterminate

4. Does not answer the question at all

The annotators were specifically instructed to focus
on determining whether the response was essen-
tially affirmative or negative, rather than relying on
surface-level expressions, even if the response did
not explicitly express either. Subsequently, Labels
3 and 4 were merged into ’other’ due to their small
numbers.

B Prompt used in GPT-based
classification

The zero-shot prompt used in (L0) is shown in
Figure 5. The last question-response pair in the
prompt was replaced with each of the test data to
perform the evaluation across all test data.

On the basis of the human annotations, it out-
puts three values: affirmative, negative, and ‘noa,’
which refers to the ‘other’ class, including instances
where the user does not respond to the question or
where the response is undecidable.

In (L1), as part of a few-shot learning setup, we
added pairs of dialogue examples and their correct
labels from the target domain data to the prompt.
The maximum number of such pairs was 131 in the
conditions of (L1) with all target domain data.

C Further Details of Experimental
Results

Table 3 presents more detailed results of Table 1.
For each of the three labels, precision (P), recall
(R), and F1 scores are shown. The upper part of

-------------------------------------------------
Persons A and B had the following dialogue.
Please classify Person B's response to Person A's
question into one of the three categories below and
return it in JSON format (either {"class": "pos"},
{"class": "neg"}, or {"class": "noa"}).

pos: affirmative
neg: negative
noa: not answered

# input

A: Do you have any other questions?
B: That's OK. Thank you.
-------------------------------------------------

Figure 5: Prompt used in GPT-based classification.
(“noa” corresponds to the “other” class.)

each cell indicates the score, while the lower part
shows the actual count. For (L0) and (L1), the
counts represent the totals over three runs.

Due to the small number of instances for the
“other” label, its classification performance was
unstable. “n/a” indicates that the percentage could
not be calculated due to a zero denominator.

For the remaining two classes, the F1 scores
followed the same trend as the accuracy results
described in Section 3.5. Specifically, in order of
highest to lowest accuracy—(B1), (L1), (B2), (B0),
and (L0)—the macro-F1 scores for the Affirma-
tive and Negative classes were 0.980, 0.977, 0.965,
0.898, and 0.878, respectively.

D Error Analysis When a Small Amount
of Target Domain Data was Used

As shown in Figure 3, when the amount of the
target domain data was very limited, the accuracy
was higher in the order of (L1), (B2), and (B1). To
investigate the reasons for this, we conducted an
error analysis.

In the following, the experimental conditions
for (B1), (B2), and (L1), where the number of the
target domain data samples for training was 30,
will be referred to as (B1-30), (B2-30), and (L1-
30), respectively. The conditions where all training
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Affirmative Negative Other
Method Accuracy P R F1 P R F1 P R F1

(B0) 0.817 0.936 0.797 0.861 0.962 0.911 0.936 0.103 0.429 0.167
156/191 102/109 102/128 51/53 51/56 3/29 3/7

(B1) with all
target domain data

0.958 0.941 1.00 0.970 1.00 0.982 0.991 n/a 0 n/a
183/191 128/136 128/128 55/55 55/56 0/0 0/7

(B2) with all
target domain data

0.942 0.927 0.992 0.958 1.00 0.946 0.972 0 0 n/a
180/191 127/137 127/128 53/53 53/56 0/1 0/7

(L0) 0.763 0.957 0.695 0.805 1.00 0.905 0.950 0.127 0.857 0.221
437/573 267/279 267/384 152/152 152/168 18/142 18/21

(L1) with all
target domain data

0.949 0.986 0.951 0.968 1.00 0.970 0.985 0.400 0.762 0.525
544/573 365/370 365/384 163/163 163/168 16/40 16/21

Table 3: Detailed results corresponding to Table 1: precision (P), recall (R), and F1 scores for the three labels.
Counts for (L0) and (L1) are totals over three runs.

data were used will be referred to as (B1-all), (B2-
all), and (L1-all).

Note that classifications were made three times
for (L0) and (L1-all), as GPT’s classifications were
not always the same even with the same prompt
and a temperature setting of 0.0. If classification
results vary within the same setting, all results are
written in the following examples.

The following examples (1) and (2) illustrate
the case where the classifications for (B1-30) were
incorrect.

(1) System: I understand that you are visiting
Kyoto this time, but do you travel
often?

User: No, not really.

Correct: Negative
Classifications (B0): Negative

(B1-30): Affirmative
(B1-all): Negative
(B2-30): Negative
(B2-all): Negative
(L0): Negative
(L1-30): Negative
(L1-all): Negative

(2) System: Then, do you have any questions
about this plan?

User: No, I’m fine.

Correct: Negative
Classifications (B0): Negative

(B1-30): Affirmative
(B1-all): Negative
(B2-30): Negative
(B2-all): Negative
(L0): Negative
(L1-30): Negative
(L1-all): Negative

We guess that (B1-30) failed because these pat-
terns were relatively rare in the target domain data
used for training, while the model trained with all
the target domain data performed correctly. Since
(B2-30) classified them correctly, it can be inferred
that similar patterns existed in the different domain
data, and using them was effective. We also guess

that this is why the classifications of (B0), which is
equivalent to (B2-0), where no target domain data
were used in (B2), were correct.

The following examples (3) and (4) illustrate
cases where both (B1-30) and (B2-30) were incor-
rect (twice in the three times), but (L1-30) was
correct.

(3) System: I understand that you are visiting
Kyoto this time, but do you travel
often?

User: Would you go? (The intention of
this response is unclear.)

Correct: Other
Classifications (B0): Other

(B1-30): Affirmative
(B1-all): Affirmative
(B2-30): Affirmative (twice),
Other (once)
(B2-all): Affirmative
(L0): Other
(L1-30): Other
(L1-all): Other

(4) System: Then, are you interested in his-
tory?

User: History is... (incomplete response)

Correct: Other
Classifications (B0): Affirmative

(B1-30): Affirmative
(B1-all): Affirmative
(B2-30): Affirmative (twice),
Other (once)
(B2-all): Affirmative
(L0): Other
(L1-30): Other
(L1-all): Other

In many of these cases, the correct label was
‘Other.’ Some user utterances made were difficult
to classify as affirmative or negative due to mis-
statements, errors in detecting speech segments, or
speech recognition errors. Since the target domain
data for training included only three samples for
the ‘Other’ class, the model did not have sufficient
data to learn this classification effectively. GPT,
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having been trained on a large amount of data, may
also have had a higher chance of making the correct
classification.

The following examples (5) and (6) illustrate
cases where the classifications were incorrect in all
conditions.

(5) System: In that case, do you have any ques-
tions about this plan?

User: Home (This is a misspelling of “ie,”
which means ‘No’ in Japanese.)

Correct: Negative
Classifications: (B0): Other

(B1-30): Affirmative
(B1-all): Affirmative
(B2-30): Affirmative
(B2-all): Affirmative
(L0): Other
(L1-30): Other
(L1-all): Other (twice), Negative
(once)

(6) System: Is there anything you are con-
cerned about regarding the Keage
Incline?

User: I would like to visit it.

Correct: Other
Classifications: (B0): Affirmative

(B1-30): Affirmative
(B1-all): Affirmative
(B2-30): Affirmative
(B2-all): Affirmative
(L0): Affirmative
(L1-30): Affirmative
(L1-all): Affirmative

In Example (5), the speech recognition result
was incorrectly transcribed, making it difficult for
the models to accurately understand the user’s ut-
terance. In Example (6), because the user utterance
does not explicitly address whether there are con-
cerns, it can be reasonably classified as ‘Other.’
However, since the user mentioned wanting to visit
the place due to a lack of concerns, the response
might be interpreted differently, leading to potential
annotation inconsistency. Such ambiguous situa-
tions can result in classification errors.
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