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Abstract

This paper describes the design, synthetic
generation and automatic evaluation of
ArtGenEval-GPT++, an enhanced dataset
designed for training and fine-tuning con-
versational agents with artificial awareness
capabilities targeting the art domain. The
dataset build upon the previously released
ArtGenEval-GPT, but extended by us to allow
more personalization characteristics (including
for instance, gender, ethnicity, age, knowledge)
and addressing limitations such as low-quality
dialogues, and hallucination.

The dataset is generated using state-of-the-art
large language models (LLMs), and consists
of approximately 12,500 dyadic multi-turn di-
alogues across diverse museum scenarios, in-
cluding varied visitor profiles, emotional states,
interruptions, and chatbot behaviors. Com-
prehensive evaluations using objective metrics
demonstrate its quality and contextual coher-
ence. Additionally, we explore some ethical
implications and limitations of the dataset, such
as biases and hallucinations, and outline future
directions for enhancing their utility.

These contributions advance the development
of personalized, context-aware conversational
agents capable of adapting to complex real-
world settings, such as museums, while increas-
ing visitor engagement and satisfaction.

1 Introduction

Recent progresses in conversational Al have
been achieved thanks to Large Language Models
(LLMs), which excel in generating high-quality
responses following carefully designed prompt in-
structions (Sahoo et al., 2024). Then, these same
LLMs can be improved further by fine-tuning them
on diverse human and synthetic instruction-based
datasets and enriched with techniques like rein-
forcement learning from human feedback (RLHF),
showcasing remarkable in-context learning capabil-
ities (OLMo et al., 2024; Abdin et al., 2024; Hurst
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et al., 2024). This has led to breakthroughs in nat-
ural language understanding, dialogue coherence,
and adaptability across various domains.

Despite these advancements, there remain signif-
icant challenges in creating conversational agents
that are not only knowledgeable but also socially
competent and context-aware. Specifically, we
are interested in the incorporation of artificial con-
sciousness features, situational awareness, or user
profiling into conversational systems which are rel-
evant characteristics for improving user experience.
Addressing these gaps can enhance user engage-
ment, improve adaptability to dynamic interactions,
and enable the development of more intuitive and
meaningful dialogues (Della Santina et al., 2024;
Graziano, 2022).

In this paper we focus on generating and en-
hancing the quality and scope of datasets for train-
ing such systems. Building on prior work, par-
ticularly the ArtGenEval-GPT dataset released by
(Gil-Martin et al., 2024)! and the methodology
described in (Luna-Jiménez et al., 2024), we in-
troduce ArtGenEval-GPT++. This new dataset is
specifically designed for training conversational
agents in a museum context, where the chatbot acts
as a tour guide, tutor, or art expert that adapts to
the knowledge level of the visitor, age, ethnicity
and even physical appeareance of the visitor. The
dataset also includes external situations or interrup-
tions that could happen in a museum. The updated
version also includes improved emotional balance,
refined and less hallucination dialogue scenarios,
and enhanced personalization features such as chat-
bot tone, multiple visitors and response strategies.

Key contributions of this work include:

* Dataset Enhancement: Refining and expand-
ing the dataset to include diverse visitor in-

'The dataset is available at (D’Haro Enriquez et al.,
2024) and https://huggingface.co/datasets/Astound/Art-
GenEvalGPT
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teractions, emotional states (i.e., the emotion
that the user may have while visiting the mu-
seum or aroused when looking into a specific
artwork), and contextual situations (e.g., char-
actersitics of the people visiting the museum,
unpredicted events that could hypothetically
happen while being in the museum, or ele-
ments in the paintings that could be used to
connect with the visitors).

Synthetic Dialogue Generation: Leveraging
the GPT-4-o0 turbo model to produce 12,500
high-quality dialogues with features tailored
to mimic real-world museum interactions.

Evaluation Framework: Implementing au-
tomated evaluation metrics, including BLEU,
WER, and precision to assess dialogue quality
and adherence to prompts.

Ethical Considerations: Addressing chal-
lenges such as hallucinations, biases, and lim-
itations in handling sensitive topics .

By focusing on these enhancements, this work con-
tributes to advancing the state-of-the-art in conver-
sational agents, paving the way for more adaptive
and socially aware Al systems.). The paper is struc-
tured as follows: Section 2 review the seed datasets
used in this work. Section 3 details the method-
ology for dataset design, dialogue generation and
automatic evaluation. Section 4 presents the results
and examples of the generated dialogues. Finally,
Section 5 discusses conclusions and future work.

2 Datasets

2.1 ArtEmis Dataset

The ArtEmis dataset (Achlioptas et al., 2021; Mo-
hamed et al., 2022) is a large-scale resource de-
signed to explore the relationship between visual
art, emotions, and natural language explanations.
It comprises 455,000 emotional annotations and
explanations associated with around 80,000 art-
works sourced from the WikiArt website’. The
dataset contain artworks that span 1,100 artists, 27
distinct art styles (e.g., Baroque, Cubism, Impres-
sionism), and 45 genres (e.g., landscape, portrait,
still life). Each artwork includes annotations from
at least five human annotators who assigned one of
eight predefined emotions or "something-else" as
the emotional label, along with textual explanations
of their choices.

*https://www.wikiart.org/
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Figure 1: Distribution of Emotions in the ArtEmis
Dataset

The dataset’s strength lies in its rich emotional
and linguistic annotations, which enable a nuanced
understanding of the affective and contextual as-
pects of visual art. However, ArtEmis has limita-
tions in its suitability for training conversational
agents, including: Lack of dialogue-specific struc-
tures, and limited representation of interactive sce-
narios or dynamic visitor profiles. Figure 1 shows
the distribution of emotions in the original version
of the dataset (Achlioptas et al., 2021).

2.2 ArtGenEval-GPT Dataset

According to the authors of ArtGenEval-GPT (Gil-
Martin et al., 2024), this dataset was developed as
an initial attempt to adapt the principles of ArtEmis
for training conversational agents in museum con-
texts. It introduced a novel synthetic dialogue
dataset generated using GPT models, simulating
interactions between a human visitor and a chat-
bot using a flexible platform(Luna-Jiménez et al.,
2024). Key features included:

* Dialogue Context: Centered on 800 artworks
from ArtEmis.

* Visitor Profiles: Incorporated different age
(kid and adult) and knowledge levels (novice,
intermedium and expert).

* Chatbot Roles: Simulated chatbots acting as a
tour guide, art tutor, or expert.

Despite these innovations, ArtGenEval-GPT faced
notable limitations:

* Low Dialogue Quality: Many dialogues ex-
hibited poor coherence due to limitations of
the GPT-3.5 model used for generation.

e Hallucinations: Instances of fabricated infor-
mation about artworks, reducing reliability.
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Description

Total number of generated synthetic dialogues

Total number of different artworks

Total number of different artists

Total number of different art styles
Distribution of dialogues per emotion

Emotion Amount (%)
Amusement 997 (7.2%)
Anger 745 (5.4%)
Awe 043 (6.8%)
Contentment 936 (6.7%)
Disgust 890 (6.4%)
Excitement 885 (6.4%)
Fear 958 (6.9%)
Neutral 6,378 (46.0%)
Sadness 048 (6.8%)

Something else 190 (1.4%)

Figure 2: Key Statistics of ArtGenEval-GPT

2.3 Limitations and Motivation for
Improvements

The challenges observed in ArtGenEval-GPT con-
ducted us to propose the creation of the new
ArtGenEval-GPT++. Among the main improve-
ments are:

* Enhancing dialogue coherence by using GPT-
4 for generation.

* Perform a better processing of the selected
artworks to reduce hallucinations

¢ Introducing diverse chatbot tones, interruption
scenarios, and visitor profiles to simulate real-
world museum interactions.

3 Methodology

After inspecting the ArtGenEval-GPT dataset and
using it for training our own chatbot, we found
the need to improve the diversity of the dataset,
and at the same time replace low-quality dialogues
(primarily due to limitations of ChatGPT-3.5) and
incorporate additional mechanisms to mitigate hal-
lucinations by performing additional preprocessing
to the artworks selected for generating the new
synthetic dialogues. In addition, with the goal of
increasing the capabilities of the chatbot to show-
case awareness and extended social competences,
we incorporated new ideas and situations.

This section describes the design process. In
first place, the new version uses the more pow-
erful GPT-4 model (specifically, GPT40-mini vs
2024-07-18) and introduce refined preprocessing to
improve information accuracy and dialogue consis-
tency. These updates provide new dialogue scenar-
ios with nearly 12,500 new dialogue interactions.
3 summarizes the methodology consisting on three
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Generation of Synthetic Dialogues

Creating the Artwork dataset

‘Selected Features
(Chatbot Goal..)

Evaluation of the Generated Dialogues

Figure 3: Flow diagram of the methodology used for
creating the ArtGenEval-GPT++ dataset

phases: Pre-processing, generation, and evaluation.
Note: The indicated CSV files are used to record
the output of the different methodology steps for

logging purposes.

3.1 pre-processing

The pre-processing step consists of the following
steps:

1. Normalization of artwork information: In
this case, we use Spacy and GPT model to
check and normalize that artwork titles and
artists were correctly cased and spelled, and
remove year of creation from titles.

Filter low quality artworks: By removing
artworks with unknown artists or titles, or art-
works whose content is too generic (e.g., land-
scape, still life, vase).

. Keeping high quality emotional artworks:
By removing artworks where the emotion
triggered in the annotators was labeled
with "something else" or having low inter-
annotator agreement.

Verification of artwork knowledge ground-
ing: In this case, we tasked ChatGPT to return
the name of the artist based only on the art-
work title (the goal was to detect the unique-
ness of the artwork but also to check if the
model has knowledge about that artwork). In
case, the answer was wrong, we perform a
second step by providing also additional infor-
mation such as year of creation and movement.
In case of a correct answer, the artwork is in-
cluded, if not then it is completely discarded.

. Incorporation of additional artworks: Fi-
nally, after removing low quality artworks, but
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Before and After Adding New Artworks

Emotion

Figure 4: Comparison in the distribution of triggered
emotions between the previous and new ArtGenEval-
GPT++ dataset.

with the goal of keeping balanced the distribu-
tion of triggered emotions, we complemented
the list with artworks coming from ArtEmis
but also proposed by ChatGPT after repeat-
ing the pre-processing steps and performing
manual inspection.

Figure 4 shows that after performing the pre-
processing steps, the distribution of emotions in
the new set of 821 artworks is more balanced that
in the previous version, while also improving its
quality.

3.2 Generation

The dialogue generation framework customizes
interactions by selecting key features such as
painting-specific details (title, author, emotion
evoked by visitors, date of creation, art style) and
dynamic elements like chatbot roles (tutor, tour
guide, expert), chatbot behaviour (anthropic or
non-anthropic), tone (humorous and playful or pro-
fessional and formal), and visitor attributes, in-
cluding gender (male or female), knowledge level
(novice, intermediate, expert), age (kid, teenager,
adult), emotion (sadness, excitement, etc.), phys-
ical/attribute conditions on the visitors (wearing
rings, using crutches, using glasses or hat, balding),
and ethnicity (African, Asian, Arab, Caucasian,
Indian, Latino). It incorporates realistic interrup-
tions and engagement suggestions (e.g., recom-
mending souvenirs, tour options, similar artworks,
fire alarms) while supporting group conversations
and quick summaries for visitors in a hurry. These
features ensure personalized, immersive, and dy-
namic interactions, addressing diverse visitor needs
and enhancing the museum experience.

The dialogue generation process begins by defin-
ing the features that vary across dialogues, focusing
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on visitor preferences, chatbot characteristics, and
environmental scenarios. The following steps out-
line the methodology:

1. Loading the Dataset: Artworks are loaded
from the filtered and corrected ArtGenEval-

GPT v1.0 dataset.

Random Selection of Artworks: Filtered art-
works are randomly selected to ensure diverse
dialogues but preserving emotion distribution.

. Determining Dialogue Characteristics:
Combinations of chatbot goals, visitor
profiles, and engagement suggestions are
randomly selected to simulate different
museum scenarios. Certain probabilities and
rules are implemented to avoid combinations
that rarely will happen in real life (e.g., a
kid that is expert in art, a group of all people
using crutches), while also allowing enough
variety of situations and repetitions for the
chatbot to learn how to proceed in diverse
situations.

. Interruption and Engagement: Random
interruptions and engagement suggestions
are introduced for realism, with distribution
weights applied to scenarios.

. Constructing the Prompt: Selected features
are combined into structured prompts, each
with a unique dialogue ID, the prompt used,
and all feature details.

The prompts are input into GPT-4 to generate
unique dialogues tailored to the setup. Responses
are saved with token usage and error logs. This
approach enables the creation of thousands of dia-
logues (e.g., 5000 created in a first batch and 7500
in a second batch) with detailed distributions for
each feature, ensuring variety and personalization.

3.3 Evaluation

Considering that we generated a total of 12.5k
dialogues, we opted for performing an automatic
evaluation using GPT-4. This section describes the
methodology in terms of prompt design and objec-
tive metrics. Considering that we are prompting
the GPT-4 model to generate synthetic dialogues
that incorporate factual information (e.g., specific
information about each artwork), behaviours and
characteristics for visitor and chatbot (e.g., tone,
demographics, knowledge), as well as length of



the dialogues, emotions, situations or even connec-
tions between the artwork and visitor’s character-
istics, we opted for creating specific prompts that
could automatically extract that information from
the dialogues and then evaluate the quality of the
responses. Here, we distinguish between:

¢ Exact match attributes in which exact extra-
tion is expected (e.g., for titles, artist name
or movement) in which we use Word Error
Rate (WER), BLEU (Papineni et al., 2002) or
ROUGE (Lin, 2004),

Relaxed match attributes in which informa-
tion is extracted and compared in terms of
Word Error Rate (WER), then a threshold is
applied to consider it as valid or not (this al-
lows variabilities when extracting artist names,
titles or movements, e.g., Mona Lisa vs Gio-
conda, or Renaissance vs Renascence), and

Behavioral attributes in which we provide in
the evaluation prompt the list of available op-
tions plus the N/A option. Then, we check
if the retrieved answer is the same as the
expected one according to the instructions
passed during the generation (e.g., Based on
the provided dialogue, determine the visi-
tor gender. **Options:** MALE, FEMALE,
N/A.). In this case, the used metric is preci-
sion.

The scripts were designed with a systematic
approach to ensure consistency and accuracy in
processing the retrieved answers. Specifically, we
implemented scripts that normalized the obtained
responses. This normalization accounted for varia-
tions in the answers, as the GPT-4 models did not
always provide responses in the expected format,
casing, or wording. The scripts also calculated
the requested metrics, streamlining the evaluation
process.

The implementation process consisted of the fol-
lowing steps:

* Collaborative Approach: We begin by
preparing a text file that contains questions
designed to extract specific information from
the dialogues.

* Focused Inquiry: Each question is meticu-
lously crafted to pinpoint key details such as
the name of the painting and the artist.
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* Direct Communication: Questions are
framed to solicit responses that are concise,
direct, and formatted as a numbered list. This
format ensures that each answer stands alone,
free from unnecessary repetition or additional
commentary.

we could categorize our evaluation questions
into two main types:

1. Yes/No Questions: These questions are de-
signed to elicit direct responses of ’yes’ or
'no’ from the dialogues. They focus on fac-
tual details or specific behaviors exhibited by
the chatbot.

Categorical Questions: These questions
prompt responses that fall into predefined cat-
egories, such as selecting an emotion or iden-
tifying a characteristic attribute. Responses
are expected to match one of the provided op-
tions accurately. This categorization helps us
systematically evaluate how well the gener-
ated dialogues adhere to the specified criteria
and accurately convey the required informa-
tion. Additionally, some questions were in-
cluded specifically to understand the chatbot’s
decision-making process. In cases where the
chatbot does not respond well to the categor-
ical questions, the yes/no questions assist in
comprehending how it arrived at its decisions.

4 Results

4.1 Generation

To write our generation prompts, we ensured a
clear and distinct structuring by separating factual
information about the artwork, the system’s role
from the visitor’s profile, characteristics of groups
and general instructions to generate the dialogues
(e.g., length, interruptions, connections between
artworks and visitors). This organization allows
the chatbot to engage effectively with visitors in
a museum setting, providing personalized and ed-
ucational interactions about the artworks. Once
the structured prompt dataset was processed and
passed to OpenAl GPT-4, it generated the complete
dialogue, as partially illustrated in Table 1. The ex-
ample shows a certain level of emotion (Anger) and
lack of time from the user, as well as an attempt of
connection considering the age of the user (in this
case a kid).



Table 1: Example Dialogue

Visitor: I’'m really angry today! Why does this painting look
so weird? I have to hurry!

Chatbot: Very quickly, this painting, "The Robbery" by Esa-
ias Van De Velde, shows a dramatic scene. The colors are
dark, reflecting the anger and chaos of the moment.

Visitor: But what’s with all the people? They look like they’re
fighting or something!

Chatbot: Yes! The key highlight is the action of the figures.
Their movements might remind you of a toy battle, full of
energy and tension.

Visitor: I really don’t have time for this! I gotta go!
Chatbot: Understood! Just remember, the anger in the paint-
ing connects to your feelings today. Have a great day!

4.2 Evaluation

Considering that we have generated a total of ap-
proximately 12.5k dialogues, we opted for an au-
tomatic evaluation using GPT-4. This section de-
scribes the results obtained by applying objective
metrics, comparing the actual values of features
with the predicted ones.

4.2.1 Categorical Features

For categorical features, we used accuracy as the
evaluation metric. Initially, the chatbot behavior
emerged as the worst-performing attribute (see Fig-
ure 5), which was somewhat expected given that
OpenAl is continously refining the development
of sentimentally aware chatbots (i.e., avoiding the
chatbot to look like a person).

Anthropic and Neutral Comparisan
1901

1750

1500

1250

count
H

Category

Figure 5: Anthropic and Neutral Comparison.

In some cases, dialogues generated under the An-
thropic feature were qualitatively good, but the eval-
uation metrics failed to capture this accurately due
to the subjective nature of attributes like displaying
emotions, which are difficult to detect unless ex-
plicit emotional cues are present in the dialogue. A
summary of our latest results can be seen in Table
2.

Upon closer analysis of the lowest accuracy rates,
the most challenging attributes were the visitor’s
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Table 2: Accuracy of Categorical Attribute Prediction

Attribute Accuracy
Artist’s name 94.7%
Artwork movement 73.3%
Artwork title 86.0%
Artwork year 79.3%
Chatbot role 78.8%
Chatbot tone 81.1%
visitor’s knowledge 80.8%
visitor’s emotion 86.2%
visitor in a hurry 77.0%
visitor’s ethnicity 61.1%
Interruptions type 58.3%

ethnicity and types of interruption.

Prompt Values for 'ethnicity*

1000 {

= Correct
B Incorrect

Count

Figure 6: Distribution of the ethnicity detection.

As shown in Figure 6, the most difficult ethnici-
ties to identify were Caucasian and Afro-American.
This may be due to strong alingments from GPT
models during the generation and for detecting it at
evaluation. For interruptions (Figure 7), the most
challenging scenarios included detecting that a vis-
itor was not listening to the chatbot (information
often omitted in the dialogues) and cases where the
visitor was supposed to steal or damage an artwork.
Manual inspection revealed that such actions were
often attributed to other visitors in the dialogues
instead of the intended visitor. When evaluating

Prompt Values for 'interruption_type'

= Correct
B Incorrect

Count

Figure 7: Distribution of classifications for the interrup-
tion type.



whether the visitor’s gender (male or female) was
detected, the accuracies were very low, likely be-
cause GPT-4 models are aligned to avoid biases in
handling gender information, therefore that infor-
mation was ommited in most of the dialogues.

4.2.2 Text Attributes

In evaluating text attributes such as painting title,
painter name, and movement, we utilized metrics
including Word Error Rate (WER), BLEU, and
ROUGE to assess the chatbot’s accuracy and profi-
ciency. Table 8 organizes results by metric (WER,

Attribute VS

Metric WER | BLEU t ROUGE-1 1t | ROUGE-L 1
Painting Movemment 101112 £ 0.3710 | 0.6580 = 0.3554 | 0.8060 = 0.2075 | 0.9032 + 0.2954 |
Painting Title 0.0779 £ 0.2523 | 0.7000 £ 0.3551 | 0.9324 £ 0.2250 | 0.9404 £ 0.2189
Painter Name 0.3086 + 0.2258 | 0.9524 + 0.2003

Figure 8: Evaluation metrics for textual attributes.

BLEU, ROUGE-1, ROUGE-L) and attribute, high-
lighting generally strong performance, particularly
for painter names. However, the BLEU score of
0.3086 £ 0.2258 was comparatively lower, reflect-
ing the metric’s limitations in capturing nuanced
similarities in short text segments like names.

To evaluate accuracy, we adopted a WER thresh-
old of 0.2: predictions with WER below this thresh-
old were classified as correct, balancing precision
and leniency. This threshold ensured rigorous and
practical assessment across all attributes.

Figure 9 illustrates an example of the results ob-
tained for the precision of the painting movement
(e.g., Renaissance, Cubism, Baroque, Impression-
ism) predictions.

Accuracy Distribution of Movement Prediction

Incorrect Predictions

88.4%

Correct Predictions

Figure 9: Painting Movement Accuracy.

4.2.3 Single visitor and groups

In the latest version, we included both one-to-one
dialogues and group conversations involving the
chatbot and two to four visitors. Each visitor had
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individual characteristics (e.g., gender, age, knowl-
edge) and shared attributes (e.g., ethnicity, emo-
tions). In group dialogues, one or two visitors ac-
tively participated to maintain dialogue quality, as
having all visitors intervene made it harder to gener-
ate coherent exchanges and complicated automatic
evaluation.

Prompt Values for 'emotional_state'

1775

s Correct
BN Incorrect

1750 4

1500 4

1250

1000

Count

Figure 10: Results on detecting the emotional state of a
visitor expressed in the generated dialogues.

Figures 10 and 11 compare emotion detection in
one-to-one versus group dialogues, showing it is
easier in single-visitor interactions due to GPT-4’s
difficulty in handling complex prompts and main-
taining coherence across multiple visitors. Addi-
tional prompt adjustments may improve evaluation
of group-based dialogues.

However, it is important to note that, despite the
results, correct predictions do not guarantee that
all dialogues are free from hallucinations or other
artifacts, as these issues cannot be fully detected
by the selected methodology.

Group Member emotional_state - By Value
601

= Correct
= incorrect t

&
&

&
<
S
&

Figure 11: Results on detecting the emotional state of
each visitor when considering groups of visitors in the
generated dialogues.

5 Conclusions and Future Works

This paper presents a comprehensive approach to
designing, generating, and automatically evaluat-
ing synthetic dialogue datasets tailored for training



aware and socially improved chatbot applications
in art museums. Through the refinement of the
previous ArtGenEval-GPT dataset, the new version
provides a better and extended dataset comprising
dialogues over 821 artworks from 384 artists across
26 art styles, ensuring familiarity with GPT mod-
els (less hallucinations). By expanding dialogue
scenarios to include diverse visitor attributes (in-
cluding groups, ethnicity, age, physical appearance)
and interaction contexts, the new dataset that can
be used for training chatbots to engage effectively
with varied museum audiences.

Approximately 12,500 dialogues were generated
using the latest GPT-4-turbo model, simulating real-
istic visitor interactions and demonstrating the chat-
bot’s capacity for meaningful engagement. To au-
tomatically assess the quality of the generated dia-
logues, an automated framework was included that
relies on objective metrics such as WER, BLEU,
and accuracy using LLM-as-Judge, achieving high-
quality scores (85.5% ). Notable challenges in
sentiment prediction and ethnicity detection indi-
cate areas for further improvement, highlighting the
complexity of emotional and contextual nuances
in dialogue systems. Thus, the dataset provides a
valuable resource to advance conversational Al in
cultural heritage settings.

Future work will focus on several key areas to
enhance unconscious and conscious capabilities.
First, expanding the dataset by incorporating a
larger number of artworks (including well-known
and more emotionally compelling paintings), mul-
tiple languages (beyond English, e.g., Spanish,
French, German, Italian, Portuguese, Japanese or
Chinese), and including the actual image data dur-
ing the generation to reduce hallucinations and im-
prove contextual understanding. Methodological
improvements are also needed by evaluating the
tutor scenarios, where the simulated visitors make
mistakes in 30% of interactions. This is critical to
measuring the efficacy of the chatbot in classroom-
like settings for children and teenagers. We are also
considering performing human subjective evalua-
tions for evaluating the quality of the dataset and
a fine-tuned version of the chatbot. Lastly, based
on the Attention Schema Theory (Graziano, 2022),
we would like to explore extended reasoning capa-
bilities to model the mind of the visitors, as well as
enhancing explainability through tailored prompts.
These directions promise to advance the person-
alization, contextualization, and consciousness of
chatbots in our case for cultural heritage contexts.
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