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Abstract

The rapid growth of dialogue systems adoption
to serve humans in daily tasks has increased
the realism expected from these systems. One
trait of realism is the way speaking agents
take their turns. We provide here a review
of recent methods on turn-taking modeling
and thoroughly describe the corpora used in
these studies. We observe that 72% of the
reviewed works in this survey do not compare
their methods with previous efforts. We argue
that one of the challenges in the field is the
lack of well-established benchmarks to monitor
progress. This work aims to provide the
community with a better understanding of the
current state of research around turn-taking
modeling and future directions to build more
realistic spoken conversational agents.

1 Introduction

Conversational agents adoption is rapidly growing.
The ubiquity of dialogue systems in recent years
has increased the realism (i.e. human-likeness)
expected from them. One major trait of realism
is the way spoken dialogue systems take turns in
dialogues (Ter Maat et al., 2011). Silence between
utterances in human-human conversations take
200ms on average (Levinson and Torreira, 2015).
However, current spoken dialogue agents initiate
turns after long gaps (700-1000ms) (Li et al.,
2022), which results in unnatural, less realistic and
non-fluid conversations. Thus, realistic turn-taking
behavior is still a challenge to be addressed. The
main goal of turn-taking modeling is determining
when the system should take the turn to speak.
Simplest attempts rely on the use of audio-based
Voice Activity Detection (VAD) systems and
silence thresholds (Raux, 2008; Raux and Eskenazi,
2009). Long silence thresholds derive systems
that wait more time than expected, while shorter
thresholds tend to interrupt users in the middle
of their turns. In contrast, most recent systems

use neural approaches to model turn-taking by
minimizing speech overlaps and silence gaps.
These systems use all types of available input
data such as timing, linguistic, speech and visual
information. For instance users’ gaze and voice
intonation at the end of utterances have been found
to be relevant features to predict their end-of-turns
(Oertel et al., 2012; Gravano and Hirschberg,
2011; Duncan, 1972). Turn-taking cues generation,
interruptions handling, and other tasks are also
of interest in the management of turns (Skantze,
2021).

Modeling turn-taking in multi-party
conversations (MPCs) has not been widely
explored in comparison to dyadic scenarios
(i.e. one single user at a time), but has gained
more attention in recent years. Multi-party
conversations consist of conversations where
more than two participants are involved, e.g. two
users and a conversational agent. These types of
dialogues include additional complexities to the
management of turn-taking (Ganesh et al., 2023).
For instance, recognizing who the addressee(s)
of a user’s utterance is does not appear to be
as trivial as in the dyadic case. Challenges in
MPCs are detailed in Appendix A. Examples of
dialogue systems intervening in such types of
conversations include agents providing assistance
at hospital receptions (Addlesee et al., 2024a,b) or
autonomous public buses (Axelsson et al., 2024),
serving as healthcare coaches (Kantharaju and
Pelachaud, 2018), guiding games at museums and
hospitals for visitors entertainment (Skantze et al.,
2015; Schauer et al., 2023), or taking place as
attractions at thematic parks (Paetzel-Prüsmann
and Kennedy, 2023).

While Skantze (2021) provided an exhaustive
overview of turn-taking modeling, significant
developments since then call for an updated
survey. This paper contributes beyond the
prior work in three key ways: (1) it offers the
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first comprehensive review of datasets used in
the field, providing critical insights into data
modality and language; (2) it discusses overlooked
limitations in turn-taking models, identifying gaps
and challenges that are crucial for future work; and
(3) it examines new ideas and approaches that have
emerged in recent years, reflecting the latest trends
and innovations. This survey is designed to serve
both newcomers and experienced researchers in the
field of turn-taking modeling. For those unfamiliar
with the topic, it provides a clear introduction to
fundamental concepts in turn-taking management,
laying the groundwork for understanding the area.
For expert readers, it offers a detailed examination
of recent advancements, including new datasets,
approaches, and unresolved challenges, with
the goal to make it a valuable resource for
anyone looking to stay current with the latest
developments in the field, complementary to
previous reviews. This survey describes relevant
research on turn-taking modeling, with a special
attention on studies published after 2021. Readers
seeking more detailed information on earlier work
are invited to refer to (Skantze, 2021). In Appendix
B we explain the paper selection criteria we
adopted in this survey.

The structure of this paper is organized as
follows. In Section 2, we review fundamental
concepts of turn-taking management. Section 3
provides an exhaustive description of the corpora
used in the field. In Sections 4 and 5, we describe
works on the two main subtasks in turn-taking
modeling: end-of-turn prediction and backchannel
prediction, respectively. We report studies related
to MPCs in Section 6. Finally, Section 7 discusses
the main open challenges and future opportunities
in the field.

2 Turn-taking Management

Turn-taking in conversations can be defined as
the coordinated successive exchange of speaking
roles between multiple subjects to speak, listen,
and respond (Fusaroli et al., 2014). Cooperative
verbal communication is not unique to humans,
as other animal species have also shown certain
forms of turn-taking behavior (Pika et al., 2018;
Takahashi et al., 2013). Although the coordination
of turns feels natural in most human dialogues,
it requires training at early stages of childhood
(Nguyen et al., 2022; Donnelly and Kidd, 2021;
Cosper and Pika, 2024). This suggests that there

is a level of cognitive effort we need to perform
to fluently manage turns. Such coordination lies
on its dynamic temporal structure where listeners
have to foresee the end of the speaker’s utterance
to anticipate their take of turn (Sacks et al., 1978).
Figure 2 in Appendix C shows how turn-taking
is handled in dialogues and illustrates various
elements associated to turn management.

Fluency in the organization of turns is commonly
assessed by the amount of overlaps and gaps
between turns. A high number of these events
indicate a poor ability of anticipating the end of turn
by listeners (Heldner and Edlund, 2010). Overlaps
occur when the listener starts speaking before the
speaker completes their utterance. Gaps take place
when long silences precede the take of turn of the
next speaker. To optimize the organization of turns,
listeners rely on cues provided by the speaker while
holding or releasing their turns to determine when it
is adequate to take the turn. Similarly, speakers rely
on cues generated by listeners to know when any
listener desires to take the turn, in order to decide
whether to hold or release the floor. These cues can
include verbal signals, gestures, and others. We
describe in detail turn-taking cues in Appendix D.

Modeling turn-taking comprises multiple
subtasks such as end-of-turn detection,
interruptions handling and others. Although
certain attempts of turn-taking modeling have
proposed to simultaneously tackle several subtasks
(Nguyen et al., 2023), each of them have been
mostly treated as independent problems. In
addition, turn-taking in MPCs has received little
attention compared to two-party dialogues. The
study of turn-taking modeling in MPCs has been
mainly conducted in the field of human-robot
interaction (Sato and Takeuchi, 2014; Bohus and
Horvitz, 2010; Skantze et al., 2015), since it is
difficult to organize turns in MPCs without the
visual channel (Skantze, 2021).

3 Datasets

In this section, we detail the datasets used in all
the works we review in this survey, i.e. described
in sections 4, 5, and 6. Although research on
turn-taking modeling have been mainly developed
on dialogues in English, there are a few dialogue
corpora in other languages. We separate datasets
according to languages in English and other
languages. A summary of all datasets is shown
in Table 1.
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Dataset Language Modality Duration Nb. dialogues Nb. turns Multy-party
Switchboard (Godfrey et al., 1992) en sp, txt 260h 2.4K 106.6K ✗

HarperValleyBank (Wu et al., 2020) en sp, txt 24h 1.4K 25.7K ✗

HCRC Map Task (Anderson et al., 1991) en sp, txt 15h 128 - ✗

Mahnob Mimicry Database (Bilakhia et al., 2015) en sp, vid 11h 54 - ✗

Fisher Corpus (Cieri et al., 2004) en sp, txt 1960h 11.7K - ✗

NoXi Database (Cafaro et al., 2017) en, es, fr, de, it, ar, id sp, txt, vid 25h 84 1.7K ✗

Japanese Travel Agency Task (Inaba et al., 2022) ja sp, txt, vid 15h 330 111.7K ✗

SSC of Japanese (Maekawa et al., 2000) ja sp, txt 661h 3.3K - ✗

HKUST/MTS Corpus (Liu et al., 2006) zh sp, txt 200h 1.2K 248.9K ✗

JaNoXi (Onishi et al., 2023) ja sp, txt, vid 7h 19 - ✗

EALC (Yoshino et al., 2018) ja sp, txt 200h 60 28.0K ✗

ICSI Meeting Corpus (Janin et al., 2003) en sp, txt 72h 75 - ✓

AMI Meeting Corpus (Kraaij et al., 2005) en sp, txt 100h 175 - ✓

CEJC (Koiso et al., 2022) ja sp, txt, vid 200h 577 - ✓

Table 1: Spoken dialogue corpora for turn-taking modeling tasks. sp: speech, txt: transcripts, vid: video.

3.1 English Corpora
One of the most used datasets for turn-taking
modeling is the Switchboard Corpus (Godfrey
et al., 1992). This dataset is a collection of
audio and transcripts from 2.4K dyadic fully
spontaneous telephone call dialogues by 500
speakers. The Fisher Corpus (Cieri et al.,
2004) consists of 11.7K topic-oriented telephone
conversations among randomly paired recruited
participants. Similarly, the HarperValleyBank
Corpus (Wu et al., 2020) contains 24 hours of
simulated telephone dialogues between participants
playing the roles of bank agents and customers.
Dialogues are labeled according to the customers’
intentions and utterances are assigned a sentiment
class and dialogue act. Both the HarperValleyBank
Corpus and Fisher Corpus count with audio data
and speech transcripts. The HCRC Map Task
Corpus (Anderson et al., 1991) was collected
to study linguistic phenomena in cooperative
dyadic interactions between young speakers. This
dataset adds up to 128 conversations where an
instruction giver indicates an instruction listener
how to reproduce a route in a map, which is only
known by the instruction giver. The Mahnob
Mimicry Database (Bilakhia et al., 2015) is a
set of 54 audiovisual recordings of socio-political
discussions and tenancy negotiations. The corpus
includes visual annotations such as gestures, body
movement and facial expressions.

3.2 Corpora in Other Languages
The NoXi Database (NOvice eXpert Interaction
database) (Cafaro et al., 2017) is a set of
audiovisual recordings designed to study social
behavior in seven languages: English, Spanish,
French, German, Italian, Arabic and Indonesian.
Skeleton data, action units, head position and other

types of data were collected along 25 hours of
dyadic conversations where interlocutors discussed
about a large variety of topics. A Japanese version
of the NoXi corpus is compiled in the JaNoXi
dataset (Onishi et al., 2023), where 6.8 hours
of dialogues were recorded in similar settings
as the NoXi Database. The Japanese Travel
Agency Task dataset (Inaba et al., 2022) and
the Spontaneous Speech Corpus of Japanese
(Maekawa et al., 2000) are other datasets of
two-party conversations in Japanese with over 15
and 661 hours of speech, respectively. The first
compiles audio, video and transcripts of tourism
consultation dialogues between a customer and an
agent through the online meeting platform Zoom.
The second mostly corresponds to annotated
monologues in spontaneous Japanese. The corpus
comprises morphologically annotated transcripts,
as well as segmental and intonation labeling for
mainly studying speech recognition. The Elderly
Attentive Listening Corpus (EALC) is a 200h
text and speech corpus designed for modeling
various dialogue tasks in conversations with
elderly people (Yoshino et al., 2018). Mandarin
conversations were compiled in the HKUST
Mandarin Telephone Speech Corpus (Liu et al.,
2006), which includes speech data, transcripts
and speaker demographic information, e.g. age,
gender, education background, etc. In total,
1,206 ten-minute natural Mandarin telephone
conversations about multiple topics were recorded
to study topic detection, speaker recognition and
others.

3.3 Multi-party Corpora

The AMI Meeting Corpus (Kraaij et al., 2005) and
ICSI Meeting Corpus (Janin et al., 2003) are two
well-known datasets of multi-party conversation
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audio recordings in English. The former
corresponds to 175 sessions of four participants
in scenario-oriented meetings. These recordings
also contain collected data from devices such
as digital pen and whiteboard usage, as well as
video recordings. The ICSI corpus consists of
72 hours of meetings not elicited by a scenario,
i.e. meetings would have taken place in any
case. Speech transcripts are available for both
datasets. The Corpus of Everyday Japanese
Conversation (CEJC) dataset includes videos,
audios and transcripts of spontaneous Japanese
dialogues occurring in everyday scenarios (Koiso
et al., 2022). The CEJC contains 200 hours of
speech from 577 conversations, where around half
of them are MPCs.

4 End-of-turn Prediction

Detecting the end-of-turn is the most well-studied
problem in turn-taking modeling. End-of-turn
prediction, also referred to as end-of-utterance
(EOU) detection, is usually defined as a binary
classification task. Its goal is to determine if the
system should take the turn or not, depending
on the dialogue context. Methods for EOU
prediction can be grouped in three categories:
silence-based, IPU-based and continuous (Skantze,
2021). Silence-based methods rely on Voice
Activity Detection (VAD) tools, where a silence
threshold (e.g. 700ms) is set to determine
whether the system should take the turn. These
methods result in poor user experience due
to lack of naturalness (Aldeneh et al., 2018;
Ekstedt and Skantze, 2022). IPU-based and
continuous approaches differ on the time when
predictions are made along the dialogue. While
IPU-based1 methods evaluate if the turn should
be taken after every inter-pausal unit, i.e. after a
silence, continuous models constantly evaluate the
occurrence of an end of turn regardless of silences–
e.g. every 50ms of speech. In this survey work we
focus in continuous and IPU-based methods.

4.1 Continuous Methods

Continuous models either periodically evaluate end
of turn at different time frames (Skantze, 2017),
or incrementally perform predictions as utterances
are built token by token (Coman et al., 2019).
Predictions are executed regardless of whether
silences of certain duration are observed. Some

1IPU: Inter-Pausal Units, see Appendix C.

of the first attempts to build continuous methods
for modeling turn-taking is performed in (Skantze,
2017), where a model that predicts future speech
activity at every new frame of 50ms is proposed.
A LSTM model (Hochreiter and Schmidhuber,
1997) is trained to predict the occurrence of a
turn-shift from acoustic input features, including
voice activity, pitch, speech intensity, and spectral
stability, as well as Part-of-speech (POS) tags.
An extension of (Skantze, 2017) revealed that
there are significant performance benefits to
modeling linguistic features at a lower temporal
rate, and in a separate sub-network from acoustic
features (Roddy et al., 2018b). Other early
attempts explored reinforcement learning to model
turn-taking (Zhao et al., 2015; Khouzaimi et al.,
2016, 2018).

Roddy et al. (2018a) observed that POS tags only
enhance model performance to discern whether an
utterance will be short, e.g. backchannel. Hara
et al. (2018) found that introducing backchannel
and filler predictions as auxiliary tasks improved
turn-taking prediction. Several studies have shown
that the simultaneous use of both prosodic and
word features outperforms the independent use of
each separately (Wang et al., 2024; Li et al., 2022;
Liu et al., 2017), which is in line with previous
research that tends to confirm that combined
turn-taking cues in human communication have
an additive effect (Hjalmarsson, 2011). More
recently, studies have investigated how ASR can
be utilized for turn-completion time estimation
(Kanai et al., 2024; Zink et al., 2024). Kanai
et al. (2024) showed that fine-tuning wav2vec
2.0 (Baevski et al., 2020) for ASR to introduce
linguistic features outperforms the use of solely
acoustic features. Instruction fine-tuning (Wei
et al., 2022) in a multitask setting has also been
explored on LLMs in combination with HuBert
(Hsu et al., 2021) through a fusion layer to model
turn-taking from linguistic and acoustic features
in (Wang et al., 2024). Likewise, Chang et al.
(2022) feed a RNN Transducer (Graves, 2012)
with audio streams and previous tokens to predict
turn-taking-related wordpieces. Gaze direction,
head pose and other non-verbal features have
also been studied in combination with speech
information. Onishi et al. (2023) found that action
units are crucial input information for turn-taking
and backchannel prediction. Results in these works
exhibit that words prosody, timing, linguistic, and
other types of features jointly provide better signals
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for predicting EOU.
While many works focus on audio signals as

main inputs, recent methods have shown how
syntactic completeness obtained from transcripts
alone can be used for turn-taking modeling.
Ekstedt and Skantze (2020) introduced TurnGPT,
a language model based on GPT-2 (Radford et al.,
2019) and fine-tuned on various dialogue datasets
to predict turn-completion based on text features
only. They represent dialogues as sequences
of concatenated utterances, separated by special
tokens associated to turn-shift, to learn probabilities
of turn-completion. Their results demonstrate
that turn-shift prediction performed as a language
modeling task outperforms previous work due
to the strong representation of context that prior
models miss. In (Jiang et al., 2023), response
candidates are also considered as a proxy to
determine whether a turn-shift is plausible in
a given dialogue, arguing that the decision of
taking a turn also depends on what the next
speaker wants to say. Their results indicate that
response-conditioning is especially useful when
the utterance is a question and it semantically
matches with the response. Further works showed
that adapting TurnGPT to two separate streams
of lexical content improves EOU prediction by
capturing temporal dynamics (Leishman et al.,
2024).

Most recent advances propose models based
on Voice Activity Projection (VAP), whose main
objective is essentially to predict future voice
activity of every interlocutor in the conversation
(Inoue et al., 2024b; Ekstedt and Skantze, 2023;
Onishi et al., 2024). These models incrementally
process the interlocutor speech to mimic humans’
abilities to infer what the speaker is going to
say to simultaneously prepare a reply and reduce
response delay (Schlangen and Skantze, 2011).
Ekstedt and Skantze (2022) propose a VAP
self-supervised learning model to predict distinct
turn-taking events and evaluated on zero-shot
settings in four tasks: shift vs. hold prediction
at mutual silence, shift prediction at voice activity
presence, upcoming backchannel prediction, and
backchannel vs. turn-shift prediction. The
proposed base model consists of a frame-wise
speech and VA encoder followed by a sequence
predictor. VAP models have been found to perform
better in Japanese when trained in English and
fine-tuned with Japanese data than models directly
trained in Japanese (Sato et al., 2024a). Inoue

et al. (2024a) investigated multilingual VAP models
to predict turns-shifts in English, Mandarin, and
Japanese. While their results indicate that models
evaluated in cross-lingual settings do not perform
well, Sato et al. (2024b) demonstrated that aligning
the criteria for speech segmentation labels across
datasets is crucial to provide proper evaluation
and to effectively use VAP models in cross-lingual
scenarios.

We note an emerging trend in continuous
methods using VAP models. An important
opportunity in this direction for future work is
the examination on how this type of models can
be integrated with multi-modal data (e.g. video
signals), as they have only been explored on audio
inputs. We argue that although promising results
have been observed when using utterance-level
labels such as dialogue acts, the lack of availability
of these types of annotations in real-world
scenarios is a key limitation. We also find that
even though LLMs have shown impressive results
in a series of NLP tasks, recent studies demonstrate
their inefficiency to detect opportunities to take
turns at mid-utterance in spoken dialogue (Umair
et al., 2024).

4.2 IPU-based Methods
Turn-taking models based on IPUs assume that
turns cannot be taken while the user speaks
(Skantze, 2021). Hence, predictions are performed
every time a silence is detected from user’s channel.
Early works used LSTM-based architectures to
model turn-taking from prosodic, phonetic, and
lexical sequential features (Masumura et al., 2017,
2018; Hara et al., 2019). On the other hand, models
based on CNN have been observed to be effective
when introducing visual cues such as eye, mouth
and head motion (Kurata et al., 2023). Experiments
on multi-task learning have shown that using
speech acts in auxiliary tasks for turn-taking
modeling improves system performances. Aldeneh
et al. (2018) observed that using speaker intention
prediction (e.g. asking a question, uttering a
backchannel, etc.) as a secondary task enhance turn
shift prediction performance. Sakuma et al. (2022)
found that integrating dialogue act information
for response time estimation allows systems to
efficiently capture dialogue context with smaller
amounts of data than other methods.

Recent works have explored syntactic
completeness to model turn-taking. Ekstedt
and Skantze (2021) used TurnGPT to introduce
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speaker shift tokens as in (Ekstedt and Skantze,
2020), but on an IPU-based approach. At the end
of every IPU, they project possible continuations
from dialogue context to obtain the ratio of
continuations containing shift tokens, to be used
as an approximation of the actual probability of
EOU. Syntactic completeness is also studied in
(Sakuma et al., 2023) to determine response time
from a multimodal Japanese dialogue corpus. They
build a unidirectional LSTM language model to
compute the probability of a special EOU token
appearing in the next M tokens, outperforming
the Gated Multimodal Fusion method proposed in
(Yang et al., 2022) on similar features. Inspired
by (Morais et al., 2022), the use of self-supervised
learning based on Up- plus Down-stream models
has also been investigated on audio and text data
for end of turn detection (Morais et al., 2023).

The use of syntactic completeness has
demonstrated relevant improvements in
IPU-based methods for turn-taking modeling by
effectively leveraging linguistic cues to predict
turn-completion points. In addition to the efforts
made by (Sakuma et al., 2023), future work may
consider exploring how syntactic completeness
can be integrated into multimodal methods using
non-LSTM architectures as done in (Kurata et al.,
2023), as well as in multi-task training settings.
Moreover, although promising results using LLMs
combined with VAD systems have been reported
in (Pinto and Belpaeme, 2024), studies on this
direction still have to be widely studied. We
observe that IPU-based approaches have received
less attention than continuous methods, as the
latest continuous models are more aligned to
human-like EOU prediction.

5 Backchannel Prediction

Overlaps in dialogues occur when multiple
participants produce IPUs at the same time. These
overlaps may take place in the proximity of the
end of a turn if the listener desires to start their
turn, or in the middle of the speaker utterance. In
the latter case there are three possible scenarios:
(1) the listener desires to interrupt and grab the
floor, (2) the listener intents to provide a feedback
to the speaker without the aim of taking the
turn (backchannel), and (3) the listener produces
non-lexical sounds such as coughing, which can be
misinterpreted as an interruption. Classifying an
overlap as a backchannel or an actual interruption

(or noise) is an important subtask in turn-taking
modeling. Backchannel prediction is generally
defined as a binary classification task, where the
aim is to classify an IPU as a backchannel or
non-backchannel.

One of the first attempts to model backchannel
prediction using neural networks was reported in
(Mueller et al., 2015), where only speech features
were used. In (Skantze, 2017), backchannel
detection was addressed by predicting if a speech
onset of 500 ms corresponded to a short (less
than 500ms, i.e. backchannel) or a long utterance
(more than 2500 ms), using handcrafted acoustic
features and POS tags to feed a LSTM model.
Yokoyama et al. (2018) considered backchannels as
an intention label to build an intention recognition
model. Other early works used word2vec (Mikolov
et al., 2013) to combine word embeddings as
linguistic features with acoustic features (Ruede
et al., 2017). Adiba et al. (2021) took delays in
ASR into account to propose a prior prediction
model, as words are available some time after
these have been uttered. Speaker and listener
embeddings to encode interlocutor interactions
have also been considered to predict backchannels
(Ortega et al., 2020, 2023).

Recent advances have examined auxiliary tasks
to predict backchannels (Choi et al., 2024;
Wang et al., 2024), showing improvements over
single-task methods. These tasks include sentiment
classification, dialogue act prediction, and others
(Liermann et al., 2023; Jang et al., 2021). Müller
et al. (2022) used audiovisual data to introduce
agreement estimation in a multitask setting to
detect backchannels. Park et al. (2024) proposed a
Context-Aware Backchannel Prediction model to
enhance predictions in Korean and English corpora.
They encoded features using text embeddings from
BERT (Devlin et al., 2018) and acoustic inputs
represented by wav2vec embeddings. Finally, a
multi-head attention mechanism is employed to
build an attentive context embedding that holds
relevant information of the current utterance. Voice
Activity Projection (VAP) models, presented in
Section 4.1, have gained special attention for
backchannel prediction. Onishi et al. (2024) found
that integrating non-verbal features on VAP models
enhances turn-taking events prediction, including
backchannels. Pre-training on large dialogue
data and fine-tuning on a specialized backchannel
corpus has also shown improvements on VAP
model’s generalizability (Inoue et al., 2024c).
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6 Multi-party Turn-taking Modeling

In this section we describe methods proposed for
turn-taking modeling in multi-party conversations.
We outline the main complexities in MPCs
in human-human dialogues in Appendix A.
Turn-taking prediction becomes more challenging
in multi-party scenarios, where various sub-tasks
arise such as conversation disentanglement,
addressee recognition, and others (Ganesh et al.,
2023). Multi-party conversation modeling
addresses the issues on Who says What to Whom
(who speaks, says what, and addresses whom)
(Gu et al., 2022). Modeling turn-taking in MPCs
has received much less attention than dyadic
interactions. Although work has been done on the
topic for a long time (Traum, 2003; Laskowski,
2010; Bohus and Horvitz, 2011; De Kok and
Heylen, 2009; Thórisson et al., 2010), only
recently have the methods designed begun to yield
promising results, due to advancements in available
technologies.

Fujie et al. (2021) proposed a Timing Generating
Network, which incorporates a first-order lag
system to estimate how much other speakers in
the dialogue expect the system to take the turn
in Japanese. Their approach is in contrast to
the conventional framing of turn-taking modeling
as an end-of-turn detection problem, which
assumes that the system should take the turn
right after the previous speaker releases it. They
integrate response obligation recognition as an
auxiliary task to improve estimation. de Bayser
et al. (2019) and de Bayser et al. (2020)
studied next speaker identification from dialogue
logs to model turn-taking prediction in MPCs.
Gaze-transition patterns and timing information
have been investigated to predict the next speaker
and the time at which each utterance will be made
(Ishii et al., 2016; Lee et al., 2023). Experiments on
a Transformer-based architecture using 3D gazes,
3D head and body movements, and speech showed
that speech signals play a more critical role than
gaze patterns for turn-taking prediction (Lee et al.,
2023). Multimodal fusion has also been studied
for turn-taking prediction, where multiple event
types are predicted simultaneously (Lee and Deng,
2024). Johansson and Skantze (2015) argue that
there are different states in which turn-taking could
be obliged or optional. They proposed annotating
utterances into a scale of four classes according
to the appropriateness for an agent to take the

turn. They observed that dialogue acts as turn
change predictors in MPCs need a special treatment
compared to two-party settings.

Turn-taking modeling in MPCs has notably been
understudied in comparison to dyadic scenarios.
Work in MPCs where no visual data are used
has been overlooked, as most studies have been
conducted in the field of human-robot interaction
where visual cues are captured by sensors. We
think that introducing response obligation detection
in any form is crucial for modeling turn-taking in
MPCs. Determining whether the agent should take
the turn or not after the floor is released mitigates
poor performance on Out-of-Scope utterances, a
common phenomenon for dialogue systems in
such scenarios. We discuss more about open
challenges in multi-party conversations, including
Out-of-Scope utterances, in section 7.4.

7 Challenges and Future Directions

In this section we describe some relevant open
challenges and suggest opportunities for future
work.

7.1 System Evaluations

The lack of comparative evaluations in works is
one of the most important challenges in the field.
We find that only 28% of the reviewed papers in
this survey compare their methods with systems
presented in prior works. Even some of the studies
where comparisons are made, do not use the same
data to compare methods or use different input
features than originally proposed. Consequently,
comparisons are not fair. We also note that
one third of the reviewed works on end-of-turn
detection do not conduct experiments on any public
corpus. This represents an issue for reproducibility
and properly monitoring progress in the field.

To address this challenge, we suggest future
work should focus on the creation of a standardized
benchmark for each turn-taking modeling task.
This benchmark should include a diverse set of
publicly available corpora. We note that the
Switchboard Corpus is the most popular resource
for turn-taking modeling evaluation in dyadic
dialogues, as used in 69% and 41% of the surveyed
papers on backchannel and end-of-turn detection,
respectively. An important aspect to take into
consideration for end-of-turn detection is the
definition of turns and IPUs. Previous works have
used distinct silence thresholds between 50ms and



261

1s to delimit IPUs or define turns. We believe
that considering multiple cutoffs for evaluation is
necessary, as done in (Skantze, 2017; Sakuma et al.,
2023).

7.2 Groups with Varying Needs

Another challenge for spoken dialogue systems
is the interaction with people who present more
complex behaviors on turn management such
as senior adults or individuals with mental
health disorders. These types of interplays
require systems to conduct human-like turn-taking
behaviors (Addlesee and Eshghi, 2024; Bell, 2024).
Prior work has proposed mechanisms to address
these scenarios (Lala et al., 2017; Hara et al., 2018;
Kawahara et al., 2016). LLMs have been recently
proposed to build dialogue systems that interact
with individuals with mental health disorders.
(Addlesee and Eshghi, 2024) studied the recovery
from interruptions in dialogues with people with
dementia. Although the previously mentioned
efforts are valuable, the body of work in this subject
is still scanty. We also observe that most of studies
in turn-taking modeling in these scenarios have not
been conducted in multidisciplinary environments.
We believe that integrating domain-knowledge
and insights from experts in other fields beyond
Dialogue Systems, would be beneficial for the
research community.

7.3 Multilinguality

Although multilingual aspects in dialogue systems
have been addressed in other sub-tasks such as
natural language understanding (Firdaus et al.,
2023; Gupta et al., 2021; Gerz et al., 2021),
dialogue state tracking (Lee et al., 2024; Yu
et al., 2023; Zuo et al., 2021), or response
generation (Wu et al., 2024), research in turn-taking
modeling is limited (Ward et al., 2018; Inoue et al.,
2024a). End of turn prediction is more difficult
in some languages than others even for humans
(Stivers et al., 2009). Inherent phenomena from
spoken dialogues, which are not found in other
dialogue system sub-tasks, such as backchannels or
hesitations, make end of utterance detection more
complex. For instance, backchannels use varies
from one culture to another (Clancy et al., 1996;
Tartory et al., 2024).

7.4 Multi-party Conversations

In Section 6 we briefly discussed about the limited
amount of work in turn-taking modeling on MPCs,

which is in line with the low amount of available
MPC corpora we described in Section 3. We
found that most works in turn-taking modeling
on MPCs use visual information to detect end of
turns, since predicting EOUs without the aid of
the visual channel is a complex task. However,
there are multiple scenarios where using visual
inputs is not feasible or useful. For example, agents
assisting participants in online meetings do not
count with such sort of cues and should mostly rely
on linguistic and audio inputs. Future work should
take this challenge into consideration.

Additionally, we note that most works in MPCs
propose systems where agents actively participate
in dialogues. Nevertheless, that is not always
the case in real-world applications. For instance,
task-oriented dialogue agents such as Alexa or Siri,
generally play the role of listeners in dialogues,
switching their role when they have something
to say –commonly when a wake-word is spoken.
Skilled assistants should not only base their
turn-taking decisions on wake-words, but should
be effective on determining when to intervene
in conversations to assist on a given task. In
other words, virtual assistants should be able to
detect when they can contribute in dialogues in
scenarios where they are not expected to have
an active participation. One major challenge in
these scenarios is managing Out-of-Scope (OOS)
utterances, as users may discuss about a diverse
set of topics where only a few utterances are
task-related. The study of intent recognition in
MPCs is a possible direction on this subject, as user
intentions may suggest the need for intervention
of an agent. One limitation is that there are
no corpora with intent recognition annotations in
spontaneous MPCs with a focus on OOS utterances.
A corpus with these characteristics in scripted
MPCs (dialogues from TV shows) is proposed in
(Zhang et al., 2024). Addlesee et al. (2023) used
GPT-3.5-turbo to detect user goals in MPCs, which
can be seen as a surrogate task for turn-taking
modeling. They argue that users’ goals in MPCs
can be addressed by virtual agents as well as
other human participants, hence they propose
the task of goal-tracking to detect solved tasks
and determine the relevance of agent intervention.
Intent recognition was also used as an auxiliary
task for turn-taking prediction in (Aldeneh et al.,
2018). To the best of our knowledge, these are the
only studies where intent recognition is considered
for modeling turn-taking. However, none of such
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works take into consideration OOS utterances.

8 Conclusions

Turn-taking modeling is a key component of
spoken dialogue systems. Effective methods for
modeling turn taking are crucial for developing
systems that can be perceived as realistic.
This survey provides an overview of recent
advancements in turn-taking modeling in spoken
dialogue systems. We provided the first detailed
review of the corpora used in the field. We observed
that the majority of works have been conducted
on English and Japanese corpora, with almost no
efforts in other languages. We also described recent
works in end-of-turn prediction and backchannel
classification. Finally, we discussed several
overlooked open challenges in current turn-taking
models and key directions indicating how future
work could push the field. For instance, we noted a
tendency in the reviewed works not to compare
their proposed methods with previous works,
which might affect monitoring progress in the
field. Addressing these challenges and improving
cross-linguistic research and method comparisons
will be essential for advancing turn-taking models
and making spoken dialogue systems more natural
and effective.
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Sieińska, Christian Dondrup, and Oliver Lemon.
2024a. Multi-party multimodal conversations
between patients, their companions, and a social
robot in a hospital memory clinic. In Proceedings of
the 18th Conference of the European Chapter of the
Association for Computational Linguistics: System
Demonstrations, pages 62–70.

Angus Addlesee, Neeraj Cherakara, Nivan Nelson,
Daniel Hernández García, Nancie Gunson, Weronika
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A Multi-party Conversations

In this appendix we describe the main difficulties
in turn management in multi-party conversations
and how they are addressed in natural dialogues.
Multi-party conversations consist of dialogues
where more than two interlocutors are involved.
Sociolinguists have found these types of
interactions the most natural form of conversations,
arguing that dyadic scenarios and monologues
are special cases (Jaffe and Feldstein, 1970).
MPCs entail additional challenges for humans to
coordinate turns. In dyadic interactions speakers
always address the other interlocutor, thus it is
trivial determining who the next speaker is. In
MPCs the speaker may address anyone, be it a
single listener, a subset of the listeners, or all of
them. Therefore, deciding who should speak after
a turn is yielded in a MPC is not simple given that
there are multiple candidates (Schegloff, 1996).
Although overlap occurrence in MPCs is similar
to two-party dialogues in some cases (Shriberg
et al., 2001), overlap duration has been observed
to be inversely proportional to the number of
simultaneously speaking parties (Laskowski et al.,
2012). In general, the dynamics in MPCs differ
from dyadic scenarios, hence they need special
attention.

Verbal and non-verbal behaviors are adopted to
ease turn shifts to overcome turn-taking issues in
MPCs. Speakers tend to use cues at the end of
turns to select the next speaker, such as naming
the addressee. In addition, speakers do not only
use gaze to indicate turn yielding as in the dyadic
case, but also to address a specific listener, who is
obliged to take the next turn (Auer, 2018; Sacks
et al., 1978). Mouth-opening patterns also reveal
relevant information to predict next speakers in
MPCs (Murai, 2011). Ishii et al. (2019) found

that the next speaker starts opening their mouth
narrowly before change of turns. This phenomenon
can be due to both the next speaker’s ability to
predict the end of turn and current speaker’s skills
to interpret next speaker’s desire to gain the floor.

B Paper Selection Criteria

In this appendix we describe the procedure we
followed to search scientific articles for this survey.
We adopted a systematic approach to identify
relevant research on turn-taking modeling, with
a special attention on studies published after 2021.
We began with an extensive search on Google
Scholar using a set of targeted keywords, including
“turn-taking”, “end-of-turn”, “end-of-utterance”,
and “backchannel”, combined with terms like
“prediction”, “detection”, and “multi-party”. We
also conducted manual searches of proceedings
from major NLP and dialogue system conferences
taking place between 2020 and 2024, such
as SIGDIAL, *ACL, Interspeech, IWSDS and
ICASSP. To minimize the risk of missing key
studies, we employed additional strategies to
enhance coverage. We reviewed the Google
Scholar profiles of identified scholars active in
the field from the pool of articles we previously
obtained to find any potentially missed publications.
Finally, we also examined recent citations from
our pool of papers to identify emerging research.
Through these efforts, we aimed to provide a
thorough and representative overview of the state of
research in turn-taking modeling, ensuring that this
survey reflects the latest developments in the field.
As a result, this survey describes new methods and
corpora included in more than 35 papers published
after 2021.

Figure 1 shows the distributions, by subtask,
of publication years of the articles we report in
this survey. We observe that around 65% of the
studies on end-of-turn and backchannel prediction
included in this survey were published between
2021 and 2024. On the other hand, less than 30%
of the works we found on multi-party conversations
were published in the same time span. These
findings confirm the lack of contributions and
slow progress in MPCs and turn-taking modeling
research.

C Turn-taking Events and Phenomena

In this appendix we define relevant events
and phenomena in turn management in natural
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Figure 1: Distribution across the years of the papers we
describe in Sections 4, 5 and 6.

dialogues. Figure 2 depicts distinct elements and
events occurring in spoken dialogue turn-taking
management.

Inter-Pausal Units (IPUs) are speech segments
preceding a silence of a certain duration. IPUs
correspond to the main pieces of information
exchanged by interlocutors. Pauses are silences
between two consecutive IPUs of the same speaker.
Gaps are silences between two consecutive turns
of different speakers. Backchannel are lexical or
non-lexical sounds provided as a feedback by a
listener in the dialogue. These expressions are
usually used to indicate to the speaker that the
listener understands or acknowledges what the
speaker says, without the intention of interrupting.
A backchannel is not considered as a turn. An
Overlap takes place when IPUs from distinct
speakers are produced at the same time. Usually,
they occur at turn shifts.

D Turn-taking Cues

In this appendix we explain the cues both speakers
and listeners use to anticipate turn completions.
A long silence after a speaker’s utterance is
the most basic form of cues indicating that
the speaker has completed their turn. It is
not enough though to detect when a turn-shift
should occur. In practice, combinations of
cues such as gaze, prosody (i.e. voice volume,
intonation, etc.), syntactic completeness and body
gestures are used to predict when to take the
turn. Although there exist some differences in
the use of cues across languages due to cultural
or grammatical aspects, most languages follow
similar patterns (Stivers et al., 2009). Prosody
is one of the most studied cues for turn-yielding
prediction. The prosodic structure of speech carries

turn-taking cues in three dimensions: fundamental
frequency, duration and amplitude (Cutler and
Pearson, 2018). For example, in English words
are uttered with longer duration in phrase-final
than in non-phrase-final positions (Oller, 1973).
Duncan (1972) and Cutler and Pearson (2018)
observed that intermediate fundamental frequency
contours maintain a mid-level pitch range, whereas
either higher and lower pitch levels are found at
the end of utterances. Syntactic completeness is
another cue obtained from speech, which involves
what the speaker says rather than the form it is
spoken. Syntax and semantics are more relevant
than prosody for turn-yield prediction, as it is easier
for humans to predict a syntactically complete
phrase than prosodic changes in speech (Sacks
et al., 1978).

Body language also plays a crucial role to
foresee the speaker’s end of turn. Speakers
tend to gaze away after taking their turns and
look back again toward the listener when their
speech is completed (Kendon, 1967). Generally,
the participant taking the next turn is the one
breaking the mutual gaze when beginning to
speak (Novick et al., 1996). Hand gestures have
also been extensively studied as turn-yielding and
turn-holding cues (Sikveland and Ogden, 2012;
Streeck and Hartge, 1992; Zellers et al., 2019).
Kendrick et al. (2023) found that turns including
manual gestures resulted in faster transitions than
those without any. They reported that gaps between
turns were approximately 150ms shorter on average
when hand gestures were used. Similarly, Zellers
et al. (2016) noted a relation between turn-shifts
and hand gestures produced before the end of
turn of Swedish speakers. Despite the previously
described works have mostly studied cues in
an isolated fashion, cues have been observed to
have an additive effect (Hjalmarsson, 2011). In
other words, humans use combinations of them to
adequately manage turns in dialogues.
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Figure 2: Turn-taking management illustration in a dyadic conversation. IPU: Inter-Pausal Unit.
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