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Abstract

Human-Machine Interaction (HMI) plays an
important role in Industry 5.0, improving
worker well-being by automating repetitive
tasks and enhancing seamless collaboration be-
tween humans and intelligent systems. In this
context, Task-Oriented Dialogue (TOD) sys-
tems are a commonly used approach to enable
natural communication in these settings, tradi-
tionally developed using rule-based approaches.
However, the revolution of Large Language
Models (LLMs) is changing how dialogue sys-
tems are being developed without the neces-
sity of relying on tedious and rigid handcrafted
rules. Despite their popularity, their application
in industrial contexts remains underexplored,
necessitating a solution to challenges such as
hallucinations, lack of domain-specific data,
high training costs, and limited adaptability. In
order to explore the contribution of LLMs in
the industry field, this work presents LAMIA,
a task-oriented dialogue system for industrial
scenarios that leverages LLMs through prompt
tuning. This system has been adapted and eval-
uated for a bin-picking use case, using GPT-3.5
Turbo, showing to be an intuitive method for
new use cases in Industry 5.0.

1 Introduction

Industry 5.0 focuses on human workers and their
well-being at the centre of the productive process.
In this context, Human-Machine Interaction (HMI)
interfaces are an important asset that allow commu-
nication between humans and machines (Pizon and
Gola, 2023). This simpler way of interaction, by
allowing, for example, the automation of repetitive
tasks, improves task efficiency and user experience
(Sharma et al., 2023), and allows workers to focus
on more creative tasks (Rane, 2023). In this setting,
Large Language Models (LLMs) have emerged as
powerful tools, enabling more intuitive interactions
via applications like virtual assistants and conversa-
tional agents, making technology more accessible

to a wider audience.

LLMs have significant potential in Industry 5.0,
particularly through their role in Task-Oriented
Dialogue (TOD) systems, which enable a natural
HMI aimed at facilitating problem-solving tasks
within specific domains (Ni et al., 2023). However,
the use of LLMs in industrial scenarios is not as
widespread as in other fields, as these models still
face challenges, relevant in those scenarios that ad-
mit little or no margin of error, such as production
processes. These limitations are hallucinations',
lack of domain-specific data, and the difficulty and
high costs associated with training for new applica-
tions.

To address these limitations, this article explores
the contribution and role of LLMs in the develop-
ment of TOD systems in industrial environments.
To do this, the use of prompt tuning is explored,
as it allows models to be adapted using strategies
such as few-shot learning or step-by-step thinking
(Ye et al., 2023; Microsoft, 2024) by teaching the
model how to behave with prompts in natural lan-

guage.

The research has led to the development of
LAMIA (Large 1Anguage Models for Industrial
Assistance), a TOD system designed for indus-
trial environments. Optimized via prompt tun-
ing, LAMIA reduces hallucinations and the need
for large amounts of data, enhances adaptability,
and mitigates high computational costs. Having
been implemented with the LLM GPT-3.5 Turbo,
LAMIA presents a cost-effective solution for seam-
less human-machine interaction in Industry 5.0.

"Hallucinations in LLMs occur when the model "produces
outputs that deviate from users’ intent, exhibit internal incon-
sistencies, or misalign with the factual knowledge, making
the deployment of LLMs potentially risky in a wide range of
applications” (Liu et al., 2024).
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2 Related work

2.1 Task-Oriented Dialogue Systems

Task-Oriented Dialogue (TOD) systems are de-
signed for task completion in specific domains,
such as ticket booking or table reservation, unlike
open-domain systems, which are used for casual
conversation (Ni et al., 2023). In Industry 5.0, TOD
systems play a key role in Human-Machine Inter-
action (HMI), automating simple tasks to reduce
the cognitive load on operators through natural lan-
guage communication (Aceta et al., 2022).

According to the designs used for the develop-
ment of TOD systems, pipelines typically follow ei-
ther a modular approach or an end-to-end approach.
The modular approach consists of separate compo-
nents for Natural Language Understanding (NLU),
Dialogue State Tracking (DST), Dialogue Policy
Learning (DP), and Natural Language Generation
(NLG) (Lietal., 2021). In contrast, the end-to-end
approach, introduced by Wen et al. (2016), creates
a trainable end-to-end model that still connects in a
modularized way, but does not directly modularize
the user goal.

Over the years, the main strategies used to de-
velop these systems were rule-based methods or the
use of annotated data (Sekulié et al., 2024). How-
ever, both present challenges in Industry 5.0, as
rule-based methods require extensive manual adap-
tation, while data-driven approaches suffer from a
lack of domain-specific data in industrial settings
(Li et al., 2022) and high computational demands.

2.1.1 Large Language Models in TOD
Systems

The state-of-the-art technology that has emerged as
a useful tool for a wide variety of applications in
the NLP field is Large Language Models (LLMs).
LLMs are advanced Al models, often based on
Transformer architectures, that can understand and
generate human language by being trained on vast
amounts of text data (Ozdemir, 2023).

In TOD systems, various LLMs have been em-
ployed, such as Tk-Instruct-11B, Alpaca-L.oRa-7B,
BART and GPT-3.5 (Hudecek and Dusek, 2023;
Marselino Andreas et al., 2022; Li et al., 2022; Hu
et al., 2024). Fine-tuning methods such as LoRA
(Low Rank Adaptation) have been widely used to
adapt these models by modifying only a few param-
eters for specific tasks (Marselino Andreas et al.,
2022; Li et al., 2022). Reinforcement Learning
from Human Feedback (RLHF) has also shown ef-

fectiveness in tuning models based on human input
(Ouyang et al., 2022). However, both approaches
are data-driven and memory-intensive, requiring
significant computational and data resources for
training, as gradients and optimizer states for all
parameters must be stored (Liu et al., 2022).

2.2 Prompt Tuning

To address the challenges of rule-based methods
and the scarcity of annotated data, the LLM prompt
tuning strategy has gained popularity. Authors like
Cao (2023); Hudecek and Dusek (2023) have ap-
plied this approach in TOD systems, which avoids
retraining by freezing model parameters and us-
ing natural language prompts for adaptability (Liu
et al., 2022).

Prompt tuning has demonstrated performance
comparable to fine-tuning for large models in sim-
ple tasks (Liu et al., 2022; Lester et al., 2021;
Kim et al., 2021; Liu et al., 2021), and has outper-
formed in cross-lingual tasks (Zhao and Schiitze,
2021). Furthermore, Addlesee (2024) highlights
that prompt tuning improves textual grounding and
accuracy, reducing hallucinations in models.

Achieving optimal results with prompt tuning
requires effective prompt engineering (Zhao and
Schiitze, 2021), which involves crafting prompts to
communicate tasks clearly and iterating based on
model responses (Ye et al., 2023). In this line, vari-
ous strategies have been suggested, such as think
step by step, few-shot learning, chain of thought,
and in-context learning, among others, to improve
performance (Microsoft, 2024).

2.2.1 Prompt Tuning in TOD Systems

Some studies have explored optimizing LLMs
TOD systems using prompt tuning. Hudecek and
Dusek (2023) developed a modular TOD system,
finding that while LLMs excelled in tasks such as
domain detection and response generation, they
struggle with state-tracking. Similarly, Cao (2023)
created DiagGPT, a multi-agent TOD system with
strong conversational abilities but less stability than
rule-based models. Gupta et al. (2022) introduced
InstructDial, which outperformed the base models
in unseen dialogue tasks.

The results depended on prompt complexity,
with detailed instructions and in-context exam-
ples often enhancing performance (Hudecek and
Dusek, 2023; Gupta et al., 2022). In terms of the
pipeline used, the most popular approach is a mod-
ular system in which different dialogue tasks are
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Dialogue User message

Agent response

External database

turn
“Pon los magenta” / “iCudles la caj adzliiﬁltgl:saiiiizqf?}ocar el cartucho {_id: Object {...},

1st turn Put the mc,l’genm “Which box should I put the magenta ink cartridge N eleme’r’n_carfr}‘d ge: ,

ones in?” magenta”, type: “color’}

“¢Quieres colocar el cartucho de tinta magenta en la
Ind turmn “Caja 17/ caja 1?7/ {_id: Object {...}, element:
“Box 1” “Do you want to place the magenta ink cartridge in "17, type: “box’’}
box 1?”
“iEntendido! Comienzo a trabajar en eso de

“gpr ) inmediato. Estoy aqui para ayudarte en lo que

3rd turn “Yos” necesites.” /

“l understand! I'll start working on it right away. I'm

here to help you with whatever you need.”

Table 1: Example of human-machine dialogue of LAMIA in a bin-picking robot.

handled sequentially (Hudecek and Dusek, 2023;
Cao, 2023).

All in all, these studies using prompt tuning for
TOD systems have not been applied to industrial
applications. For this reason, this research focuses
on exploring the role of LLMs in TOD systems
for industry, using prompt tuning for adaptable sys-
tems with low computational costs, minimal data
requirements, and reduced hallucinations, crucial
for manufacturing environments.

3 Approach and implementation

To address the challenges in building TOD sys-
tems for Industry 5.0, we have developed LAMIA,
a TOD system for industry implemented through
prompt tuning. Among its capabilities, LAMIA al-
lows operators to maintain natural language conver-
sations and send the final task to the target system.

The research was conducted at Tekniker, a tech-
nology research centre in the Basque Country,
where we had access to KIDE4I (Aceta et al., 2022).
KIDEA4I is a rule-based TOD system for Industry
5.0 composed of four modules (Key Element Ex-
traction, Polarity Interpreter, Semantic Repository
and Dialogue Manager) which rely on syntactic and
morphological parsers, and ontologies for storing
domain knowledge and managing the dialogue pro-
cess. More specifically, its use case of a bin-picking
robot and its evaluation framework served as our
reference to assess the performance of LAMIA in
a real-world scenario.

3.1 Dialogue structure for LAMIA’s
bin-picking use case
In the bin-picking robot use case in Aceta et al.

(2022), the robot handles ink cartridges, identify-
ing their colour or brand, and sorts them into two

containers based on operator instructions. For that
goal, the dialogue system supports multi-turn inter-
actions in Spanish, and it is capable of receiving
instructions in natural language, asking clarifying
questions, and sending structured information to
the target robot to execute actions, such as relo-
cation. Communication includes both voice com-
mands and gestures —which have to be accom-
panied by an adverb of place or a demonstrative
pronoun, also known as pointers—. The system
uses predefined world knowledge, including car-
tridge colours, brands, and container identifiers.
Table 1 shows an example dialogue from LAMIA.
In addition, Example 1 illustrates the structured
output sent to the robot.

Example 1: Dialogue system’s structured output.

e {“task”: {“amount”: 0, “pointer”: 0, “action”:
“PICKING”, “destination”: “1”, “colour”:
“magenta”, “trademark™: “’}}

3.2 TOD system design

LAMIA’s pipeline has been built iteratively to opti-
mize performance and adaptability. In other words,
its creation was based on various rounds to deter-
mine which strategies worked best. As seen in
Section 2.1, there are currently two strategies ap-
plicable to the implementation of TOD systems:
end-to-end and modular. Therefore, for the con-
struction of LAMIA, both approaches have been
explored to obtain the final pipeline with the best
performance.

3.2.1 End-to-end strategy

In an initial approach, we attempted to build an end-
to-end system using a single call to GPT-3.5 Turbo.
The goal was to create a prompt that instructed
the LLM to handle multiple tasks: understanding
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user input, detecting key elements (colours, brands,
and box numbers), verifying real-world knowledge,
retrieving elements from prior interactions, gener-
ating natural language responses, and creating a
JSON output for the target robot.

For doing this, we used prompt techniques, such
as clear instructions, context, and few-shot learning,
providing detailed task descriptions and example
outputs. However, the prompt was too complex,
causing the LLM to miss some instructions and pro-
duce hallucinations after several tests. These limi-
tations have previously been demonstrated (Lester
et al., 2021; Kim et al., 2021; Liu et al., 2021),
showing that prompt tuning performs better on sim-
ple tasks. Specifically, the JSON output was fre-
quently incorrect, with inconsistent keys and val-
ues, leading to errors in the robot’s task execution.
Due to these issues, this approach was discarded,
as the LLM’s hallucinations posed too much risk
for a reliable performance.

3.2.2 LAMIA’s design: A modular strategy

After identifying the limitations of the end-to-end
approach, we explored the modular pipeline, which
breaks down tasks into simpler components. Based
on the pipelines of Ni et al. (2023) and Aceta et al.
(2022), LAMIA’s architecture is composed of seven
modules that perform different NLP tasks that work
sequentially (see Figure 1). After a few tests, the
same as those conducted to discard the end-to-end
approach, it was observed that only those modules
handling natural language input or output benefit
from LLMs, as they performed poorly with JSON-
based tasks. Thus, LAMIA’s modules are the fol-
lowing:

1. Polarity Interpreter: Performs two tasks:
content detection and polarity detection. The
first detects whether the input has semantic
content or is just an affirmation/negation. Its
output conditions the pipeline that the input
will follow, as depicted in Figure 1. The sec-
ond task, polarity detection, classifies the in-
put without semantic content as positive or
negative. Both tasks imply a call to the LLM
with an instruction prompt.

Natural Language Understanding / Key El-
ement Extraction (NLU): Extracts the key
elements (e.g., cartridge type, box) from the
inputs with semantic content, using an LLM.

3. Database Query: Verifies the extracted val-

o
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\

Polarity history
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Understanding (Key
Element Extraction)
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Figure 1: LAMIA’s pipeline.

ues against the database (in this case, Mon-
goDB). This module does not use an LLM.

. Dialogue State Tracking (DST): Compares
current and previous interactions to track the
dialogue status. This module also does not
require an LLM.

. Natural Language Generation (NLG): Con-
verts actions into the corresponding natural
language response, using an LLM.

. JSON Manager: Converts the instruction into
the final format required by the robot, without
using an LLM.

Dialogue Policy / Orchestrator: Manages
actions based on interactions, keeping or dis-
carding the JSON history as needed. Without
an LLM.

This modular approach proved to be more effec-
tive than the end-to-end strategy as, being simpler
tasks, it avoided errors in JSON structures and en-
sured that each task was completed successfully.
This final pipeline was used to build LAMIA.

3.3 LAMIA’s implementation

For the construction of the pipeline and its com-
ponents, an iterative implementation approach has
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also been followed. Consequently, in this section,
we will introduce the selected LLM, the definitive
prompt strategies, and tools that were utilized, in-
cluding different libraries, the database, etc.

3.3.1 Selected Large Language Model

The implementation of LAMIA’s modules has been
made using the LLM GPT-3.5 Turbo, a proprietary
model. Developed by OpenAl, GPT-3.5 Turbo is
acclaimed for its customization capabilities and
strong performance (Peng et al., 2023). The differ-
ent models and versions of GPT have previously
been used for optimization in TOD systems by au-
thors such as Marselino Andreas et al. (2022); Cao
(2023) with good performance. We deployed it
using Azure OpenAl Studio?.

3.3.2 Prompt strategies

The LAMIA system uses prompt tuning to adapt
LLMs for specific tasks, allowing easier modifica-
tion and lower computational costs since retraining
is unnecessary. As discussed in Section 2.2, the
effectiveness of LLM is highly dependent on itera-
tive prompt design, clear strategies, and avoiding
ambiguities.

Through various tests, the most effective strate-
gies were the following:

* Few-shot learning: This strategy is based on
giving examples of the output. An example of
its use is present in the prompt for the NLG
module which contains "For example: *"Which
ink cartridge do you prefer, black or yellow?’,
"I didn’t understand you, tell me what the task

is’", etc.

» Specifying output structure: Mainly used in
those modules that required a structured out-
put, such as JSON —i.e., Polarity Interpreter
and NLU. For example, the NLU prompt in-
cluded: "Output must be in JSON format: ’ele-
ment cartridge’: ”,”’ element

pointer’: "

9. 9% 9

element box’: 7,

* Providing context: To indicate its function
and the type of input the LLM will receive,
the three LL.M-based modules contained this
strategy. For example, the prompt for the NLG
included: “Context: You are a virtual assis-
tant programmed to start every interaction by
asking the user to specify exactly what he/she
wants to do”.

2https://oai.azure.com/portal

* Clear and repeated instructions: The use of in-
structions with minimal ambiguities as possi-
ble, and their reiteration at the end. For exam-
ple, in the use of clear instructions, the NLU
prompt included at the beginning: “Your task
is to analyse the input provided by the user
to identify and extract specific information
related to cartridges (e.g., colour or brand),
boxes (e.g., location in number) or pointers
(e.g., adverb of place or demonstrative pro-
noun) [. . . |”. Regarding repeated instruc-
tions, the NLG module prompt reinforced the
idea of "return only the question” at the end
after being already mentioned.

* Using syntax in prompts: All prompts used
phrases that indicate the information that the
LLM had to follow. Some examples are:
"Context:", "For example:", "User message:",
etc.

In addition, a temperature setting of 0 was used
to ensure minimal randomness and high control
in the outputs, making the system suitable for in-
dustrial use with limited variety of responses but
reliable task completion.

3.3.3 Selected tools

To implement LAMIA’s modules that are com-
posed by an LLM call (Polarity Interpreter, NLU
and NLG), we have used the Langchain® library.
This library has allowed us to initialize the LLMs
APIs, create chains to concatenate inputs and out-
puts, and format the prompts. Furthermore, this
library has also been used in the Database Query
module to connect the system with the MongoDB
database.

4 Evaluation

To evaluate LAMIA, we utilized the KIDE4I’s eval-
uation framework from Aceta et al. (2022). The
LAMIA system has been evaluated by comparing
its performance with the KIDE4I standard to as-
sess whether LAMIA offers improvements over
traditional rule-based systems.

The evaluations consist of two key components:

* Dialogue: This aspect takes into account the
dialogue as a whole by assessing three as-
pects:

3https://www.langchain. com/
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— Dialogue completion rate: Whether
the dialogue has been fully completed,
partially completed —the user had to
rephrase the instruction— or not com-
pleted.

— Dialogue completion steps: Number of
turns it took to complete the dialogue.

— Error analysis: Cases where the dialogue
has not been completed due to a specific
eITor.

* Interaction: This measures the system’s re-
sponse time for each interaction.

Furthermore, LAMIA LLM-based modules
(NLU, Polarity Interpreter, and NLG) have also
been evaluated against the corresponding mod-
ules in KIDE4I. The modules of both systems fea-
ture similar functionalities. The NLU module in
LAMIA aligns with KIDE4I’s Key Element Extrac-
tion (KEE) module, and both incorporate a Polarity
Interpreter module. However, the NLG module
in LAMIA, which is responsible for text genera-
tion, does not have a direct counterpart in KIDE4I,
but this module has also been analysed, as it is de-
veloped with an LLM. LAMIA’s adaptability and
economic costs have also been assessed.

To follow these evaluations, we have used the
same dialogue battery used to assess the KIDE4I
system in Aceta et al. (2022)’s work, composed of
75 dialogues.

4.1 LAMIA vs KIDE4I results

For the LAMIA assessment, we compared its per-
formance with the rule-based system KIDE4I (Ac-
eta et al., 2022). In addition, LAMIA modules
developed with LLMs have also been examined
to evaluate the actual performance of their use in
these systems.

4.1.1 General comparison

Focusing on the evaluation of the whole system,
both systems had similar dialogue completion rates,
but LAMIA performed better in partially com-
pleted and uncompleted dialogues, with fewer un-
completed cases (see Table 2). Moreover, both
showed similar performance in terms of the num-
ber of steps needed to complete dialogues, with
LAMIA having a slightly lower average and maxi-
mum number of steps (see Table 3).

KIDE4I showed better response times overall,
with an average response time of 0.74 seconds vs

LAMIA KIDE41
% # % #
Fully 90.66 68  82.66 62
completed
Partially 6.66 5 0 0
completed
Not 2.66 2 17.33 13
completed
Total 75 75
dialogues

Table 2: Dialogue completion rate for LAMIA and
KIDEA4I, with their percentages (%) and absolute num-

bers (#).
LAMIA KIDE4I
Average 2.4109 2.5947
Max 5 6
Min 2 2

Table 3: Average, maximum, and minimum dialogue
completion steps in LAMIA and KIDE4I.

LAMIA’s 1.26 seconds (see Table 4). More specifi-
cally, LAMIA’s response time is influenced by the
complexity of LLM calls, which are not present in
a rule-based system like KIDEA4I. In Table 5, it can
be seen that LLM-based modules require more time
to respond. However, the average response time of
LAMIA is comparable to other use case of KIDE4I
(KIDE4Guide) with 1.25 s. For this case, Aceta
et al. (2022) affirm that it is still a fast time, which
does not affect the user experience negatively.

A further level of assessment is necessary to anal-
yse the errors that have led to the dialogues in both
systems being uncompleted or partially completed.
The errors reported in the LAMIA system are two:

* Lack of synonymous key elements in the
database.

* Bad element detection by the NLU in one
case, which resulted in a partially completed
dialogue.

Concerning KIDE4I’s errors, we have to con-
sider that the modules of this system are not the
same as the ones in LAMIA, but they are compara-
ble. The errors reported by Aceta et al. (2022) are
as follows:

*The Dialogue Policy time is not represented, since it acts

as an orchestrator and its response time is the same as the total
interaction time.

210

6



LAMIA KIDE41 LAMIA
Average 1.2615s 0.7493 s (PI-Polarity KI(];;T;“I
Max 1.9504 s 5.3110s Interpreter)
Min 0.6885 s 0.1100 s % # %0 #
Good 100 77 98.73 78
"ll"able. 4: Average, maximum, and minimum response classification
time in LAMIA and KIDE4I. Wrong 0 0 0 0
Average Max Min classification
Polarity 03843s 0612s 0.19545  Out-of-scope - - 126 1
Interpreter errors
NLU 05231s  074s 033415 _Total m ”
Database 0.043 5 0.078s  0.0416s Table 6: Polarity Interpreter (polarity classifier task) per-
Query formance in LAMIA and KIDE4I with the percentages
DST 0.0007 s 0.0012 s 0.0005 s (%) and absolute numbers (#).
NLG 0.6337s 1.0979s 0.4607 s
SON 0.0008 s 0.0005s 0.0015s
‘1{/[anager LAMIA
(PI-Content classifier)
Table 5: Average, maximum, and minimum response % #
time per module in LAMIA * Good classification 99.48 195
Wrong classification 0 0
* Erroneous analysis of structures or lemmas in Out-of-scope errors _ 0.51 !
Total 196

the syntactic analysis.

* Out-of-scope structures in the definitions
and/or rules.

In summary, LAMIA showed better performance
in terms of dialogue completion, with fewer uncom-
pleted dialogues compared to KIDE4I. Although
KIDEAI had faster response times, LAMIA still
allowed for fluent conversations, despite the longer
LLM processing times.

4.1.2 Modular comparison

To complete the evaluation of the contribution of
LLMs in LAMIA, we analysed the performance
of key modules —NLU, Polarity Interpreter, and
NLG— by comparing them with their counterparts
in the rule-based KIDE4I system, where applica-
ble. For those tasks that are not comparable with
any KIDE4I’s component, such as Polarity Inter-
preter content detection or the NLG, we have also
extracted their ratios without making a comparison.

The Polarity Interpreter in both systems showed
similar performance in classifying polarity, with no
errors in LAMIA and only one out-of-scope error
in KIDE4I (see Table 6). For content detection,
LAMIA performed almost perfectly, with only one
classification error due to a misspelled word (see
Table 7).

LAMIA’s NLU module outperformed KIDEA4I’s
KEE module, with a higher rate of fully detected

Table 7: Polarity Interpreter (content classifier task)
performance in LAMIA with the percentages (%) and
absolute numbers (#).

elements (96.63% vs 64.66%) and fewer partial
—mnot all the elements of the input were detected—
or wrong/null detections (see Table 8). This im-
provement minimized confusion and reduced the
number of dialogue turns required.

The NLG module in LAMIA participated a to-
tal of 196 times. We analysed these responses by
categorizing them into well- and wrong-generated
responses. This assessment ensured that the in-
teraction was appropriate to the dialogue’s state,
contained accurate key elements, and adhered to
grammatical norms. The results revealed that 100%
of the responses were well generated, without er-
rors and hallucinations in the use of key elements
and suitable for the dialogue states.

Overall, the modular analysis showed that the
Polarity Interpreter performed equally well in both
systems. However, LAMIA, using GPT-3.5 Turbo,
significantly outperformed KIDE4I in NLU, with
better key element detection and fewer errors. Ad-
ditionally, the NLG module in LAMIA performed
flawlessly, showing the capabilities of LLMs when
generating natural language responses.
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LAMIA KIDE4I
(NLU) (NLU)
%o % #
Fully detected 96.63 115 64.66 86
Partially 1.68 2 1729 23
detected
Wrong/null 0.84 1 1278 17
detection
Out-of-scope  0.84 1 5.26 7
errors
Total 119 133

Table 8: NLU performance in LAMIA and KIDE4I with
the percentages (%) and absolute numbers (#).

4.1.3 Other evaluated aspects

Other aspects to take into account when evaluating
this kind of system for Industry 5.0 are the applica-
bility of the pipeline and its cost to new use cases.
The target system must be functional in different
industrial use cases and easy to build to reduce
costs and development time. The following are the
changes that should be made to adapt the system to
anew use case:

¢ Create new records in the database or connect
the system to an existing one.

* Change of dictionary names within the
pipeline.

* Slight prompt changes to adapt to the new
task.

Another key consideration is the cost of using
LLMs. In this work, LAMIA was deployed us-
ing GPT-3.5 Turbo, a proprietary model whose use
requires payment. The infrastructure utilized to
deploy this model has been Azure OpenAl Studio,
which operates on a pay-as-you-go pricing model.
The specific setup used in this work —GPT-3.5-
Turbo-0613 with a 16k context window— costs
€0.0015 per 1000 input tokens and €0.0019 per
1000 output tokens (in Central Sweden). As an
example of the total cost, the reproduction of the
dialogues used to assess LAMIA with this setup
had a total cost of €0.85, which is not high, consid-
ering that they were 75 dialogues with an average
of 2.41 interactions (enough to complete the target
tasks). Although not free, it offers good perfor-
mance without being expensive, making it a viable
option in real-world manufacturing contexts. How-
ever, companies must evaluate whether these costs

are justified based on their production needs and
expected gains in productivity.

5 Conclusions

This study offers new insights into the application
of Large Language Models (LLMs) in the develop-
ment of applications for Industry 5.0. The research
is focused on exploring the contribution of these
models in applications for Human-Machine Interac-
tion (HMI) such as Task-Oriented Dialogue (TOD)
systems. With this objective, this article presents
LAMIA, a prompt-optimized LLM-based TOD sys-
tem for Industry 5.0. This system also searches for
solving the most criticized limitations present in
traditional and LLM-based applications, such as
difficult adaptability to new use cases and domains
due to handcrafted rules, LLMs’ hallucinations,
lack of domain-specific data, and the difficulty and
high costs associated with re-training these models
for new use cases and domains.

For this, LAMIA leverages prompt tuning strate-
gies, which have shown significant advantages in
intuitive development, adaptability to new domains,
and use cases with low computational costs. In
addition, the system has performed better than tra-
ditional systems, demonstrating that it is efficient
for use in a real industrial setting by being able to
complete the task and maintain a smooth dialogue.

Moreover, this study also reveals the specific con-
tribution of LLMs and the prompt tuning strategy
in this kind of system. The end-to-end approach
test showed that prompt tuning does not perform as
well with complex tasks or several tasks at once, as
already demonstrated by Liu et al. (2022), which
is the reason for using a modular pipeline. How-
ever, preliminary experiments in these modules
also showed that the effectiveness of LLM varies
by task, performing almost perfect for NLP tasks,
such as generation, classification, or slot filling,
and not being the most suitable option for those
that manage structured formats. Therefore, the con-
tribution and adaptation of LLMs in TOD systems
must be consistent and adapted to the purposes of
these models, which are natural language under-
standing, processing, and generation.

Future research should focus on addressing the
main limitation of LAMIA, the lack of synonymity
in the database, which is the main cause for the
presence of uncompleted dialogues or the increase
of dialogue completion steps. The integration of on-
tologies as a database could help mitigate this issue
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by expanding the range of recognized terms, and,
therefore, improving the fluidity of the conversation
with the system, reducing overall times, and thus
reducing costs. Furthermore, further investigation
of the adaptability of the system is needed, as the
synonymity problem could not be present in other
use cases, with a real assessment of its scalability
looking for out-of-scope problems. An interface
deployment for industrial uses is also necessary,
with a user study to assess operator’s experience.
Moreover, the use of a proprietary LLM can be a
handicap for most industries, as it involves a cost.
For this reason, the implementation of LAMIA
with an open-source model must also be consid-
ered and evaluated. Finally, ethical considerations,
such as data privacy and transparency, should also
be addressed as the system moves toward produc-
tion use.
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