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Abstract

This demo paper presents a prototype of
a multilingual, speech-based driver assis-
tant, designed to support both English
and Basque languages. The inclusion of
Basque—a low-resource language with lim-
ited domain-specific training data—marks
a significant contribution, as publicly avail-
able AI models, including Large Lan-
guage Models, often underperform for such
languages compared to high-resource lan-
guages like English. Despite these chal-
lenges, our system demonstrates robust per-
formance, successfully understanding user
queries and delivering rapid responses in a
demanding environment: a car simulator.
Notably, the system achieves comparable
performance in both English and Basque,
showcasing its effectiveness in addressing
linguistic disparities in AI-driven applica-
tions. A demo of our prototype will be
available in the workshop.

1 Introduction

Speech-based driver assistants have become in-
creasingly prevalent in modern vehicles, offer-
ing convenience and safety by enabling hands-
free interaction with in-car systems. Prominent
examples such as Amazon Alexa Auto or Ap-
ple CarPlay, have demonstrated the potential
of such technologies to enhance user experi-
ence by providing real-time information about
navigation, vehicle status, and other essential
tasks (Li et al., 2024; Zhou and Zheng, 2023).
These systems leverage advancements in Nat-
ural Language Processing (NLP) and speech
recognition, often relying on Large Language
Models (LLMs) trained on extensive datasets
mainly containing data in high-resource lan-
guages like English (Touvron et al., 2023; Gün-
ther et al., 2023). However, due to the scarcity
of domain-specific datasets and models, the de-

velopment of similar systems for low-resource
languages remains a significant challenge.

Low-resource languages often lack the
domain-specific annotated data necessary to
train state-of-the-art NLP and speech process-
ing models, leading to a greater reliance on
rule-based approaches (Wilcock et al., 2017).
Basque is an isolated language spoken by ap-
proximately 750,000 people, with complex mor-
phology and free word order. Despite recent
progress, publicly available Basque language AI
models such as the Latxa series (Etxaniz et al.,
2024) or Llama-eus (Corral et al., 2024) still
underperform compared to models for high-
resource languages. Additionally, there are
limited datasets and tools tailored for spe-
cific applications, such as automotive envi-
ronments, further complicating the develop-
ment of Basque-focused driver assistants. In
fact, we have had to develop an automotive
industry-related dataset from scratch for this
project, since most publicly available and re-
lated datasets are in English or high-resource
languages (Deruyttere et al., 2020).

This demo paper presents a multilingual
speech-based driver assistant developed within
the Adapt-IA project, designed to provide sup-
port in both Basque and English. Integrated
into an industrial car simulator, the assistant
provides conversational access to real-time ve-
hicle data, including speed, traffic conditions,
tire pressure, and battery status. By creating a
domain-specific corpus in Basque and leverag-
ing state-of-the-art NLP and speech processing
techniques, our system, which will be shown in
a demo in the workshop, demonstrates compa-
rable performance in Basque and English. This
showcases the feasibility of extending driver
assistant technology to underrepresented lan-
guages like Basque.

The rest of the paper is organised as fol-
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lows: Section 2 provides an overview of the
context and motivation behind this work. Sec-
tion 3 describes the corpus built to develop our
assistant, and its architecture and implementa-
tion. Section 4 presents a sample dialogue that
showcases its capabilities. Finally, Section 5
presents our conclusions.

2 Context

This work has been carried out within the
Adapt-IA project, which aims to develop AI
technologies for the Basque language, and oth-
ers if the specific use case so requires. More
particularly, the primary goal is to explore the
development and integration of these technolo-
gies into the needs and specific use cases of vari-
ous Basque industrial sectors, such as machine-
tools manufacturing, the energy sector, the
railway sector and the automotive industry.

One sector where these advancements have
significant potential is the automotive indus-
try. As vehicles become increasingly reliant
on intelligent systems, the need for speech-
based technologies in different languages, in-
cluding Basque, becomes critical. In this con-
text, this work represents a step towards pro-
viding drivers with the capabilities to naturally
interact with smart vehicles in Basque and En-
glish languages. To this end, we have developed
a driving assistant that suits the Automotive
Intelligence Center (AIC) industrial car simula-
tor in the Basque country: an hexapod system
equipped with a fully operational cockpit inte-
rior from a road vehicle (see Figure 1). With
six degrees of freedom, this simulator is em-
ployed for dynamic analyses and serves as a
platform for testing advanced driver-assistance
systems and user communication strategies un-
der highly realistic conditions.

3 The Adapt-IA Speech-Based
Driver Assistant

This section describes all the stages and tools
created and integrated into the developed
speech-based driver assistant, including the
data generation process, in addition to the
training of specific models for automatic speech
recognition (ASR), natural language understad-
ing (NLU), and text to speech (TTS) that have
been integrated into the final prototype.

Figure 1: A user talking to the Adapt-IA driver
assistant in the AIC simulator.

3.1 Data generation
Collecting training data is a critical initial
phase in the development of any AI system.
In this case, one of our main objectives was to
create a specialised dataset with specific ter-
minology about the automotive industry. We
built a corpus comprising over 16K in-car inter-
action scenarios in both Basque and English.
covering a set of 14 intents (see Table 1). The
full dataset was filtered using different strate-
gies and used to train both the NLU and ASR
systems of the developed assistant.

We tackled the data generation task through
two separate strategies for each language.

English
Recent advancements in LLMs enabled us to ef-
ficiently generate artificial data for the English
use case. Initially, we curated a small organic
dataset comprising example queries that a user
might pose to their car assistant, such as "How
many kilometers of autonomy do I have left?".
These examples served as the foundation for
generating additional data.

Using state-of-the-art LLMs (ChatGPT-4o
mainly), we expanded the dataset by synthe-
sizing hundreds of sentences based on the orig-
inal examples. This yielded a dataset of 1 700
unique sentences. The generated data was thor-
oughly evaluated and found to meet the require-
ments of our use case, proving the effectiveness
of LLMs for synthetic data generation.
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request speed
request speed limit

request tire pressure
request battery level

request autonomy
request driving time

request driving distance
request traffic status

repeat
car did not understand

thanks
hello

goodbye
other

Table 1: List of user intents the assistant is able
to understand. The "car did not understand"
label is used when user says that the car did not
provide the expected information, and the "other"
indicates that the information the user is requesting
is not available for this system.

Basque
One of the main goals of the project was to
generate high-quality data in Basque with spe-
cialised terminology for different industrial sec-
tors, and which could be useful for the commu-
nity and for future works. Therefore, the use
of LLMs was not desired in this case, as their
performance remains limited for low-resource
languages (Hasan et al., 2024; Jayakody and
Dias, 2024).

Instead, we built a dataset about how driv-
ing information could be asked in Basque. Ex-
pert Basque linguists generated a number of
templates to form sentences, which considered
different word orders within sentences, syn-
onyms, possible word omissions, and different
registers (formal, informal, direct, etc.). More
than 20 million sentences were generated con-
sidering all possible combinations. However,
we filtered very similar sentences to make the
corpus as diverse as possible. To this end, we
employed both a cluster-based active learning
approach (Moreno-Acevedo et al., 2024), and a
random selection following a uniform distribu-
tion. This led to a diverse and balanced corpus
of around 14K sentences.

Additionally, we asked some volunteers how
they would form sentences for the defined user-
intents. This way, we increased the dataset by
another 612 natural sentences1.

1This corpus will be publicly available once the

Figure 2: High-level overview of the assistant’s back
end architecture.

3.2 System architecture and
components

As for the assistant interface, the user interacts
with it via a tablet mounted on the panel of
the car simulator, which acts both as the mi-
crophone and the speaker. If the user wants to
ask anything while driving, they can press a
button and start a conversation. This conver-
sation ends when the user presses the button
again, or when the system determines that the
dialogue has ended (if the user says "bye", for
example).

Since some modules require relatively inten-
sive computing capabilities, the processing is
done on remote servers. There are three main
components, as depicted in Figure 2. The com-
munication between these modules is done via
API queries. It takes around 3 seconds to pro-
cess the user’s speech and generate a speech
response. The main specifications for each com-
ponent are described as follows.

ASR
The ASR unit is built on top of Nvidia’s Para-
keet models, which are state-of-the-art recur-
rent neural network transducers (RNN-T) that
have shown excellent results in recent speech

project is finished.
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benchmarks (Srivastav et al., 2025; Vásquez-
Correa et al., 2024). The Basque and En-
glish models use the large version of the fast-
conformer RNN-T architecture, which has 0.6
billion parameters2. The Basque model was ini-
tially trained from scratch using 1 258 hours of
transcribed Basque audio and then fine-tuned
with 12.8 hours of in-domain data. This in-
domain data was created by synthesizing 10 166
selected user requests using our TTS system.
The English model started with Nvidia’s pre-
trained model and was fine-tuned using 7 hours
of in-domain data, also created by synthesiz-
ing 8 223 user requests using our TTS system.
In this case, in addition to the English cor-
pus described in Section 3.1, we automatically
translated the filtered Basque sentences into
English to increase the amount of data.

NLP unit
The NLP unit consists of three modules:

1. NLU: Takes a transcribed user sentence
and outputs the corresponding intents;
which represents the semantic meaning
of the sentence.

2. DM (Dialogue Manager): Based on the
user intents and the dialogue history, the
DM outputs the next dialogue act; i.e.,
what the system needs to reply.

3. NLG (Natural Language Generation):
Generates a natural sentence based on di-
alogue act produced by the DM.

Due to the limitations of Basque NLP mod-
els, we employed different strategies for the
NLU. In English, the user request is trans-
formed into a 384-dimensional embedding vec-
tor with the model all-MiniLM-L12-v2 from
Sentence-Transformers (Wang et al., 2020).
Conversely, for the Basque case, we had to
use an LLM fine-tuned specifically for this
language. In this case we pass the sentence
through Latxa 7B (Etxaniz et al., 2024) and
retrieve the output embedding. In both cases,
we train multilayer neural networks to classify
the embeddings into one or more user intents.
Those are trained on the datasets we gathered.
The models are run in parallel, so that switch-
ing between languages is effortless.

2https://huggingface.co/nvidia/
parakeet-rnnt-0.6b

Once the intents of the input are obtained,
the rule-based DM retrieves the relevant infor-
mation from the car simulator, outputs the next
dialogue act. Generally, these rules involve pro-
viding the requested information, checking the
dialogue history if a repetition of information
is requested, and greeting or thanking the user
when appropriate. One key advantage of rule-
based DMs is their greater controllability and
robustness, particularly in restricted environ-
ments (Vázquez et al., 2023).

Given the dialogue act output by the DM,
the template-based NLG module generates a
textual answer to the user’s query. To avoid
repetitions in the assistant’s responses, we have
a number (around 10) templates per dialogue
act. These are selected randomly and filled
with the real-time data provided by the simu-
lator.

TTS

The integrated TTS system was based on a
Tacotron-2 (Shen et al., 2018) acoustic model.
This architecture is built using an encoder-
decoder with attention that returns the Mel-
scale spectrogram of the generated speech,
which is in turn converted to an audio sig-
nal by a HiFi-GAN (Kong et al., 2020) neural
vocoder.

A Tacotron-2 model was trained per lan-
guage on pairs of audio and their corresponding
transcription. The models were fine-tuned from
a pre-existing model trained on 34 137 audio
files consisting of 36.1 h of high-quality studio
recordings from a female Spanish speaker. The
Basque dataset comprised 11 640 audio files
summing a total of 20.8 h standard Basque
recordings from a native speaker, whilst for En-
glish the public domain LJ-Speech dataset (Ito
and Johnson, 2017) was used. The input string
consisted of characters in the case of Basque
and phonemes for English, which were gener-
ated using a DeepPhonemizer3 model adapted
from pronunciation data extracted from Wik-
tionary. Finally, the HiFi-GAN vocoder made
use of the ground-truth aligned spectrograms
from the same datasets needed for training the
acoustic models.

3https://github.com/as-ideas/DeepPhonemizer

https://huggingface.co/nvidia/parakeet-rnnt-0.6b
https://huggingface.co/nvidia/parakeet-rnnt-0.6b
https://github.com/as-ideas/DeepPhonemizer
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Basque English
User: Kaixo kotxe, nire abiadura legala
al da?

User: Hi there, is my current speed cor-
rect?

Assistant: Abiadura muga 90 kilometro
ordukoa da, eta zure abiadura 87 kilometro
ordukoa.

Assistant: The speed limit is 90 kilome-
ters per hour, while your speed is 87 kilo-
meters per hour.

User: Eta zenbateko autonomia daukagu? User: And how far can we drive with the
current battery?

Assistant: Bateriaren karga honekin, 250
kilometro gehiago egin ditzakegu.

Assistant: With this battery charge, we
can drive 250 more kilometers.

User: Barka, ez zaitut ondo entzun... User: Sorry, I couldn’t hear you well...
Assistant: 250 kilometro egin ditzakegu. Assistant: We can drive 250 more kilo-

meters.
User: Zein da kanpoaldeko tenperatura? User: What’s the temperature outside?
Assistant: Barkatu, baina ez dut horre-
tan laguntzeko gaitasunik.

Assistant: I’m afraid I cannot provide
this information.

User: Ongi da. Eskerrik asko eta agur! User: It’s OK. Thanks! Bye!
Assistant: Ez horregatik. Agur! Assistant: You are welcome. Goodbye!

Table 2: A (parallel) sample conversation with the Adapt-IA assistant, in Basque and English.

4 A sample conversation with the
Adapt-IA Driver Assistant

Table 2 shows the kind of dialogues imple-
mented in the Adapt-IA driver assistant in
Basque and English. Notice that the system is
able to provide the requested information, or
inform that some information is not available
to the system, such as the outside temperature.
It can also handle repetition requests if the user
did not understand what the assistant said for
any reason, and react to task-free intents such
as greetings or gratitude.

A demo of this prototype where all the ca-
pabilities of the system will be shown will be
presented in the conference.

5 Conclusion

We have presented a speech-based driving as-
sistant capable of providing relevant real-time
data to the driver in a conversational fash-
ion, both in Basque and English. To achieve
this, we developed an organic domain-specific
corpus in Basque to train our system, effec-
tively bridging the performance gap between
the English and Basque versions. This effort
demonstrates the feasibility of extending sim-
ilar NLP systems to low-resource languages,
such as Basque, thereby addressing the lin-
guistic imbalance often found in AI technolo-
gies. Our results demonstrate that tailored

approaches can overcome resource limitations,
enabling robust performance for underrepre-
sented languages in specialized domains. This
work not only advances the feasibility of de-
veloping Basque-centric AI systems but also
contributes to the broader goal of inclusivity
in AI technologies for diverse linguistic com-
munities.
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