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Abstract
To enable the broader application of dialogue
system technology across various fields, it is
beneficial to empower individuals with limited
programming experience to build dialogue sys-
tems. Domain experts, where dialogue system
technology is highly relevant, may not neces-
sarily possess expertise in information technol-
ogy. This paper presents D4AC, which works
as a client for text-based dialogue servers. By
combining D4AC with a no-code tool for devel-
oping text-based dialogue servers, it is possible
to build multimodal dialogue systems without
coding. These systems can adapt to the user’s
age, gender, emotions, and engagement levels
obtained from their facial images. D4AC can
be installed, launched, and configured without
technical knowledge. D4AC was used in stu-
dent projects at a university, which suggested
the effectiveness of D4AC.

1 Introduction

Recent advancements in large language models
have made it possible to develop various kinds of
dialogue systems easily. In applying dialogue sys-
tems to various fields, it is effective for dialogue
system engineers to cooperate with experts in the
fields. However, there is a problem that the re-
sources of dialogue system engineers are limited.
Therefore, it would be desirable that experts in
those fields could construct a dialogue system with-
out coding.

Although there are tools for building text-based
dialogue systems without coding, there have been
no no-code tools for building multimodal dialogue
systems that can exploit the user’s attributes and
social signals (Vinciarelli et al., 2009) obtained
from the user’s images. Such systems are expected
to engage in communication better than text-based
systems, as they can adapt their communication
strategies to the user’s attributes and states.
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Figure 1: The role of D4AC.

This paper describes the design and implementa-
tion of D4AC,1 which works as a client of a text-
based dialogue server (Figure 1). The dialogue
server is supposed to receive user utterances in text
format and return system responses in text format.
D4AC recognizes user utterances and estimates
the user’s age, gender, emotions, and engagement
(referred to as “user states”2) from camera images
using external APIs. It sends this information to the
dialogue server at the time specified in the configu-
ration. Then, it uses speech synthesis to generate
the responses from the dialogue server.

The advantages of D4AC are as follows:

• It enables the dialogue server to use estimated
user states for dialogue management.

• It enables the dialogue server to utilize es-
timated user states at times different from
the ends of user utterances without writing
complicated dialogue management knowl-
edge. (This will be explained in detail in Sec-
tion 3.2.)

• It can be easily installed, configured, and
launched without technical knowledge.

1D4AC stands for ‘Dialogue for All – Client’, which rep-
resents a client program used in a project aimed at enabling
anyone to build dialogue systems.

2Strictly speaking, age and gender should be referred to as
attributes rather than states, but for simplicity, this paper will
refer to them as states.
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• It is released as an open-source software under
the Apache License ver. 2.0.3

2 Related Work

There are studies on dialogue systems that handle
information obtained from the user’s image. For
example, there are studies on a dialogue system
that recognizes affirmative/negative attitudes from
prosody and head movements (Fujie et al., 2006)
and a reception dialogue system that smoothly
facilitates turn-taking by estimating user engage-
ment from standing positions and recognizing turn-
yielding or taking intentions from the gaze and ges-
tures (Bohus and Horvitz, 2009, 2011). An inter-
view dialogue system that changes dialogue strate-
gies by estimating the willingness to speak from
gestures and speech (Ishihara et al., 2018) is also
studied. SimSensei Kiosk (DeVault et al., 2014)
is a system that conducts interviews for PTSD di-
agnostic support, estimating the user’s emotions
from facial expressions, head movements, gaze,
and prosody.

While there are various studies in the field, there
are few tools available as off-the-shelf solutions.
‘\psi’ (Bohus et al., 2021) and Virtual Human
Toolkit (Hartholt et al., 2022, 2013) are exceptions,
but technical knowledge is required to use them.
In the Dialogue System Live Competition 6 (Hi-
gashinaka et al., 2024), a tool that enables the de-
velopment of dialogue systems using user state
estimation results without coding was distributed
to the participants, but, unlike D4AC, it can send
the user states to the dialogue server only at the end
of user utterances, and it is not publicly available.

3 Design of D4AC

3.1 Overview

D4AC works as a client of a dialogue server (Fig-
ure 1). D4AC recognizes user utterances and sends
the results to the dialogue server, along with user
states (engagement, emotions, age, and gender) es-
timated from the user’s facial image. The dialogue
server determines the system utterance based on
those inputs and dialogue context and returns it to
D4AC in text format. D4AC then generates the
system utterance using speech synthesis.

For user state estimation, D4AC uses Face++.4

If only estimating engagement, it is also possible to
3https://github.com/nu-dialogue/D4AC
4https://www.faceplusplus.com

use FaceMesh of MediaPipe.5 For speech recogni-
tion and synthesis, it utilizes the Web Speech API
of Google Chrome. Alternatively, Amazon Polly6

can be used for speech synthesis.
D4AC can work as a client of dialogue servers

that can be built without coding. It assumes
NTT Docomo’s xAIML SUNABA (SUNABA here-
after)7 and DialBB8 (Nakano and Komatani, 2024)
as tools for building and deploying dialogue servers.
They provide GUI-based editors for state transition
networks to make it possible to write dialogue sce-
narios without coding. They also enable running
dialogue servers as HTTP servers.

3.2 Communications between D4AC and a
Dialogue Server

D4AC can send the results of user state estimation
to the dialogue server at the following times.

(1) When sending the speech recognition result
for a user utterance.

(2) When finished generating a system utterance.

(3) When the user has not spoken for t seconds
after a system speech has ended.

Whether or not to send at each of these times and
t in (3) can be configured with the configuration
GUI. The reason for allowing the system to send
not only at (1) but also at (2) and (3) is to allow the
system to make utterances based on the user’s reac-
tions to what the system has said. When sending to
SUNABA, in the case of (1), the following form is
used.9

tuna sandwich+{engagement:high}{emotion:
happiness}

Here “tuna sandwich” is the recognized user ut-
terance. Which user states to send can be specified
in the configuration. The value of engagement is
high, middle, or low; the value of emotion is anger,
disgust, fear, happiness, neutral, sadness, or sur-
prise; the value of age is child, teenager, young,
middle, senior, or unknown, and gender is either
male or female. By transmitting user states in this
manner, the dialogue server can perform state tran-
sitions according to the user states. For example,

5https://chuoling.github.io/mediapipe/
6https://aws.amazon.com/polly/
7https://docs.sunaba.docomo.ne.jp/. Currently,

SUNABA can deal only with Japanese.
8https://github.com/c4a-ri/dialbb
9In the case of DialBB, a JSON format is used to represent

user states.

https://github.com/nu-dialogue/D4AC
https://www.faceplusplus.com
https://chuoling.github.io/mediapipe/
https://aws.amazon.com/polly/
https://docs.sunaba.docomo.ne.jp/
https://github.com/c4a-ri/dialbb
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Figure 2: Architecture of D4AC.
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Figure 3: A dialogue state transition network using user
states. Rectangles represent dialogue states, and the
texts inside them are system utterances in those states.
Arrows indicate state transitions. The text near an arrow
means that if the user utterance includes this text, the
transition will follow that arrow. <default> indicates
that the transition can occur with any user utterance.
The actual description style depends on the dialogue
server.

using the network shown in Figure 3, it can transi-
tion to a different dialogue state when user engage-
ment is low.

In the cases of (2) and (3), the following forms
are sent, respectively.

su_end+{engagement:high}{emotion:happiness}
silence+{engagement:high}{emotion:happiness}

In the cases of (2) and (3), the system does not nec-
essarily have to respond. In such cases, the system
utterance should be specified as “empty”, which
D4AC does not send to the speech synthesizer.

One issue arises here. The dialogue server is
designed to transition states whenever there is an
input of user utterance. Therefore, it is necessary
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Figure 4: A state transition network for a client that
cannot handle requests to send user states.

to describe state transitions for cases (2) and (3)
as well, meaning that for every dialogue state, one
must write the transitions that would occur when
only the user states are input. For instance, if we
decide to send the user states at the time of (3), a
state transition network like Figure 4 is necessary,
and a huge effort for writing networks is required.

Therefore, we made it possible for the dialogue
server side to send user-state requests to D4AC.
This request asks D4AC to send the user state at
the times of (2) and (3) only when the user state
becomes a specific value. Specifically, the request
is appended to the end of the system utterance text
in the form of [⟨list of types⟩:⟨list of values⟩]. The
lists of types and values are concatenated with ‘|’.
For example, let us consider the case the system
utterance is like the following.

How are you feeling? [emotion:
happiness|sadness]

Then, in the cases of (2) and (3), the user state
is sent to the dialogue server only when the emo-
tion becomes either happiness or sadness. This
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Figure 5: A state transition network that requests the
client to send user states.

simplifies the state transition network as shown in
Figure 5.

4 Implementation

Here we explain the implementation details of
D4AC according to Figure 2.

The modules for user state estimation communi-
cate with each other using MQTT,10 which enables
lightweight, asynchronous communication. The
image capture module captures camera images and
sends them to the MQTT broker. User state is
estimated from these images using services like
Face++ and others. In the current version of D4AC,
engagement is estimated using only the face direc-
tions obtained from Face++ or MediaPipe. We plan
to replace this with a more accurate algorithm using
facial expressions and gaze (De Carolis et al., 2019;
Ishii et al., 2013) in the future. Adding and replac-
ing modules are easy thanks to the MQTT-based
architecture.

The dialogue server connection module sends
the results of speech recognition and user state
estimation to the dialogue server and returns the
system utterance received in response to the main
module. If the system utterance includes a user-
state transmission request, it is remembered and
used to decide whether to send the user state at the
times of (2) and (3) in Section 3.2.

Additionally, if specified, D4AC can send the
system utterance text strings received from the dia-
logue server to an external auxiliary output server.
By embedding commands within the system utter-
ance text, it becomes possible to display images or
to operate CG agents or robots.

The frontend part is written in JavaScript, and

10https://mqtt.org/

Figure 6: Configuration GUI. The tab for configuring
sending the user states (upper panel) and the tab for
starting processes (lower panel).

other modules are written in Python.

4.1 Installation and Configuration
D4AC can be installed easily by just invoking “pip
install” command using a .whl file. Then run-
ning the “d4ac” command in a command prompt
displays the configuration GUI. With the GUI, de-
velopers can specify the dialogue server, access
information to Face++, Amazon Polly, etc., the
times of sending user state estimation, and others
(Figure 6 (upper panel)).

In addition, it is possible to start and stop the
processes in D4AC from the GUI (Figure 6 (lower
panel)).

5 Sample Application

This section describes a simple example applica-
tion. An example dialogue between this application
and a user is shown in Figure 7.

The dialogue server is built using DialBB. The
scenario involves light conversations about food.
In this scenario, ChatGPT (gpt-4o11) is used to gen-
erate system utterances in some states. The third,
fourth, and sixth system utterances in Figure 7 were
generated by ChatGPT. The configuration of the
DialBB application includes the situations and per-
sona of the system.

11https://openai.com/index/hello-gpt-4o/

https://mqtt.org/
https://openai.com/index/hello-gpt-4o/
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Speaker Utterance (speech recognition result) Remarks
System Hello I’m a chatbot. If you don’t mind, could you

tell me your name?
User Hello, I’m Mike. (oh, I’m Mike)
System Thank you Mike! Let me ask you about sandwich.

Do you have sandwiches very often?
User Yes, I like sandwiches very much. (yes I like sand-

wiches very much)
System What’s your favorite kind of sandwich, Mike? I love

a good BLT, but I’m always looking for new ideas
to try!

The dialogue server requests D4AC to tell if the user
engagement level is low or middle at the end of and
two seconds after the system utterance.

User I like chicken salad sandwiches. (I got chicken salad
sandwiches)

System Chicken salad sandwiches sound delicious! Do you
make them yourself or do you have a favorite place
to get them?

The dialogue server requests D4AC to tell if the user
engagement level is low or middle at the end of and
two seconds after the system utterance.
At the end of the system utterance, D4AC informs
the dialogue server the user engagement level is low.

System Aren’t you interested? The system asks the user if she/he is interested in the
conversation.

User Oh, yes. I’m interested. Sorry. (oh yes I’m interested
sorry)

System No worries, Mike! Do you add anything special to
your chicken salad sandwiches, like grapes or nuts,
or do you prefer to keep it simple?

Since the user response is affirmative, the system
goes back to the conversation. (Otherwise, the sys-
tem wraps up the conversation.)

Figure 7: A sample dialogue between a user and the example application.

At some states, the dialogue server requests
D4AC to send the user’s engagement level if it
is “middle” or “low”. Then when the dialogue
server receives the engagement level, it makes an
utterance to ask if the user is bored with the con-
versation, and if so, the conversation is terminated.

D4AC is configured to send the user’s state to
the dialogue server only when requested by the
dialogue server. This occurs either at the end of the
system’s utterance or if the user does not speak for
two seconds after the system’s utterance has ended.

The source files for this sample application are
publicly available as a part of the D4AC repository.

6 Using D4AC in Student Projects

During the development of D4AC, we utilized it
in student projects at a university. The student
projects were conducted twice, in the academic
years 2021 and 2022, where students were tasked
with building simple multimodal dialogue systems.
Four students participated in each project.

In Academic Year 2021, the four students built
separate dialogue systems following their interests.
Specifically, these were (1) a system for scheduling
appointments, (2) a system for presenting quizzes,
(3) a system explaining the use of shared cars,
and (4) a system providing useful information for
LGBTQ+ individuals. The student who developed
the fourth system was affiliated with a humanities

research lab, while the others belonged to infor-
mation technology or engineering labs. Of these,
systems (3) and (4) utilized D4AC along with SUN-
ABA, but they did not use user state estimation re-
sults. At that time, D4AC could only send user state
information at the end of user utterances, which
limited its utility. Following this experience, we
modified D4AC to transmit user state estimation re-
sults at times other than the end of user utterances.

In Academic Year 2022, the project involved
four students working collaboratively to build a
single system. Among these students, two were
from humanities and two were from information
technology or engineering labs. They developed
a dialogue system designed to calm the irritations
of drivers while driving. The system converses
with the driver, calming them if they are irritated,
and the progression is determined based on the user
state estimation results indicating whether the irrita-
tion is resolved. Insights from humanities research
(e.g., (Nakai, 2021)) were utilized in creating the
scenarios. This system used DialBB to build the
dialogue server.

This project showed that a system utilizing user
state estimation results can be easily built with
D4AC. We plan to provide opportunities for people
from various fields to use the system and validate
its effectiveness in future projects.
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7 Concluding Remarks

This paper described D4AC, which is a tool that
allows for the construction of multimodal dialogue
systems without coding. It estimates user attributes
and states from facial images and alters the course
of dialogue based on these results. D4AC enables
people from various fields, not just information
technology, to build multimodal dialogue systems,
contributing to the integration of dialogue system
technology with other disciplines.

Although D4AC does not include novel tech-
nologies that improve empirical evaluation results,
it concretizes a reasonable architecture for creating
a multimodal dialogue system without coding. We
believe that it will contribute to multimodal dia-
logue system technologies being used in various
fields.

We are considering the following enhancements
and features. First, we aim to enable the use of
tools and APIs other than Face++ and MediaPipe
for user state estimation. Another goal is to in-
tegrate prosodic information from user utterances
and text-based data for emotion estimation. Addi-
tionally, we are considering the use of other user
states such as sentiment (Katada et al., 2023) and
affirmative/negative attitudes (Fujie et al., 2006).
We also think that multimodal foundational mod-
els such as GPT-4o might be useful for user state
estimation.

As D4AC is released as an open source, we hope
we will receive feedback for improvements while
it is being used in an actual system development.

Limitations

Although D4AC was used in student projects, it has
not been evaluated in a way that involves gathering
a large number of users. Therefore, its usability
remains unclear. However, the value of such tools
cannot be measured solely through evaluations in
controlled situations. It is important to release it
publicly, allowing it to be used in the development
of various systems, and continuously improve it
based on feedback. D4AC is believed to have suf-
ficient performance as a starting point for this pro-
cess.

Ethical Considerations

One potential ethical issue with this tool is the risk
of personal information leakage, as users’ facial
images and voice data are sent to image and voice

recognition systems managed by private compa-
nies’ cloud services. Whether this becomes a prob-
lem depends on the application. Therefore, we en-
courage developers using D4AC to raise awareness
and recommend obtaining proper consent from
users.

Estimating emotions from facial images and link-
ing them to the content of conversations is impor-
tant for facilitating more appropriate interactions.
However, depending on how it is used, there is a
risk of obtaining personal inner feelings that the
user has not intentionally disclosed; it might be
illegal in some countries. We also raise awareness
among developers using D4AC about this issue.
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